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Cycle mean, 63

Cyclo-Static Data Flow, 25
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Data dependence, 80

Data reuse, 40

Data reuse channel pair, 32
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Dependence, see data dependence
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Field-Programmable Gate Array, 4
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Flow dependences, 80

FPGA, see Field-Progr. Gate Array
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Global execution profile, 83

Global schedule, 109

H

Half-space, 16
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Instruction Set Simulator, 58

Interval, xi

IP cores, 34

Iteration (HSDF), 23

bound, 63

period, 63
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Topology matrix, 24, 25
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