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14 Chapter 1. Introduction

1.1 What is Cryptography?

The word cryptography stems from the Greek words kryptos (“hidden”) and graphein
(“writing”) and used to be a synonym for encryption (private communication).

In the past, encryption was mainly used for military-strategic and diplomatic com-
munication. Julius Caesar already used encryption to protect messages of military
significance. And in World War II, each of the opposing forces used encryption.!
Today, encryption is mainstream technology, and this is probably mainly due to the
advent of the Internet era. Modern Internet browsers, for example, support multiple
encryption standards. Examples include the Advanced Encryption Standard (AES)
[DRool, which is a method for symmetric-key encryption (meaning that encryption
and decryption are performed using the same key) and RSA [RSA78], which pro-
vides public-key encryption (explained below). RSA is widely used to, for example,
secure internet connections and to securely perform online credit-card payments.

1.1.1  Public-Key Encryption

A milestone in the post-war history of encryption is public-key cryptography, in
which each of the parties has its own pair of keys: a private key and an accompanying
public key. As its name implies, the public key is not secret, but is publicly announced.
This public key can be used by anyone to encrypt a message that is intended for
the holder of the accompanying private key; only the latter person can decrypt
this ciphertext (i.e., the encrypted message). The idea of public-key cryptography
is commonly attributed to Diffie and Hellman [DH76|, and to Merkle [Mer78].
Diffie and Hellman’s contribution was to devise a key-agreement system based
on the presumed difficulty of computing the logarithm in a large finite field (the
“discrete-log problem”). This key-agreement system produces a shared symmetric key,
which can then be used to encrypt data using a symmetric encryption scheme. In
1977, Rivest, Adleman and Shamir invented a public-key encryption scheme that
became known as RSA [RSA78]. RSA is related to the presumed computational
difficulty of performing integer factorization.” EIGamal [EIG8s] is another widely
known public-key encryption method, which was invented in 1984 and is named
after its inventor.

"The Nazis used the Enigma machine to encrypt their strategic communications. Fortunately,
in 1932 Polish codebreakers had already found structural weaknesses in an early version of Enigma,
which gave the Allies an important advantage during the war. See also [Singg].

*It turns out that RSA was invented already in 1973 by researchers of the Government Communi-
cation Headquarters (GCHQ) in the UK, but this remained classified until 1997.
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The idea of public-key cryptography also led to the invention of digital signatures
[DH76]. A digital signature is a publicly verifiable proof of authenticity of a message.
When a person, say Alice, wants to sign a message m, she uses her private key to
compute the signature from the message. No one else can sign a message “under
Alice’s name,” since this requires Alice’s private key, but everyone else can verify this
signature on a message m’ using Alice’s public key. A successful verification proves
that m’ equals the message that Alice has signed.

Another way of obtaining public-key cryptographic schemes is using elliptic curves
over large finite fields; this is referred to as elliptic-curve cryptography (ECC). ECC
was first described in 1985, independently by Koblitz [Kob87|] and Miller [Mil86].
ECC requires shorter key lengths and produces shorter signatures than for instance
RSA to achieve a comparable security level.

Lattice-based encryption [AD96, MRog] uses yet another way to obtain public-key
cryptographic schemes, and is currently quite popular in the academic cryptography
community. In lattice-based encryption, security is based on the presumed com-
putational intractability of certain problems on high-dimensional integer lattices,
such as the shortest-vector problem. Although typical key sizes are quite large,
the arithmetic operations required to perform encryption and decryption are very
lightweight in comparison to, for example, ECC. Unlike RSA or ECC, lattice-based
encryption is not known to be vulnerable to quantum-computer attacks (to which
we will come back later).

1.1.2 Secure Two-Party Computation

Although the design and study of encryption schemes is still an important part of
modern cryptography, a great amount of research is dedicated to problems that are
fundamentally different from encryption. An important example that we want to
discuss here is secure two-party computation (2PC), which itself is a particular case
of secure multi-party computation, which is also called secure computation or secure
function evaluation.

The central problem in secure 2PC, as first described by Yao in 1982 [Yao82], is the
following. Consider two parties, Alice and Bob, and suppose that each of them
holds a piece of private information, respectively X 4 and X p. Alice and Bob have
agreed on two (possibly randomized?) functions, one for Alice (f4) and one for Bob
(fB), and both functions take as argument (X 4, X ). The goal for Alice and Bob is

3 A randomized function is a function that takes an additional (but usually implicit) argument
containing independent randomness (independent from all other possible arguments to the function).
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to jointly compute their functions by means of executing an interactive protocol (i.e.,
performing a prescribed sequence of local computations and exchanging messages),
such that Alice learns f4(X 4, Xp) and Bob learns fp(X 4, Xp), and such that
they learn nothing beyond this. That is, both functions should be computed correctly,
and we require that X 4 should remain secret to Bob and X g should remain secret
to Alice, up to the information that is revealed by f5(X 4, Xp) and fa(Xa, Xp)
respectively. Moreover, this should be achieved even if one of the players is actively
trying to a) manipulate the outcome(s) of the computation and/or b) learn more
information than he or she is supposed to. Hence, unlike encryption, where one
aims to protect against a malicious outsider (the adversary), secure 2PC deals with
scenarios where one of the insiders (Alice or Bob) could be dishonest. (If both
parties are dishonest at the same time, then nothing can be achieved.)

An insightful instance of the secure-2PC problem is Yao's Millionaires’ problem: two
millionaires want to find out who is richer, without revealing how rich they are
(except when they turn out to be equally rich). To be precise, the millionaires both
want to learn the function

-1 if X7 <Xy
FX1,Xa) =4 0 if X;=X,
1 if X1 > Xy

where X and X represent their respective fortunes.

To formally define security in secure 2PC, one considers an “ideal solution” where the
parties send their inputs to an imaginary trusted party, called the ideal functionality,
which then computes both functions and returns each output to the appropriate
party. For a protocol to be secure, we require that at the end of its execution, the
views of the players can be accurately simulated* using the views of the players in
the ideal solution (i.e., when the users interact with the ideal functionality). Note
that there are multiple ways to measure this accuracy, but this goes beyond the
scope of this introduction.

More Instances of the Secure-2PC Problem

Suppose that Alice and Bob want to securely compute the equality function. This
particular instance of the secure-2PC problem has a direct application to password-
based identification. For example, when someone (the user) wants to withdraw
cash from an ATM (the server), the user first has to announce his identity to the

“Depending on the model (see Section , additional complexity-theoretic requirements on
the simulation might be necessary, for example that the simulator runs in polynomial time.
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server (by means of inserting his debit card). In order to verify the user’s identity,
the server then prompts the user for a password and checks whether the password
that the user entered matches the password that the server has stored in its record
assigned to that user’s identity.

The problem of this approach to password-based identification is that in case the
user is interacting with a fake server (which does not know the user’s password in
advance), the user reveals his password to this fake server.

With the help of secure 2PC, the user and the server can compare the two passwords
without revealing them by securely computing the equality function, i.e.

[0 Xy #£ Xy
f(Xl’XQ)_{ 1 if X =Xo,

with the respective passwords as input. As a result, not only the server is protected
against fake users (who do not know the password), but the (honest) user is now
also protected against fake servers, which attempt to learn information about the
password by interacting with the user.

An instance of the secure-2PC problem that is of special importance is oblivious
transfer (OT) [Rab81, EGL8s5]. Oblivious transfer is known to be complete [Kil88]|
for secure 2PC, which means that any secure-2PC functionality can be built from
sufficiently many OTs. In the most common form of OT, called “one-out-of-two”-
OT (1-2 OT, for short), Alice holds two messages, m; and mg. Bob may choose
and view only one of the two messages; he learns nothing about the other message.
Alice, in turn, remains ignorant about which message Bob chose to view.

Coin flipping [Blu8i] is an instance of the secure-2PC problem where privacy of the
inputs is not a concern. Instead, the emphasis here is on computing the function
correctly. Alice and Bob, living far apart, are talking on the phone about their late
grandmother’s inheritance. They decide to flip a coin about who gets grandmother’s
golden watch. However, since they are far apart, how can they flip a coin such that
both of them are convinced that the coin was tossed fairly? Hence, in this instance of
the secure-2PC problem, Alice and Bob want to securely compute the randomized
function that returns a random bit. This function does not take arguments from
the players (only the implicit argument that provides the independent randomness;
see footnote [3). We will come back to coin flipping in the context of quantum

cryptography in Section[1.3.2}
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1.1.3 Cryptography as a Science

Claude Shannon was the first to approach cryptography from a mathematical
perspective [Sha49], thereby initiating the study of cryptography as a scientific
discipline. His work can be appreciated as an early example of what we now call
provable security. By provable security, we mean cryptographic research following
the scientific methodology of rigorous analysis [Golo6]. The security analysis of a
cryptographic scheme® consists of a formal definition that captures what it should
mean for a scheme to be secure, a model that specifies what the adversary is capable
of, and a security proof, which proves that in the specified model, the scheme satisfies
the security definition.

Finding appropriate security definitions is often non-trivial. On the one hand,
they should be as strong as possible. On the other hand, it should still be possible
to achieve the definition by means of some protocol. By now, we have several
established security definitions for a wide range of cryptographic problems. (By
“established,” we mean generally accepted by the cryptographic community as being
“appropriate”) However, even those established definitions should not be viewed
as set in stone; e.g., it may happen that a definition that is reasonable given the
anticipated use of the scheme, turns out to be unsuitable for the actual way in which
the scheme is used.

The model specifies the restrictions that we put on the adversary. Needless to
say, those restrictions should be reasonable, otherwise it would not make sense
to assume that a real adversary operates within those restrictions. Nevertheless,
the meaning of “reasonable” may change over time. Furthermore, we prefer the
restrictions to be as mild as possible. A common restriction is that the adversary
has bounded computing power. (Note that this can be formalized using complexity
theory.) When the latter restriction is the only restriction that comprises the model,
then we speak of the standard model. In Maurer’s bounded-storage model [Maugo],
we restrict the amount of data that the adversary can store. Finding alternative
restrictions is an ongoing challenge.

The proof technique employed in the security proof often strongly depends on the
model. For example, in the standard model, security proofs are typically conditional
on some unproven intractability assumption (like the presumed intractability of
integer factorization), in the form of a reduction. In a reduction, one proves that
the ability to efficiently break the cryptographic scheme can be used to efficiently
solve the underlying mathematical problem. The contrapositive statement then

> A cryptographic scheme is a suite of related (cryptographic) protocols.
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expresses that: “because solving the underlying mathematical problem is assumed to
be intractable, we can assume that breaking the cryptographic scheme is intractable
as well” In contrast, in the bounded-storage model one uses information-theoretic
techniques to prove security. Moreover, those proofs (and also the proofs presented
in this thesis) are unconditional; they do not rely on some unproven intractability
assumption.

When a cryptographic scheme has been “proven secure,” it does not mean that
the scheme is unbreakable in practice. The main cause of this paradox is that
often several details of a physical implementation of the scheme are missing in the
scheme’s theoretical description for which the proof holds. These gaps between
the theoretical description and physical implementation of the scheme can thus
be exploited for attacks. Leakage-resilient cryptography [DPo8] is a line of research
within cryptography to address a specific class of such attacks, called side-channel
attacks, which try to exploit leakage of private information through radiation, power
consumption, sound, time delays, etcetera.

To arrive at a scheme that is accompanied by a security proof, it is usually not a
successful approach to first design a “secure-looking” scheme and then attempt to
prove its security. Instead, one typically designs a cryptographic scheme “along with
its proof,” i.e., one has some proof strategy in mind, and then builds the scheme
such that this proof strategy applies.

1.2 What is Quantum Mechanics?

Quantum mechanics® describes the behavior of energy and matter on a small
(atomic and sub-atomic) scale. To illustrate why quantum mechanics can be useful
in cryptography, we will discuss some examples of typical quantum behavior.

1.2.1  Superposition

A main concept in quantum mechanics is superposition. In this introduction, we
want to give an example of an optical experiment where the presence of superposi-
tion can be observed [SS98]. For our experiment, we use a source that is capable of
producing a single photon,” beam splitters, mirrors and single-photon detectors.

®Quantum mechanics is sometimes called quantum dynamics or simply quantum theory.
A photon is the elementary particle for electromagnetic radiation. Whenever we speak of a
photon in this thesis, we mean a photon with a frequency that lies in (or near) the visible spectrum.
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Figure 1.1: Setup showing the particle-like behavior of photons. In this setup,
each incoming photon will be detected either at D, or D5, both with probability
one-half; there will never be a single photon that is detected at both detectors
simultaneously. Hence, the photon behaves like a particle that randomly chooses
one of the two paths emanating from the beam splitter, and this is due to the nature
of the setup: the photon is immediately observed after passing though the beam
splitter.

We will actually start by analyzing a “reference” experiment where superposition
does not occur (or, is immediately destroyed before it can be observed, if you want).
Consider the setup illustrated in Figure[1.1, which will demonstrate the particle-like
behavior of light. Suppose that the source emits single photons at a constant rate
(think of one photon per second, but this is actually irrelevant for our discussion).
These photons pass through a beam splitter, and at each of the two outputs of the
beam splitter we have placed a detector. When performing this experiment, we will
observe that for each photon (i.e., every second) only one of the detectors “clicks”
(i.e., reports a detection of a single photon); we will never observe an event where
both detectors click simultaneously (of course, under the assumption of an idealized
noise-free setting). This leads us to conclude that the photon behaves like a particle
that randomly takes one of the two outputs of the beam splitter.

Let us now analyze Figure 1.2} which shows a Mach-Zehnder interferometer. Here,
each photon encounters two beam splitters along its path. The two paths emanating
from the outputs of the left beam splitter merge again at the right beam splitter.
From what we have seen in the reference experiment (see Figure[r1), it is tempting
to conclude that the photons will behave like particles also in this setup, such that
the photon appears either at D or Dy, both with probability 1/2. This is however
not the case: every photon will be detected at D! In this setup, it turns out that the
photon behaves wave-like, i.e., it takes both paths simultaneously and interferes at
the right beam splitter constructively towards D; (and destructively towards D).
The paths are said to be in superposition. According to quantum mechanics, the
superposition exists (or, is preserved) in this experiment because the setup does
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Figure 1.2: Mach-Zehnder interferometer showing quantum interference: a single
photon from the source will always be detected at D;. Note that this apparent
asymmetry is due to the location of the photon source; if the photon source is
placed above the first beam splitter, then every photon will be detected at Ds.

not reveal whether the photon traveled via path A or path B.

If, on the other hand, we regard the photon as a particle and measure by some
means which path it takes, then the superposition collapses (gets destroyed) and
the photon will start behaving particle-like again. In this case, the probabilities
of detecting the photon at D; and D5 will coincide with those of the reference
experiment, i.e., both equal to one-half. In short, the photon’s behavior depends on
whether it is observed or not. Note that one possible way to determine which path
the photon takes is to make the length of one of the paths longer (by an amount
much larger than the wavelength of the photon) and analyze the photon’s traveling
time.

1.2.2 Entanglement

Entanglement is a special kind of superposition of states of a joint quantum system,
where the latter is a physical system that consists of multiple subsystems (e.g.,
particles). When performing measurements on entangled particles, where these
measurements are separated in time by a space-like interval,® the outcomes can

$By saying that measurements are separated in time by a space-like interval, we mean that for
a given distance d between the particles on which those measurements are performed, the time
interval between the two measurements is small enough to rule out a causal relationship between the
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be correlated in a stronger sense than classical (i.e., non-quantum) physics would
allow.

Before we try to explain how entanglement can exhibit itself, we discuss the following
reference experiment. Suppose that Charlie prepares two boxes in the following
manner. First, Charlie flips a coin. If heads comes up, he puts a ball in each box;
otherwise he leaves both boxes empty. Then, he closes the boxes and sends one
of them to Alice and the other to Bob, who are living far apart. Now, if Alice and
Bob open their boxes, it will be no surprise that either they both see a ball (we will
call this event B) or they both see just an empty box (event £). Furthermore, if we
assume that Charlie does not tell the outcome of the coinflip to Alice and/or Bob,
the events B and £ occur randomly in their view. Nevertheless, it is important to
note that someone (in this example: Charlie) can already tell what Alice and Bob
will observe before they open the boxes themselves.

Let us now give an example of entanglement in terms of balls and boxes by means of
the following thought experiment. (It is a thought experiment because macroscopic
objects such as balls and boxes cannot be entangled in the sense described here.)
Suppose that Charlie prepares the boxes in a different way: instead of flipping a
coin to decide on whether to put a ball in each box or to leave both boxes empty, he
creates a superposition over these two options. In some sense, the (closed) boxes then
simultaneously both contain a ball and are both empty. We will now call the boxes
entangled.® As a consequence of preparing the boxes in this peculiar way, Charlie
cannot tell anymore what Alice and Bob will observe when they open the boxes. Let
us assume that Alice first opens her box. Upon opening, the superposition collapses,
fully randomly, to one of the two possibilities (a ball in each box, or both boxes
empty). Le.,, it is as if an imaginary coin is tossed at the moment of opening the box,
and furthermore Alice’s local operation (opening her box) has a global consequence:
Bob’s box will also change from a box that is “containing a ball and simultaneously
empty” into an ordinary box that is either containing a ball or empty, depending on
Alice’s observation. Then, even when Bob opens his box within a space-like time
interval after Alice, he will observe the same outcome as Alice. Since the (binary)
outcome is only determined upon the first measurement, it is only known to Alice
and Bob who observe their individual measurement outcome (when assuming that
the boxes were indeed entangled in the sense described above).

measurement outcomes (where “small enough” of course depends on d.)

To be precise, not every superposition over states of a joint quantum system would be called an
entangled state. In the example, we speak of entanglement because the set of global options {bb, ee}
(where b and e represent a box with a ball and an empty box, respectively) cannot be written as a
Cartesian product of local options, i.e., {b,e} x {b,e} = {bb, be, eb, ce} # {bb, ee}.
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Figure 1.3: A demonstration of Heisenberg’s uncertainty principle by means of
incompatible photon-polarization measurements. We see two instances of a situa-
tion where a vertically polarized photon encounters a polarizing beam splitter. In
both instances, we assume that single-photon detectors are placed at both outputs
of the PBS, to enforce particle-like behavior. Left: the PBS is aligned to the pho-
ton’s polarization and hence the photon is transmitted with certainty. Right: the
PBS is oriented diagonally (rotated over 45 degrees) with respect to the photon’s
polarization, hence the photon is randomly transmitted or reflected, which means
that the measurement outcome is maximally uncertain.

In terms of entangled particles (e.g., two photons that are entangled with respect
to their polarizations), we can say that a measurement on one particle affects the
outcome of a future measurement on the other (remote) particle as well. This remote
“influence” is instantaneous; it is not limited by the speed of light. Information, on the
other hand, cannot travel faster than light. Nonetheless, there is no contradiction
here because entanglement alone cannot be used to transmit information.

1.2.3 The Uncertainty Principle

The uncertainty principle, as first described by Heisenberg, states that for any quan-
tum system there exist pairs of so-called incompatible measurements, meaning
that at least one of those measurements will produce an outcome that is somewhat
uncertain. For example, it is well known that we cannot accurately measure both
the position and the momentum of a moving particle (such as an electron).

In order to give an example of a pair of incompatible optical measurements, we first
need to explain one of the building blocks. A polarizing beam splitter (PBS) turns
an incoming polarized photon into a superposition of photons that are polarized
along the axes of the PBS” own coordinate system. When a PBS is placed in a setup
like Figure[L1} the detectors will induce an immediate collapse of the superposition.
In this case, we speak of a measurement. The photon is then either transmitted or
reflected, depending on the polarization of the photon relative to the alignment
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of the PBS: if the photon’s polarization is exactly parallel to the beam splitter’s
alignment, the photon is transmitted; when it is exactly perpendicular, the photon
is reflected. For intermediary angle differences, the choice between transmission
and reflection becomes random, where the probability of transmission is given by
cos? « for angle difference a.. The polarization of the transmitted (reflected) photon
will thus always be parallel (perpendicular) to the beam splitter’s alignment.

Now, let us turn to the example. Suppose that a photon with a vertical polarization
is entering a vertically-oriented PBS, see Figure[1.3| (left illustration). We assume
that single-photon detectors are placed at both outputs of the PBS, such that we
can speak of a measurement. Because the beam splitter is perfectly aligned to the
photon’s polarization, the photon will always be transmitted though the PBS. In the
right illustration of Figure[r.3]we see the same measurement setup, but now rotated
over 45 degrees (the photon still has a vertical polarization, though). Hence, the
photon will be randomly (with equal probabilities) transmitted or reflected. If you
are willing to accept that the optical measurements shown in Figure[1.3|indeed form
an incompatible pair (showing this is beyond the scope of this example), then we
see that the uncertainty principle supports our analysis: the measurement outcome
in the left setup contains no uncertainty, whereas the outcome in the right setup is
maximally uncertain.

Uncertainty relations are quantitative expressions of the uncertainty principle. As
we will see later, some of these uncertainty relations are valuable tools for proving
security in (quantum) cryptography. (In Chapter 5| we will come back to these
uncertainty relations.) Although the uncertainty principle is stated for pairs of
measurements, by now multiple uncertainty relations are known which hold for
more than two measurements.

1.2.4 Implications to Information Theory and Computer Science

The mathematical theory of information, information theory [Sha48, |CTo6], is
built on probability theory. Quantum mechanics gives rise to a generalization
of information theory, called quantum information theory [NCool. In particular,
quantum mechanics generalizes the notion of information. Quantum information
has some peculiar properties by which it clearly distinguishes itself from classical
information. The foremost example is the non-cloneability of quantum information:
while we can always copy a classical bit, we cannot in general copy an unknown
quantum state.

Richard Feynman realized in 1982 [Fey82] that quantum mechanics can also be
exploited for computation. Research indicates that computing with the help of
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quantum-mechanical effects, called quantum computing, solves certain problems
more efficiently than classical computing (defined by the Turing-machine model of
computation).

As a result of theoretical research into quantum computing, we know several quan-
tum algorithms (algorithms designed for quantum computers). For example, Shor
[Shog7] has invented an efficient quantum algorithm for integer factorization. On
the practical side, however, the technology of quantum computers is still in its
infancy. Although researchers have succeeded in building quantum computers with
just a few qubits—they even managed to run Shor’s algorithm on it, to factor the
number 15—their designs do not yet scale well to a lot of qubits. Hence, up to now
no one has succeeded in building a large enough quantum computer (with respect
to the number of qubits) to solve instances of the factoring problem that cannot yet
be solved in reasonable time using classical computers.

1.3 The Research Field of Quantum Cryptography

After having briefly introduced cryptography as well as quantum mechanics, we
can now characterize quantum cryptography as a generalization of cryptography, in
which a) the classical notion of information is replaced by quantum information, and
b) the Turing-machine model of computation is replaced by quantum computation.

It will be helpful to subdivide quantum cryptography into multiple classes, based
on whether the cryptographic task, as well as the protocol that realizes this task,
is “classical” or “quantum.” An example of a cryptographic task that is “quantum”
is encrypting a quantum message; a “classical task” is for example establishing a
common classical key. The latter is the goal of quantum key distribution (QKD)
[BB84]. The word “quantum” in QKD refers to the protocol, which uses quantum
communication to achieve the classical cryptographic task. A quantum protocol is a
protocol that uses quantum communication and typically performs one or more
measurements on these quantum states. A quantum protocol may also perform
quantum computations.

To the best of our knowledge, a quantum task necessarily requires a quantum
protocol for its realization, hence we will distinguish three classes (instead of all
four combinations). Table[1.1|shows these three classes: (1) a quantum task realized
by a quantum protocol, (2) a classical task realized by a quantum protocol, and (3)
a classical task realized by a classical protocol. In all three classes, we assume the
adversary (as well as malicious parties) to be “quantum,” i.e., capable of storing and
processing quantum information. In both the first and second class, the security
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“Fully Quantum” Quantum Protocols  “Post-Quantum
for a Classical Task ~ Cryptography”

Cryptographic Task Quantum Classical Classical
Protocol Quantum Quantum Classical
Adversary Quantum Quantum Quantum

Table 1.1: A helpful way to classify works in quantum cryptography.

is typically based on quantum-mechanical effects, which make it (under certain
circumstances) possible to achieve very strong security guarantees. In this thesis,
we will mainly focus on problems that belong the second class. The third class, in
which merely the adversary is assumed to be quantum, is known as post-quantum
cryptography.

For some tasks, like key distribution, quantum cryptography can provide security
solely based on the laws of quantum mechanics, thus without further restrictions
on the adversary. For other tasks, like secure 2PC [Yao82]] or position-based crypto-
graphy [KMS11], this is not the case and some restrictions have to be included in
the model, like restricting the adversary’s quantum storage capabilities. In both of
the above cases, quantum cryptography allows for unconditional security proofs,
where one does not have to rely on unproven assumptions from complexity theory.
Moreover, quantum cryptography typically provides everlasting security, which
means that the restriction need only hold during the execution of the scheme, but
not anymore after its execution; this is in contrast to classical cryptography based on
a computational assumption, where the security of a scheme usually breaks down
even if the attacker gains sufficient computing power only affer the execution of the
scheme.

1.3.1  Concrete Example: Quantum Key Distribution

Let us discuss QKD on a high level to give a concrete example of quantum crypto-
graphy.

We consider two parties at different locations, Alice and Bob, as well as a potential
attacker, Eve. We require that Alice and Bob can communicate over an insecure
quantum channel, as well as over a public authentic classical channel. By saying that
the (quantum) channel is insecure we mean that Eve has complete control over it:
she can capture, block, insert, modify or delay messages. The public property of the
classical channel means that Eve can read every transmitted message sent over this
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channel, nonetheless, because it is authentic, she cannot inject or modify messages.

The goal of QKD is to establish a common classical secure key between Alice and
Bob, where secure means that it is (essentially) uniformly distributed on its range and
independent from Eve’s (quantum) information. A QKD protocol is called secure if,
except with negligible probability, it either aborts or establishes identical secure keys
for Alice and Bob. Note that this is the best we can hope for, since Eve can always
enforce the protocol to abort (e.g., by blocking all quantum communication).

The security of QKD is based on a consequence of the uncertainty principle: Eve
cannot eavesdrop on the quantum channel without disturbing some of the quan-
tum states that are transmitted over this channel. Alice and Bob can detect these
disturbances, and Eve will get caught.’®

Note that in case Alice and Bob merely have access to a classical channel that is not
authentic, they can turn this channel into an authentic one by, e.g., using a message
authentication code, for which they need an initial short shared key. Hence, a more
appropriate name for QKD would be quantum key expansion, because in a typical
practical setting Alice and Bob will not have an authentic classical channel and thus
need a short authentication key to start with.

BB84 Quantum Key Distribution

We proceed by describing the well-known BB84 protocol due to Bennett and Brassard
[BB84]. BB84 requires an optical quantum channel between Alice and Bob and
is a so-called “prepare-and-measure” protocol. Alice is capable of preparing and
sending polarized photons. For example, she sends these photons through a fiber or
through free space. Bob has a measurement device that allows him to measure the
polarization of incoming photos in two different polarization bases (characterized
below). The BB84 protocol consists of four phases.

1. Quantum Communication: Alice sends polarized photons: for each photon
she uses two random bits to choose the polarization. The first bit selects
the basis, i.e., either the rectilinear basis (consisting of polarization angles
{0°,90°}) or the diagonal basis (angles {45°, 135°}); the second bit selects
between the two angles within the selected basis. The latter bit will be called
the information bit, which is said to be encoded in either the rectilinear or
diagonal basis.

'° Alternatively, we can say that by the no-cloning property of unknown quantum states (see
Section[2.7.6)), Eve cannot make a perfect copy of the (non-orthogonal) states that are sent over the
quantum channel.
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Bob chooses a random measurement basis for each incoming photon, records
the classical binary measurement outcomes, and confirms receipt.

. Sifting and Error Estimation: Alice and Bob announce over the public classical

channel the bases they used, so that both parties can determine for which
indices their bases coincide. For each such index (up to some errors), Bob’s
measurement outcome is supposed to coincide with the information bit; the
bits belonging to other indices (where the bases do not coincide) are discarded.
Then, Alice and Bob determine the error rate between their remaining bit
strings by publicly announcing (and thus sacrificing) a random subset of the
positions. A high error rate is an indication of the presence of Eve: when the
error rate is above a certain threshold, the protocol aborts.

. Information Reconciliation: Alice sends error-correction information to Bob,

which allows him to correct the errors with respect to the remaining infor-
mation bits, at the expense of leaking some information to Eve." The result is
called the raw key. Note that Eve has some (quantum) side information about
this raw key: beyond the classical information leaked during information
reconciliation, Eve may have quantum information obtained from tampering
with the quantum channel.

The following method for information reconciliation is based on the use
of a binary linear code C. Let us assume for simplicity that the codeword
length of the code equals the raw-key length. Alice computes s 4, which is
the syndrome of the raw key k.., with respect to C, and sends s 4 to Bob.
Bob computes sp, the syndrome of his noisy version of the raw key, kpoise>
with respect to C, and then computes the sum (vector addition over Fy) of
the syndromes s := s4 @ sp. Let v be the error vector of lowest Hamming
weight corresponding to s (with respect to C). Bob computes the reconciled
raw key as kpoise @ v (Where addition is over Fy).

. Privacy Amplification: Alice and Bob have a common raw key about which

Eve has some (quantum) side information. Alice and Bob do not know what
Eve’s side information looks like: Eve may know some values of individual
bits, or certain parities of bits, her own quantum system can be entangled to
certain bits, etc. Nevertheless, Alice and Bob can compute an upper bound
on the amount of information that Eve can possibly have about the raw key,

"There also exist variants in which Bob sends the error-correction information to Alice (known

as reverse reconciliation), or in which Alice and Bob interactively perform information reconciliation
(e.g., the Cascade protocol [BSo3]).
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as a function of: a) the amount of information leakage caused by information
reconciliation, and b) the error rate that they have determined in step 2. This
then enables them to perform privacy amplification, which converts the raw
key into a shorter key that is essentially secret to Eve. Given the amount of
randomness in the raw key conditional on Eve’s side information, the privacy
amplification theorem (Theorem 2.65) relates the length of the produced secret
key to the achieved level of security.

Key Rate versus Distance

With respect to QKD over optical fiber, several experimental and field setups have
been demonstrated throughout the world [ECP™ os, PPMo8, (CHZ " 09, ISFI"11].
Recall that the error rate is an important parameter in QKD: for a given level of
security it essentially determines the ratio between the raw-key length and the
secret-key length. The noise inherent to an optical fiber contributes to this error
rate, and the amount of optical noise is mainly determined by the length of the
fiber. Hence, the overall performance of a QKD system is usually characterized by
a key-rate versus distance curve, including the level of security.

It is infeasible to properly compare the performance of different existing QKD
experiments (like the ones cited above) for several reasons. Firstly, to obtain a
relation between the key-rate and the level of security, one needs a QKD proof that
gives a finite-key bound," which is not yet available for every QKD protocol used
in those experiments. Secondly, not every experimenter uses the same security
definition; for example, sometimes security is merely claimed against individual
attacks, and often the inferior accessible-information-based security notion is
used, instead of the trace-distance-based notion. Thirdly, most publications about
experimental QKD setups lack a thorough theoretical analysis of the achieved level
of security.

Still, to give a rough indication of the state of the art as of 2012 (without focusing on
the actual security level), key rates up to 1 Mbit/s over a distance of 50 km have been
demonstrated in the lab, and roughly 300 kbit/s over an actual 45-km link in Japan.
At larger distances of around 100 km, the key rate typically drops to the order of
1 kbit/s. Note that these figures are extremely low compared to typical bitrates of
data networks (currently, in the order of gigabits per second). Furthermore, the

'?A bound on the security of a key given in terms of parameters of the protocol, such as the key’s
length, instead of merely an asymptotic security claim.

*For a formal definition of individual attacks, collective attacks and coherent attacks, we refer to
[BM1o].
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maximum allowable distance (for which one still gets a reasonable key rate) is in the
order of 100 km and is not expected to increase significantly, because it is strongly
related to intrinsic parameters such as the attenuation of the fiber. With respect
to free-space QKD, Hughes et al. [HNDPo2] have demonstrated a key-rate of 200
bits/s over 10 km.

Continuous-Variable QKD

Instead of using qubits'4 as carriers of quantum information, one could make use
of higher-dimensional or infinite-dimensional systems to build a QKD protocol.
This is the basic idea behind continuous-variable QKD (CV-QKD). For a detailed
review of CV-QKD, we refer the reader to [WPGP"12].

An advantage of CV-QKD is that standard telecom components can be used as
detectors. More precisely, CV-QKD uses homodyne or heterodyne detection instead
of photon counting, and this enables the use of PIN photodiodes, which are both
cheaper and faster than the avalanche photodiodes that are used for single-photon
detection [Hugo4} [Levog].

Existing proofs for qubit-based protocols like BB84 do not automatically apply to
the continuous-variable case. In 2009, Renner and Cirac [RCog| proved security of
CV-QKD against the most general attacks, via an extension of a de Finetti theorem
to infinite-dimensional systems. A more recent proof by Furrer et al. [FFB™11]
gives a tighter bound on the key rate, and is based on an extension of a recently
discovered entropic uncertainty relation to infinite-dimensional systems.

Attacks on Implementations and Device-Independent QKD

Although QKD is often presented as being “unconditionally secure,” in fact several
conditions need to be met to guarantee security. The main conditions are that Alice
and Bob need to have secure laboratories, they should have complete control over
their devices, they need a trusted source of local randomness, and they can trust
their local computers [Hiniol.

It is often implicitly assumed that those conditions are met, while this is not al-
ways the case: successful attacks on (commercial) implementations of quantum-
cryptographic protocols have already been reported. Those attacks typically violate
one (ore more) of the conditions above, or they exploit gaps between an actual imple-

A qubit is an elementary (two-dimensional) quantum system. An example of a qubit is the
polarization of a single photon.
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mentation of a protocol and its theoretical description, for which the mathematical
proofs hold.

An example of such a gap is the difference between preparing states in the BB84
protocol and in practice; in the former, the states are prepared using a single-qubit
source. At the time of this writing, the technology of single-photon sources—for
example, using spontaneous parametric down-conversion—is not very mature yet.
In many QKD implementations, the photon source is a strongly attenuated laser
pulse, which has a Poisson-distributed number of output photons. These photons
all have the same state, and hence a photon-number splitting attack [BLMSo0] can
be performed, by which the security is compromised. Hwang [Hwao3| proposed a
method to specifically counter these attacks, using decoy states.

Another recent class of attacks takes full control over Bob’s detector by “blinding” it
with a laser pulse that can be injected remotely (outside Alice’s and Bob’s lab) into
the fiber [LWW T10]. The affected detector type is the passively-quenched avalanche
photodiode, which is often used in practice.® To combat these blinding attacks,
several countermeasures have been proposed.

Of course, adding ad-hoc countermeasures each time a new attack has been found is
not a desirable approach. This motivates research towards device-independent QKD
(DI-QKD), which aims at reducing the number of above-mentioned conditions (the
conditions mentioned at the beginning of this section) to a minimum. In particular,
the goal of DI-QKD is to remove most of the conditions related to Alice’s and
Bob’s devices, and to design QKD schemes whose security relies on experimentally
verifiable properties of the devices [Han1o].

1.3.2 Beyond QKD: Secure Two-Party Computation

In quantum key distribution, we consider two main parties that cooperate to es-
tablish a key that is secure against external parties. In this section we focus on a
situation involving two mutually-distrustful parties. As discussed before in Sec-
tion 1.1.2} the problem in secure two-party computation is to devise some protocol
that enables Alice and Bob, having inputs X; and X5 respectively, to compute
their outputs, f1(X1, X2) and fo(X1, X2) respectively, for known and possibly
randomized functions f; and f2, but such that neither party learns anything beyond
this.

>“Passively quenched” means that the photodiode is brought and kept in its electrical working
region by means of a series resistor. By injecting a bright light pulse into the fiber, the behavior of the
photodiode can be fully controlled, because the resulting photocurrent changes the biasing voltage
over the photodiode through the presence of the resistor.
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Impossibility of General Secure Two-Party Computation

An important fact that has been formalized and proven in several ways, is that
without restrictions on the adversary (beyond the limitations imposed by the laws
of quantum mechanics) secure quantum protocols for general secure two-party
computation cannot exist [Mayg7, [Log7, [LCg7, |Colo7, [SSSog} BCS12]. From a
theoretical point of view it is interesting to note that without any restrictions on
the adversary, a quantum protocol can achieve stronger security properties than
any classical protocol for certain functionalities (e.g., coin flipping and oblivious
transfer). Nevertheless, those “stronger security properties” are often not strong
enough to be of practical use.

Circumventing the Impossibility Results

The impossibility results mentioned above can be circumvented by adding restric-
tions to the model. The bounded-quantum-storage model (BQSM) restricts the
adversary in the number of qubits that he can store. Given the current state of
technology;, it is reasonable to assume that a real adversary stays within the limits of
this model (for an appropriately chosen upper bound). In the BQSM, it is possible to
devise protocols for several cryptographic functionalities, and with strong security
guarantees (strong enough to be of practical use). An important example is the
protocol in the BQSM for 1-2 oblivious transfer. Other examples of protocols that
have been proven secure in the BQSM include Rabin oblivious transfer,'® identifica-
tion, bit commitment and quantum key distribution [Schoyz, [DFSSo7|]. Although
quantum key distribution is not a protocol involving mutually distrustful parties
and can even be shown to be secure without any restrictions on the adversary, the
BQSM allows for a QKD protocol with built-in authentication, where the (separate)
authentication key can be re-used (this rules out a particular authentication-key
exhaustion attack, more about this can be found in Section [2.11.2]).

Coin Flipping

Since Blum [Blu81] formulated the problem of secure coin flipping in 1981, it has
been an active area of research in (quantum) cryptography. We distinguish two
types of coin tossing, weak and strong.

'SIn Rabin oblivious transfer Alice inputs a message and with probability one-half Bob receives
this message perfectly; otherwise he remains completely ignorant about it. Alice remains ignorant
about whether Bob actually received the message or not. A Rabin oblivious transfer is also called a
secure erasure channel with erasure probability one half.



1.3. The Research Field of Quantum Cryptography 33

Weak coin tossing is sufficient for a setting where the two players are aware of each
other’s preferred outcome. E.g., in the example with grandmother’s golden watch
(page , it is known to both Alice and Bob that each of them wants to win the
watch. And moreover, they will of course not cheat in a way such that the other
party’s chance of winning increases. Strong coin tossing tries to prevent cheaters
from biasing the coin in both directions. Hence, strong coin tossing is applicable
to a scenario where the particular outcome that a player prefers is unknown to the
other player.

It is known that there cannot exist a classical protocol for weak (and hence no strong)
coin tossing that provides any kind of protection against cheating in an unconditional
setting (i.e., without assumptions) [DKo2]. When relying on a computational
intractability assumption one can achieve arbitrary small bias for weak as well as
strong coin tossing.

In 2007, Mochon [Moco7] came up with a quantum protocol for weak coin flipping
that achieves arbitrary small bias without any restrictions on the adversary. In 2009,
Chailloux and Kerenidis [CKog] gave an optimal quantum protocol for strong
coin flipping that achieves constant bias without any restrictions on the adversary,
thereby matching an existing lower bound for strong coin flipping by Kitaev.

1.3.3 Beyond QKD: Position-Based Quantum Cryptography

Position-based cryptography uses the geographical location of a party (Alice) as its
sole credential. A typical task in this context is position verification, in which Alice
has to prove to a set of verifiers that she is indeed present at the position where she
claims to be.

A first attempt to achieve position verification is a protocol where the verifiers each
send a message to the prover, the prover computes a function of those messages
and sends the result back to each verifier. Finally, the verifiers jointly estimate
the position of the prover from the arrival times of the messages. Note that by
special relativity, the messages sent in the protocol cannot travel faster than with
the speed of light in vacuum. For simplicity, it is usually assumed that computation
is instantaneous.

Chandran et al. [CGMOog] show that (classical) relativistic protocols for position
verification cannot be unconditionally secure: coalitions of fake provers can always
break such protocols. They also propose a position-verification protocol that is
secure under an assumption that is similar to the bounded-storage and bounded-
retrieval models, nevertheless, this assumption is not very practical.
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In the search for different assumptions, researchers tried to exploit the no-cloning
property of quantum states for position verification, by sending quantum messages
between the prover and the verifier, where the prover is supposed to perform
some quantum computation on these messages. Though, a recent impossibility
result by Buhrman ef al. [BCF"11] shows that a very general class of protocols for
position-based quantum cryptography can be broken if the coalition of fake provers
pre-share a lot of entanglement: a double exponential (in the qubit size of the
joint state shared by a pair of fake provers) number of EPR pairs. Note that the
amount of entanglement required for this attack was recently reduced to single
exponential [BK11]. The main challenge is to show that this exponential amount is
really necessary to break these kind of protocols. In other words, can there exist
protocols which can be easily executed by honest parties, while dishonest provers
need at least an exponential amount of shared entanglement to break it? For initial
work into this direction, see [BFSS11]).

1.3.4 A Brief History

Quantum cryptography was invented in the late sixties by Stephen Wiesner. In
his paper titled Conjugate Coding, Wiesner had come up with an idea for quantum
money, which had the benefit of being impossible to counterfeit. Furthermore,
he described the notion of a multiplexing channel—which would be re-invented
about a decade later by Rabin under the name of oblivious transfer—as well as an
implementation for it. Wiesner tried to publish his ideas but unfortunately his
manuscript got rejected. He also told Charles Bennett about his idea, but neither
Bennett nor himself succeeded in raising other people’s interest. This changed
when Gilles Brassard and Seth Breidbart joined Wiesner and Bennett; together they
submitted a manuscript to the CRYPTO 82 conference [BBBW82], in which they
exposed Wiesner’s idea applied to subway tokens instead of money, and introduced
the term quantum cryptography. This time, the paper got accepted and this led to
a renewed interest in the topic. This in turn enabled Wiesner to also publish his
original manuscript [Wie83].

At the time, quantum cryptography was not considered to be practical: the quantum
money (or subway tokens) required tiny and robust single-photon storage registers,
which were—and still are—not available. This changed when Bennett, together
with Gilles Brassard, realized that it would be more practical to transmit photons
between remote locations than to store them in some register. After this realization,
it still took them a while before they had found the “killer application,” which turned
out to be key agreement. This lead to the famous BB84 quantum key distribution
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protocol [BB84]."7

From today’s perspective, the initial description of BB84 was rather incomplete;
it did not yet include information reconciliation (error correction) and privacy
amplification. The latter was first described in [BBR88]. A more complete de-
scription (from today’s perspective) of BB84 appeared in [BBB™ 92]. Nonetheless,
a proper security proof against the most general attacks (coherent attacks) was
lacking; the authors merely claimed security against individual attacks (where the
attacker operates on transmitted photons separately).

Meanwhile, different protocols for QKD had been proposed, for example Ekert’s
entanglement-based QKD protocol [Ekeo1], of which a simpler variant was shown
to be equivalent to BB84 with respect to its security [BBM9g2]. Note that another
well-known protocol for QKD is the six-state QKD protocol due to Bruss [Brug8].

Also, quantum protocols had appeared for secure two-party computation (2PC): coin
tossing, bit commitment [BB84, BC9o] and oblivious transfer [BBCSo1]. Security
of some of these protocols against attacks more general than the individual attacks
was merely conjectured.

In 1996, Mayers [Mayg7] and, independently, Lo and Chau [LCg¢7] proved that any
quantum bit commitment protocol, or, in fact, all quantum protocols for secure
2PC can be broken by a party with unlimited quantum storage and processing
capabilities.

On the positive side, Mayers showed around the same year on the first security proof
for QKD against the most general attacks [Maygs}, May96] (see also [Mayo1]). Some
years later, Biham et al. gave a proof for QKD as well [BBB" 00]. Furthermore, Lo
and Chau gave a security proof for a more complex QKD scheme (which required
the honest parties to perform quantum computations). However, none of the
proofs were fully satisfactory; the proofs of Mayers and Biham et al. were quite
complicated, whereas Lo and Chau’s proof was easier to understand but merely
covered an impractical variant of QKD. In 2000, Shor and Preskill [SPoo] gave a
simple and intuitive proof for the BB84 protocol, which many regard as the first
satisfactory QKD proof. It is based on the proof by Lo and Chau, but adapted such
that Alice and Bob do not need quantum computers to execute the protocol, thereby
making it compatible with BB84.

Until 2005, the standard way to formally define security in quantum cryptography
was in terms of the accessible information. In 2005, Kénig and Renner [RKos] (see

'7BB84 should actually have been called BB83, since the protocol was first mentioned on a single-
page ISIT ’83 abstract.
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also [KRBMo7]) and, independently, Ben-Or et al. [BOHL " os] discovered that
security definitions based on the accessible information do not achieve universal
composability, due to a locking [DHL " 04] property of the accessible information
notion. Both groups of authors then proposed a trace-distance based security
definition, which provably does guarantee universal composability. In his PhD
thesis [Renos|, Renner gave a QKD proof using the “right” trace-distance-based
security definition.

Also around 2005, Damgard et al., inspired by Maurer’s (classical) bounded-storage
model [Maugof], discovered that by restricting the adversary’s quantum storage
capabilities, Mayers’ and Lo and Chau’s impossibility results could be circumvented
[DFSSos]. In the so-called bounded-quantum-storage model (BQSM), various 2PC
functionalities can be proven secure, for example oblivious transfer, bit commitment
and password-based identification. More recently, the BQSM was generalized to
the noisy-quantum-storage model [WSTo8].

1.4 Thesis Outline, Contributions and Open Problems

Below, we will introduce the remaining chapters of this thesis. Chapter covers
basic results, Chapter [3}[4] and 5| are editions of work published earlier, respectively
[BF10} BF11, BEGS12]. Chapter [§|and Chapter [s|are weakly related in that they both
present a new quantum-information-theoretic tool, but apart from this the latter
three chapters are rather “orthogonal” in the sense that they cover distinct topics.

1.4.1 Chapter[2} Preliminaries

Chapter 2] provides a theoretical foundation for the remainder of the thesis: we give
introductions of probability theory, information theory, functional analysis, quan-
tum mechanics and quantum information theory. Furthermore, we discuss several
important concepts from cryptography like privacy amplification, authentication,
extractors and identification.

Chapter 2| mainly consists of existing results, which are (up to some exceptions)
stated without proof. Furthermore, the following results are well-known, but are
hard to find in the literature, hence their proofis explicitly included: Proposition[2.53}

Proposition Proposition [2.58|and Proposition [2.62]
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1.4.2 Chapter[3t Random Sampling from a Quantum Population

Chapter [3|belongs to a line of research aimed at finding new quantum-information-
theoretic tools. In the context of quantum cryptography, such tools give rise to new
quantum-cryptographic protocols, and are useful to rigorously' analyze the security
of those and other quantum-cryptographic protocols. Recent examples of quantum-
information-theoretic tools include a quantum-generalization of conditional min-
entropy, a privacy amplification theorem that is based on this particular generalized
min-entropy notion [Renos,[RKos|] and various entropic uncertainty relations (see
also Chapter[s). In Chapter 3} we present a tool to analyze random sampling in a
quantum setting.

Random sampling allows us to learn information about a population (a collection of
objects) by inspecting only a relatively small number of objects from that population.
For example, an exit poll usually gives a very good prediction for the outcome of
an election. In fact, classical sampling theory guarantees that a sample gives an
accurate prediction for an entire population, except with a small error probability
that can often be shown to decrease exponentially in the sample size (provided that
the sample is selected appropriately, e.g., uniformly random over the collection).

In Chapter 3} we study the above problem in a quantum setting: when sampling
some parts from a large quantum state (where sampling here means performing
a quantum measurement on those parts), what can we conclude about the entire
state?

We present a formal analysis of this problem, from which it becomes clear what
exactly can be deduced from the measurement outcomes about the entire state. Ad-
ditionally, we show a simple relation between the “error probability” in the quantum
setting and the error probability from classical sampling theory. In particular, this
relation implies that to find the error probability of any quantum sampling problem,
it suffices to find the error probability of corresponding classical sampling problem,
for which several good and useful bounds are known.

Many quantum-cryptographic protocols make use of random sampling to verify that
a quantum state has some desired property. Hence, our results can be regarded as a
useful quantum-information-theoretic tool to analyze such protocols. In particular,
we present two new rigorous security proofs that make use of our new sampling
tool: one for BB84 quantum key distribution, and one for a quantum reduction from

¥With respect to QKD as well as other quantum protocols for basic cryptographic primitives
(like OT), many of the early security proofs were not rigorous, but merely consisted of handwaving
arguments.
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oblivious transfer to bit commitment, by which we mean a quantum protocol for
OT that requires black-box access to a bit-commitment primitive. Note that by the
various impossibility results for secure 2PC, it is not possible to come up with a
“stand-alone” (i.e., without relying on another primitive, such as bit commitment)
quantum OT protocol that is secure against unrestricted quantum adversaries. Both
proofs show security against coherent attacks (see footnote [13] on page 9g), and
they are relatively short, easy to understand, and non-asymptotic (i.e., they provide
explicit security bounds).

1.4.3 Chapter|s; Authentication from a Weak Key with a Privacy Re-
quirement

Chapter [4] studies a problem related to message authentication. The well-known
method for non-interactive statistically-secure message authentication as described
by Wegman and Carter requires a uniformly random authentication key. However,
such a key may not always be available; e.g., the source of randomness used to
produce the key might be imperfect, or an adversary may have gained partial
knowledge about the key. Recently, the problem of authentication from a key with
small min-entropy, also called a weak key, has received ample attention.’ Maurer
and Wolf [MWog7] showed that when using a particular strongly universal family
of functions, non-interactive message authentication is secure whenever the min-
entropy rate*® of the key is larger than 1/2. On the other hand, for min-entropy
rates below 1/2, non-interactive secure message authentication is impossible [DSo2}
DWog]. Renner and Wolf [RWo3]], however, show by construction that interactive
secure message authentication is possible for arbitrary min-entropy rates below 1 /2.
Their construction requires a linear number of rounds of interaction (linear in the bit-
length of the message). Subsequent work focused on reducing the number of rounds,
the communication complexity and the entropy loss. Recently, this line of work has
been closed by Xin Li [Li12], who presents a two-round message-authentication
protocol with asymptotically optimal entropy loss and communication complexity.*

' A typical definition of a weak key is a random variable over bit strings of some finite length,
where this length is denoted as n, whose min-entropy (conditional on the adversary’s information) is
an arbitrarily small fraction of n.

**The min-entropy rate of a random variable X whose range is the set of bit strings of length n, is
defined as Hmin (X)/n.

' Actually, [Li12] presents an optimal privacy amplification protocol (optimal with respect to
number of rounds, entropy loss and communication complexity). However, the protocol is actu-
ally an interactive message-authentication protocol, which is used to authenticate the seed for a
randomness extractor. It is this extractor that turns the message-authentication protocol into a
privacy-amplification protocol.
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In Chapter[4, we study the problem of authentication from a weak key in a dif-
ferent but related scenario, in which the weak key is a one-time session key that is
derived from a public source of randomness with the help of a long-term key (e.g., a
password). This scenario occurs naturally in, e.g., Maurer’s bounded-storage model
[Maugol), where the long-term key is used to select a small number of bits from the
huge bit string, which then together form the session key, as well as in the quantum
setting, where the long-term key determines the measurement basis for a quantum
measurement, whose classical outcome is used as session key. Our goal now is to
authenticate a message using the weak session key, in such a way that nearly no
information about the long-term key is leaked to the adversary. Ensuring privacy of
the long-term key is vital for the long-term key to be re-usable. Previous work has
not considered such a privacy issue, and previous solutions do not seem to satisfy
this requirement.

We propose a new four-round protocol for message authentication from a weak
(session) key. Given a secure look-ahead extractor, we prove that our protocol
satisfies security against an active adversary and long-term-key privacy, which means
that the protocol leaks essentially no information about the long-term key. For the
setting where the adversary’s side information about the session key is classical, we
can use an existing construction for a secure look-ahead extractor. For the general
case, in which this side information is a quantum state, we were not able to show
the existence of a secure look-ahead extractor, and leave this as an open problem.
The existence of the latter object has a direct implication to a problem related to
identification in the bounded-quantum-storage model (this is discussed in more
detail in Section|4.8)).

1.4.4 Chapter[s} Hybrid Security of Password-Based Identification

In Chapter [s|we consider the task of password-based identification. Since password-
based identification is an instance of secure 2PC, it is well-known that it is impossible
to obtain a secure quantum protocol for identification without further restrictions
on the adversary. In [DFSSo7|], Damgard et al. propose an identification scheme in
the bounded-quantum-storage model, and show its security (see also Section [2.11).
When using a security model like the BQSM to prove a scheme’s security, a practical
question arises, namely how to set the parameter(s) of the model (in case of the
BQSM, this would be the number of qubits that the adversary can store) such that
the behavior of a real adversary is likely to stay within the model. In particular,
a wrong choice of such a model parameter might make a scheme lose all of its
security guarantees. One particular approach to partly circumvent this problem is
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to devise schemes that are secure in two or more security models simultaneously.
An example of this approach from the literature is [DFL™ og]], which proposes a
“compiler” which can add a layer of computational security (security based on the
presumed computational difficulty of certain problems) to any quantum protocol
for secure 2PC that consists of a BB84-quantum-communication phase followed by
classical communication.

Chapter|[s|also follows this approach and proposes a new quantum identification
protocol that is secure in two security models simultaneously, i.e., in the BQSM
and in a new model, called the single-qubit-operations model (SQOM).

In the BQSM, the security proof is based on a new entropic uncertainty relation,
which is another main contribution of Chapter[s} Entropic uncertainty relations are
quantitative characterizations of Heisenberg’s uncertainty principle, which make
use of an entropy measure to quantify uncertainty. In quantum cryptography, they
are often used as convenient tools in security proofs. The new entropic uncertainty
relation presented in Chapter[s|is the first uncertainty relation that lower bounds the
uncertainty in the measurement outcome for all but one measurements, chosen from
an arbitrary (and in particular an arbitrarily large) set of possible measurements.
Besides this, it uses the min-entropy as entropy measure, rather than the Shannon
entropy. The uncertainty relation might very well be useful in other quantum-
cryptographic applications as well.

The SQOM models an adversary that has unbounded storage capabilities but is
restricted to non-adaptive single-qubit operations. Hence, our new identification
scheme also offers security in case the bounded-quantum-storage assumption fails
to hold. The scheme by Damgard et al., on the other hand, is completely insecure
against an adversary in the SQOM. The security proof in the SQOM relies on a
minimum-distance property of a random binary matrix and a XOR inequality by
Diaconis and Shahshahani (Theorem[2.8). Due to the restriction to non-adaptive op-
erations, the SQOM is not general enough to be practically relevant, hence our result
of achieving security in the SQOM should be regarded as a stepping stone towards
the open problem of achieving security in a more general restricted-operations
model (which does, in particular, not restrict to non-adaptive operations).
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2.1 Basic Notation

We use R, C, Z, N, F,, F; for respectively the field of real numbers, the field of
complex numbers, the ring of rational integers, the set of strictly positive integers,
the finite field of order ¢ € N, where ¢ = p" for p,n € N with p prime, and the
multiplicative group of F,. If ¢ = p, then we let IF be the field Z/pZ. We adopt the
following notational convention from computer science: in the particular case of
Fon for arbitrary n € N, we use the @ symbol to denote addition, and we also use the
@ symbol for vector addition in the vector space F% for arbitrary n € N. Forz € R
such that x > 0, log x denotes the binary logarithm of z, unless stated otherwise.
We use e to denote the base of the natural logarithm (sometimes also called Euler’s
number). For any a € C, & denotes the complex conjugate of a.. Let [a, b] for any
a,b € R such that b > a denote the closed real interval {x € R : a < x < b}.
For n € N, we write [n] for the set of integers from 1 to n, i.e., [n] := {1,...,n}.
For a matrix A with entries in C, AT and AT respectively denote the transpose
and conjugate transpose of A. Let K be a field, let I be a K -vector space and let
S be a non-empty set of vectors from V. The K-linear span of S is denoted as
span(S). (Usually, the field K will be clear from context.) For i, j € Z, 6;; denotes
the Kronecker delta symbol: 6;; = 1if 1 = j and 6;; = 0 otherwise. Let f : N — R
and g : N — R be arbitrary functions. We say that f = O(g) if there exists a real
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constant ¢ > 0 and a number ny € N such that |[f(n)| < c¢-g(n) foralln € N
such that n > ng. We say that f = ©(g) if there exist real constants ¢ > 0 and
d > 0 and a number ng € Nsuchthatc- g(n) < f(n) < d-g(n)foralln € N
such that n > ny.

2.2 Probability Theory

A finite probability space is a pair (€2, Pr), where €2 is a non-empty finite set called
sample space and Pr is a probability function

Pr:Q — [0,1],

with 3, cq Pr(w) = 1. Note that we only consider finite probability spaces in this
thesis. Subsets in € are called events. For any event A C (2, the probability Pr[.A]
of the event is given by Pr[A] := >~ 4 Pr(w), where by convention Pr[()] = 0.

The probability of an event & C ) conditioned on an event A with Pr[A] > 0 is
given by
Pr[& N A|

Pr[A]
Sometimes, we write a comma instead of the set-intersection symbol (“1”) to denote
ajoint event, i.e., Pr[€, A] = Pr[€ N AJ.

Pri&|A] :=

A consequence of the definition above is the product rule for events:
Pr[€ N A] = Pr[€|A] Pr[A].

The following upper bound will be useful:

Pr[AN¢&] < Pr[€]

PrEMAl = =5 S Boar

Another simple yet powerful inequality that we will use frequently is the union
bound. For a finite set of events { Ay, ..., A, } where A; C Q forany: € [n] it

holds that
Pr{ U .AZ} < Z Pr[A;].

i€[n] i€[n]

This means that the probability that at least one of the events .A; happens is no
greater than the sum of the probabilities of all individual events.
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2.2.1 Random Variables

Let (€2, Pr) be a finite probability space and let X’ be a non-empty finite set. A
random variable X is a function

X: 00— X.

The set X is called the range of the random variable, and we say that X is a random
variable over X. An element x € X" with non-zero probability is also called an
outcome or realization of the random variable X.

The distribution of X is the function Py : X — [0, 1] defined as
Px(z) :=Pr[X =z| forallz € X,

where X = z is a shorthand for the event {w € Q : X(w) = z} and should be
read as “the event that the random variable X takes on the value 2" Note that it
holds that )~ . Px(x) = 1; by definition, Py inherits this property from Pr. The
support of a distribution is the set of elements from the range which have non-zero
probability: supp(Px) := {x € X : Px(z) > 0}.

We will often define events in terms of random variables. The shorthand notation
X = z used above is not limited to the equality function but extends also to other
operations defined on &, e.g., events like X # x are defined similarly.
Convention 2.1 In this thesis, we will often make a statement in which several ran-
dom variables occur. Unless stated otherwise, these random variables are defined in
the same probability space.

The joint distribution of two (or more) random variables X and Y is denoted by
Pxy,ie., Pxy(z,y) = Pr[X =z,Y =y]. The pair XY is the random variable

XY:Q—=XxY
w = (X (w),Y(w))

Given a joint distribution Pxy, the distribution for X (resp. Y') alone is obtained
by marginalizing over Y (X),

Px(z) = Z Pxy(z,y) forallx € X,
yeY

and Py is then called a marginal distribution, and similarly for Py .
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The conditional distribution of X conditioned on an event A with Pr[A] > 0 is
given by

Pxa(r) := W forallz € X.

If A is the event Y = y, then we denote the conditional distribution as Pxy—,(z)
or as Px|y (z|y); these two forms of notation are used interchangeably.

Convention 2.2 In writing equations with distributions, we often shorten the nota-
tion by omitting the parentheses containing the function arguments. Note that we will
only use this shorthand if the omitted arguments can be reconstructed again without
ambiguity from the subscripts of the distributions. For example, the product rule
for distributions is written compactly as Pxy = Pxy Py, and this should be un-
derstood as Pxy (v,y) = Px|y(z|y)Py(y) for any (z,y) € X x Y for which
Py (y) > 0. In case the quantification is not mentioned explicitly, it is assumed to be
over all inputs for which all involved conditional probabilities are well-defined.

Random variables X and Y are independent it Pxy = Px Py . For n random vari-
ables X1, Xo, ..., X, for nintegerand n > 2, we say that they are independent (or:
mutually independent) if Px, x,...x,, = Px,Px, - - - Px,,. An ordered sequence of
random variables (X, Y, Z) forms a Markov chain, denoted as X <> Y « Z if
Pxz1y = Px|y Pz|y- Itis easy to verify that the latter expression is equivalent to
Pz xy = Pzjy aswellas to Pxyz = Px|y.

We will also use the notion distribution without associating it to a particular random
variable. In this case, we mean any non-negative real functionp : X — [0, 1], where
X is a non-empty finite set, such that p(z) > Oforallz € X and }_, .y p(z) = 1.
Any distribution can be understood as a distribution of some random variable X
over X in some probability space (€2, Pr): a trivial construction for this probability
space and random variable X is given by ) := X, with Pr(w) := p(w) and
X(w) = wfor any w € Q. Hence, from here we will always define a random
variable (or several random variables in the same probability space) by specifying
the (joint) probability distribution, and leave the probability space (€2, Pr) implicit.

2.2.2 Some Important Distributions

Let X be a random variable over X'. We say that X is uniformly distributed over X
if its distribution Px equals

Px(z):=|X|7! forallz € X.

The distribution Py is called the uniform distribution over X. When we say that X
is random, we actually mean it to be uniformly distributed over X'. We write 2+~ X
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to denote that the element z is picked independently and uniformly at random
from the set X.

More generally, for a non-empty subset Z C X, we say that X has a flat distribution
onZifforallxz € X

ozt itz ez,
Px(x) = { 0  otherwise.

When we say that X “has a flat distribution” (thus without mentioning the subset
T), we mean that there exists a set Z such that X has a flat distribution on Z.

We say that X is a binary random variable if its range X = [, and we say that it
has a Bernoulli distribution with parameter p if Px (1) = p.

The binomial distribution gives the probability that k£ out of n independent and
identically distributed binary random variables X;, Vi € [n] (all having the same
parameter p) take the value one. Let S := Zie[n] X; (where the sum is over the
integers). Then, the binomial distribution is given by

Pr[S = k] = (Z)pk(l —p)" "

2.2.3 The Bias of a Binary Random Variable
The bias of a binary random variable X is defined as
bias(X) := | Px(0) — Px (1)].
This also naturally defines the bias of X conditioned on an event £ as
bias(X|E) := [Px|e(0) — Pxe(1)]-

The bias thus ranges between 0 and 1 and can be understood as a degree of pre-
dictability of a bit: if the bias is small then the bit is close to random, and if the bias
is large (i.e., approaches 1) then the bit has essentially no uncertainty.

Lemma 2.3 For a sum of two independent binary random variables X| and X5, the
bias of the sum is the product of the individual biases:

bias(X; @ X2) = bias(X)bias(X2).
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Proof. Let us prove the case where Px, (0) > Px,(1) and Px,(0) > Px,(1). (The
other cases follow similarly.)

bias(X)bias(X2)
= |Px,(0) = Px,(1)| - [Px,(0) — Px,(1)|
= (Px,(0) = Px,(1)) - (Px,(0) — Px,(1))
= Px,(0)Px,(0) + Px, (1) Px, (1) — Px,(0)Px, (1) — Px, (1) Px,(0)
= [Px,(0)Px,(0) + Px, (1)Px,(1) — Px, (0)Px,(1) — Px, (1) Px, (0)|
= bias(X; & X2).

2.2.4 Distance between Distributions

Let Py be the set of non-negative real-valued functions on X. Statistical distance
is the function defined as

SD: Py x Py — R
(p,q) = 3 > Ip(z) — qlz)|.

reX

The name statistical distance stems from its typical use as a distance measure for
probability distributions.

For random variables X and Y that have the same range, we may also write
SD(X,Y’), where the latter should be understood as the statistical distance be-
tween their distributions Px and Py .

The statistical distance is a metric, i.e., it has the following properties for all p, ¢, €
Px,

. Non-negativity: SD(p, q) > 05

. Identity of indiscernibles: SD(p,q) =0 <= p=g¢;
. Symmetry: SD(p, q) = SD(q, p);

. Triangle inequality: SD(p,r) < SD(p, q¢) + SD(q, ).

H W DN -

In the literature, the statistical distance is sometimes defined without the factor %; we
include it deliberately because then the statistical distance equals the distinguishing
advantage, i.e., the maximum difference in probability that p and ¢ assign to the
same event (where the maximum is taken over all events).
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Theorem 2.4 For all distributions p and q on X, it holds that

SD(p, q) = max (p[A] - q[A])

ACx

This theorem is well known, for a proof see for example Theorem 6.15 in [Shoos]].

Definition 2.5 Let Px and Py be distributions on &". A (joint) distribution p on
X X X is a coupling of (Px, Py) if its two marginal distributions are Px and Py
respectively, that is,

Zp(:z:,y):PX(x) Vr e X, and Z p(z,y) = Py(y) YyeX.
yeX reX

The following two theorems comprise the “coupling interpretation” of statistical
distance.

Theorem 2.6 (Coupling Inequality, see, e.g., [Ling2, Ch. 1, (2.6)]) Let Px and Py
be distributions on X. For any coupling Pyw of (Px, Py) it holds that

SD(Px, Py) < Pr[V # W].

Theorem 2.7 (Maximal Coupling, see, e.g., [Ling2, Ch. 1, Thm. 5.2]) Let Px and
Py be distributions on X. Then there exists a unique coupling Py of (Px, Py)
such that o
SD(Px, Py) = Pr[V # W],

and

Poiivew = Powew i vem
The following theorem gives a useful upper bound on the statistical distance between
a random variable X and a uniform random variable U (having the same range),
in terms of the biases of all [F; linear functions with binary outputs applied to X.

Theorem 2.8 (Diaconis and Shahshahani) Let X be a random variable over X with

distribution Px, where X := F3, and let Uy be an independent random variable
that is uniformly distributed over X. Then, the following holds,

N

SD(Pyx, Ux) < %[ > bias(f+ X"
JEFE\{0}

where O denotes the zero vector in F5 and f « X means the standard inner product
on F5 between f and X.

The original version of Theorem [2.8|appeared in [Dia88], where it is expressed in
the language of representation theory. The version above is due to [NNo3].
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2.2.5 Jensen’s Inequality

Definition 2.9 A real-valued function f : Z — R on an arbitrary interval' Z in R
is said to be convex if for all 1,29 € Z and for all A € [0, 1] C R it holds that

)\f($1) + (1 - )\)f(l“g) > f()\fL‘l + (1 - )\)xg)

The function f is called strictly convex if equality holds only at the endpoints (i.e.,
when A\ € {0,1}) or when z; = x5. The function f is (strictly) concave if — f is
(strictly) convex.

In other words, a function f is convex if and only if all chords lie above or on the
graph of f.

Examples of strictly concave functions include the square-root function: {z €
R:z >0} - {z € R: 2 >0}, z — /z and the logarithm function:
{z € R:2z >0} - R,z — logx for arbitrary base strictly larger than 1. Straight
lines in the plane R? are both convex and concave.

Theorem 2.10 (Jensen’s Inequality, see, e.g., [CTo6]]*) Let f : Z — R be a convex
function on an arbitrary interval T C R. Then, for any x1,...,x, € I and any
Py, Pn € Rsuchthatp; > 0 foralli € [n] and Y, p; = 1, it holds that

> pif(zi) > f(Zplfﬂz)
If f is strictly convex and p; > 0 for all i € [n], then equality holds if and only if

1 = ... = xyp. If f is concave then the inequality should be reversed.

A real random variable is a random variable whose range is contained in R. The
expectation (or expected value) of a real random variable X is defined as

E[X]:= ) Px(z)-a.
TeEX

In this case, we can rewrite Jensen’s inequality using the expectation as follows,

E[f(X)] = f(E[X]).

‘open, closed, or neither.
*Although [CTo6] states Jensen’s inequality for a convex function on an open interval, their proof
does not make use of this.



50 Chapter 2. Preliminaries

2.2.6 Hoeffding’s Inequality

When one repeatedly flips a fair coin, it is well known that the empirical frequencies
of obtaining heads and tails, divided by the total number of coin flips, will ultimately
both approach one half. In general, this phenomenon is known as the law of large
numbers, and is also called concentration of measure. The phenomenon can be
formalized in many ways, in weaker and stronger forms. A particularly convenient
version, which is strong enough for us, is Hoeffding’s inequality [Hoe63, DPog].
We will make use of it in several proofs. We state it here for mutually independent
binary random variables.

Theorem 2.11 (Hoeftding’s Inequality, Mutually Independent Random Variables)
Let X1, X, ..., X, be mutually independent binary random variables, each dis-
tributed according to the Bernoulli distribution with the same parameter p € [0, 1],
andlet X := 2|{i € [n] : X; = 1}|. Then forallt € R suchthat0 <t <1— pit
holds that

Pr[X — pu > t] < exp(—2nt?).

For a proof, the reader is referred to the original paper by Hoeftding [Hoe63], or
to a recent book on concentration of measure by Dubhashi and Panconesi [DPog].
An easy observation is that by applying Theorem [2.11{to the random variable 1 — X,
we obtain the same upper bound as above for Pr[—X + p > t]. Hence we get the
following corollary.

Corollary 2.12 (Two-Sided Version of Theorem Let {X;}iepn) X, pvand t be
as in Theorem|2.11] Then, the following holds

Pr[|X — p| > t] < 2exp(—2nt?).

Random Variables with a Particular Type of Dependence

Above we have stated Hoeflding’s inequality for mutually independent random
variables. We will also make use of a version that applies to random variables that
are dependent in the following sense.

Theorem 2.13 (Hoeflding’s Inequality, RVs with a Particular Type of Dependence)
Letb = (b1, ...,by) € F} bea bit string of length £ > 0. Letn € N such thatn < /.
Let I C [{] be a uniformly distributed random variable over all size-n subsets of [¢].
Let Iy < Iy < ... < I, denote the elements of I. LetY; := by, for all i € [n].
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Furthermore, let Y := L|{i € [n] : Vi = 1} and p := }|{j € [] : b; = 1}].
Then, for anyt € R such that 0 <t <1 — p, it holds that

Pr[Y — p > t] < exp(—2nt?).

The proof of Theorem 2.13|can be found in Section 6 of [Hoe63], and in [DPog].

Similarly to Corollary[2.12} we get the following corollary.

Corollary 2.14 (Two-Sided Version of Theorern Let {Yi}iein)» Y, pandt be
as in Theorem|2.13} Then, the following holds

Pr[|Y — p| > t] < 2exp(—2nt?).

Serfling [Ser74] proves that the bound from Theorem [2.13|can be strengthened as
follows.

Theorem 2.15 (Serfling’s Inequality) Let b = (by,...,b;) € FS be a bit string of
length ¢ > 0. Let n € N such thatn < (. Let I C [{] be a uniformly distributed
random variable over all size-n subsets of [(|. Let I; < Iy < ... < I, denote the
elements of I. Let Y; := by, for all i € [n). Furthermore, letY := L|{i € [n] : Y; =
1} and p := $|{j € [¢] : b; = 1}|. Then for all t € R such thatt > 0,

Pr[Y — > 1] < exp(—221).

This one-sided bound implies the following two-sided bound:

Pr[|l7 —pl >t < 26Xp(—£2fi’fl),

which follows in the same way as Corollary[2.12]

2.3 Classical Measures of Uncertainty

In this section we define some notions from classical information theory, where
“classical” means “non-quantum.” Many of these notions will be generalized to the
quantum case later, where we will also give more properties. Nonetheless, having
an understanding of the notions in the classical case helps to understand them in
the quantum case.

Definition 2.16 The Shannon entropy [Sha48|] of a distribution p : X — [0,1] is
defined as

H(p):=— > plz)logp(x),

xEsupp(p)
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Since log expresses the binary logarithm, the Shannon entropy is expressed in bits.
By the convention 0 log 0 = 0, which is justified by the fact that lim, .o y logy = 0,
we can slightly simplify the definition of Shannon entropy and write H(p) :=
— > zex p(x) log p(x), where & is the domain of p.

We write H (X) for the Shannon entropy of (the distribution of) a random variable
X, i.e, H(X) should be understood as H (Px).

One interpretation of the Shannon entropy of a random variable X is the number
of bits that are needed on average to encode an outcome = € X'. Note that there are
also many other important interpretations of Shannon entropy.

The binary entropy function h : [0,1] — [0, 1] is defined as

h(p) := —(plog(p) + (1 — p) log(1 — p))
for 0 < p < 1. (Recall the convention 0log 0 = 0.)

2.3.1 Rényi Entropies
The Shannon entropy is a special case of a more general class of entropy measures,
called the entropies of order o [Réné61].

Definition 2.17 For any a € R such that & > 0 and o # 1, the Rényi entropy of
order o of a distribution p : X — [0, 1] is defined as

1 log Z p(z)*.

— o
zesupp(p)

Hu(p) := 1

Similar to the Shannon entropy we write H, (X ) for the Rényi entropy of a random
variable X, but we stress that strictly speaking the entropy is a function of the
distribution Px. Below, X denotes an arbitrary random variable over arbitrary X
with arbitrary distribution Px.

When taking the limit « — 1, we obtain the Shannon entropy:
H(X):= lim1 H,(X)=H(X).
a—
The case o = 2 is called the collision entropy

Hy(X) =—log Y Px(x).
TeEX

For o — 0o we obtain the min-entropy:

Hmin(X) = Hoo(X) = alggoHa(X) = *logglea}({PX(x)'
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It will be convenient to define the collision probability and the guessing probability
of a random variable X as respectively

Peol 1= Z Px(x)? and pguess(X) := max Px(z),
e TEX

such that we can alternatively define the collision entropy and min-entropy of a
random variable X as

Hy(X) := —logpeoi(X) and Hpmin(X) := —10g Dguess(X).
For @ — 0 we obtain the max-entropy,
Hinax(X) = Ho(X) = lim Ha(X) = log [supp(Px)|-
A useful operational meaning of the max-entropy of a random variable X is the

number of bits needed to store a single realization of X.

The following proposition states an important property of Rényi entropy.

Proposition 2.18 For all o, € R such that 0 < o < [ and for all random
variables X, it holds that
Ho(X) = Hp(X),

with equality if and only if X has a flat distribution.

A proof of this statement can be found in [[Cacg7].?> Applied to the notions that we
have just defined, we get

Hrnin(X) < H2(X) < H(X) < Hmax(X)-

2.3.2 Conditional Entropy

In the following, let X and Y be random variables over X" and ) respectively with
joint probability distribution Pxy-, and let A be an event such that Pr[.A] > 0.

The Shannon entropy naturally extends to the Shannon entropy conditional on an
event A, i.e.,

H(X|A) = H(Px|4) = — Y Pxja(x)log Px ().
xeX

*In [Cacoy], Propositionis stated slightly differently due to a different definition of Ho(X).
Nonetheless, the proof applies.
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Recall that Y = y for y € ) represents an event, hence writing H(X|Y = y) is
now well-defined. Sometimes, we want to express the uncertainty of a random
variable X when given a random variable Y , without fixing that random variable
to a particular outcome y. For this purpose, the conditional entropy is defined as

H(X|Y):= Y Py(y)HX|Y =y).
yey

Note that we will also use the term conditional entropy for the entropy conditional
on an event. By the above, the following is also naturally defined,

H(X|Y,A) = > Praly)H(X|Y =y, A).
yey

The chain rule for Shannon entropy states that
H(XY)=H(X)+ H(Y|X),

for arbitrary random variables X and Y. Using the chain rule, the conditional
Shannon entropy can alternatively be defined as H(X|Y) := H(XY) — H(Y).

We will not define a conditional version of the Rényi entropy for arbitrary order
. Instead, we merely define conditional versions of the collision entropy and min-
entropy. In order to do so, we first define the conditional collision probability and
conditional guessing probability. The collision probability resp. guessing probability
of X conditional on A are naturally defined as

Peol X‘A Z PX|A a and pguess(X‘A) = glea}é PX|A(x)'
xeX

For a random variable Y, the conditional collision probability resp. conditional
guessing probability of X given Y are defined as

Pcol X|Y Z PY pcol X|Y = y)
yey

DPguess X|Y Z PY pguess X|Y = y) (2.1)
yey

The collision entropy conditional on an event A and the min-entropy conditional on
an event A are then given by, respectively

Hy(X|A) = —logpeol(X|A) and  Hpin(X|A) = —log pguess(X|A).
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Definition 2.19 For a random variable Y/, the conditional collision entropy resp.
conditional min-entropy* of X given Y are defined as

Hy(X|Y) := —logpeol(X|Y), and Hpyin(X]Y) := —10og pguess(X|Y).

The following relation always holds between the conditional versions of Shannon,
collision and min-entropy:

H(X|Y) > Hy(X|Y) > Huin(X]Y),

for all random variables X and Y. The proof of the left inequality uses Jensen’s
inequality; the proof of the right inequality follows from elementary observations.

2.4 Privacy Amplification

Suppose that Alice has a random variable X about which Eve has side information,
modeled by a random variable Y that depends on X. Privacy amplification [BBR88,
BBMos, [HILLg9|] provides a way to extract a random variable K that has a smaller
range than X, such that K is very close (in statistical distance) to a random variable
U (having the same range as K) that is uniformly distributed and independent
from Y. The random variable K will typically serve as a secret key.

First, we will explain privacy amplification in its original form, i.e., in the language
of universal hashing. Subsequently, we will give an more general description in
terms of extractors.

2.4.1 Universal Hashing

Definition 2.20 Let G := {g; };c7 be a family of functions g; : X — R, where Z,
X and R are finite and non-empty sets. Let I be a random variable that is uniformly
distributed over Z. The family G is called universal [CW77] if for all z, 2/ € X such
that z # 2’ it holds that

Prlgr(z) = gr(a")] < 72,

There exist several constructions of universal families [CW77]. We give two con-
structions that will be used in later chapters. Let n,r € N be such that » < n. The

“The definition for conditional min-entropy that we use is sometimes called average conditional
min-entropy in the literature.
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first family, G, is well known:
G ={fa:Ac€ ngn}
with

fA:FgL%Fg

T — Ax.

To see that it is universal, note that for any z, 2’ € F} such that z # 2/, the
expression Az & Az’ = A(z @ '), when viewed as the function F5*" — F5, A —
A(z®1') islinear and surjective, hence the cardinality of { A € F3*" : A(z®a’) =
y} is the same for every y € F5. Therefore, for A chosen uniformly at random,
Pr[Az = Ax'| =277,

The second universal family, Go, is a variant on existing constructions of universal
families, and will be of use in the proof of Theorem In order to define it, we first
introduce some more notation. For all n € N wheren > 1 and all ¢ € [n] we let

[']t : an — ]th

be an arbitrary but fixed Fo-linear surjective function. For example, when fixing a
basis for [Fan, [-]; can be defined as the projection on the subspace spanned by the
first ¢ basis vectors. Let m, r € N be such that r < m. The second family is given

by
Gy = {ha,b ca €Fom,b e FQT}

with

h(z,b : Fgm X FQr — Fgr
(,y) = fa-al, ©b-y.

Proposition 2.21 The family Gs is universal.

Proof. Let A and B be uniformly random over Fom and Far respectively. Let (z, y),
(',y') € Fom X For such that (x,y) # (2/,y’) and consider

([A-zl,eB-y)o([A-2,eB-¢)=[A-(z@2),®B-(ydy).

Let us find the probability that this expression vanishes. In the following, we analyze
the expression at the RHS of the equation above. In case x = 2’ Ay # o/, the left
term vanishes and the right part is the bijective mapping B — B - (y ® v'), and
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vanishes with probability 27" In case x # 2’ A y = ¢/, the right term vanishes and
the left part inside the brackets, A — A - (x @ '), is a bijection and hence results
in a uniformly distributed random variable over Fom. Because the map [-],. is linear
and surjective, applying this map to the latter random variable results in a uniformly
distributed random variable over Fy-, which equals zero with probability 27". In
case both x # 2/ and y # v/, condition on A = a. For any a, by the bijective
mapping B — B - (y @ y') the probability that the entire expression vanishes is
27", In all cases, the probability that the expression vanishes equals 27", hence the
assertion follows. O

We want to be able to apply the functions of family G, to vectors from an [F, vector
space (bit strings). Hence, for every n € N we fix a basis of Fa», by which we can
associate every vector in [Fy with a unique field element in Fon, and vice versa. We
stress that the induced vector space isomorphism F5 — Fa» is not a natural one; it
depends on the chosen basis.

The Privacy Amplification Theorem

The following theorem is a modern variant of the original treatment of privacy
amplification as found in [BBR88, BBMos, [HILLg9].

Theorem 2.22 (Privacy Amplification, Case of Classical Side Information) Let
G := {gi}iez be a universal family of hash functions g; : X — {0,1}", where X
andZ are finite and non-empty sets. Let X andY be random variables over X and )
respectively, and let I and U be uniformly distributed over T and {0, 1}" respectively,
and such that I, U and XY are mutually independent. Let K := g;(X). Then

1
SD(KYT;UYT) < i .27 2H2(XIV)=r)

The proof can be found in [CF11]]. The proof of a quantum version® of privacy amplifi-
cation, which implies the statement above, can be found in [Renos] (Theorem 5.5.1).

Note that the privacy amplification theorem is a powerful tool; it guarantees that
the security of the extracted key increases exponentially in the gap Ho(X|Y') — 7.

Also note that the functions from the family G; introduced earlier each have range
[F%, while the privacy amplification theorem is stated in terms of hash functions

*In that version, Y is a quantum system that holds quantum information about X.
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having range {0, 1}". This should however not cause any confusion because of the
elements of Fy are 0 and 1.

Let us now discuss the amount of randomness that is consumed by privacy amplifi-
cation. Beyond the primary source of randomness, X, some additional randomness,
sometimes called catalyst randomness or seed, is needed for the random variable
I, i.e., to sample a function g; € G uniformly at random. Hence, for the present
construction the amount of catalyst random bits needed is logarithmic in |G|. Note
that the size of the seed is an important parameter, not only because randomness
should generally be regarded as a scarce resource, but also since the seed needs to
be communicated.

To decrease the required number of random bits (and thereby to decrease the com-
munication complexity of the privacy-amplification protocol), one could make
use of a “-almost universal” family [Stig4]. For an appropriately chosen con-
struction, see, e.g., the proof of Theorem 10 in [TSSR10], the amount of catalyst
randomness becomes linear in the output length r, at the cost of slightly increasing
SD(KYI,UYI).

Strongly Universal Families

Here, we define the related notion of a strongly universal family [CW81l], which we
will need later in the context of identification.

Definition 2.23 Let G := {g; };c7 be a family of functions g; : X — R, where Z,
X and R are finite and non-empty sets. Let I be a random variable that is uniformly
distributed over Z. The family G is called strongly universal if for all z, 2’ € X such
that x # 2’ and for all a, b € R it holds that

1

Prlgr(z) = a A gr(a') =] < W

2.4.2 Extractors

A more general approach to studying the (non-interactive) privacy amplification
problem is in the language of randomness extractors. A main advantage of extractors
over universal hashing is that there exist randomness extractors that require much
shorter seed lengths.

Definition 2.24 Let n,d,m € Nandlet k,¢ € Rsuchthat k > Oande > 0.
A function Ext : {0,1}" x {0,1}¢ — {0,1}™ is a (k, ) strong extractor if for
any pair of random variables (X, Y") such that X has range X C {0,1}" and
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Hpin(X]Y) > k, it holds that
SD(Ext(X;S)YS,UYS) <e¢,

where S (the seed) is a uniformly distributed random variable over {0, 1}¢ that
is independent of XY, and U is a uniformly distributed random variable over
{0,1}"™ that is independent of Y'S.

Remark 2.25 In Definition the word strong indicates that Ext(X’; .S) must

be close to uniform even when given the seed S. The definition for an extractor
(without the adjective strong) is similar to Definition [2.24]but merely requires that

SD(Ext(X;S)Y,UY) <e.

Remark2.26 In the theoretical-computer-science literature, it is common to define
extractors and strong extractors with respect to the unconditional min-entropy. The
formal definition for strong extractors with respect to unconditional min-entropy
is obtained from Definition[2.24by removing every occurrence of Y. In [DORSo8],
extractors under this modified definition are called worst-case strong extractors, and
strong extractors under Definition [2.24]are called average-case strong extractors.

The following theorem due to Vadhan guarantees that we can always turn any worst-
case strong extractor into an average-case strong extractor, with only a slight loss in
parameters.

Theorem 2.27 ([Vadi2]) Suppose that Ext is a worst-case (k, ) strong extractor.
Then, Ext is also an average-case (k, 3¢) strong extractor.

A proof can be found in [[CP11].

The following theorem bounds the parameters of worst-case extractors.

Theorem 2.28 ([RTSo0])) Suppose that f : {0,1}"x{0,1}¢ — {0, 1}™ is a worst-
case (k, €) extractor. Then, the following bounds hold for d (the seed length) and m
(the output length):

d =log(n — k) +2log(1l/e) — O(1),
m=d+k—2log(l/e) + O(1).

Moreover, [RTSool show via the probabilistic method [ASool that the bounds from
Theorem [2.28|are tight up to constant factors.
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Theorem 2.29 (Theorem 1.10 in [RTSool]) For every k,n,m € N such thatk <n
and e € R such that ¢ > 0 there exists a worst-case (k, €) extractor Ext : {0, 1}" x
{0,1}% — {0, 1}™ such that

—k
d= {max {log (le + 1) + 2log(2),m — k + 2log(1) — log(log 6)}-‘ .

oge
(Recall that e denotes the base of the natural logarithm.)

It is often not sufficient to merely know that extractors exist. Most applications
require an explicit construction of an extractor. Informally, this means that the
extractor can be efficiently constructed, i.e., in time polynomial in 7. For a formal
definition, we refer to [Shao2].

There exist several explicit constructions for (strong) extractors. In particular, a
universal family of hash functions is an instance of an average-case® strong extractor
and comes with explicit constructions [CW77]. When short seed length is important,
universal hashing is not a good choice. An example of a strong extractor with much
shorter seed length is the following.

Theorem 2.30 ([GUVogl]) For all a,e € R such that « > 0 and ¢ > 0 and all
positive integers n, k, there is an explicit construction of a worst-case (k, ) strong
extractor Ext : {0,1}" x {0,1}¢ — {0,1}™ with d = O(logn + log(1/¢)) and
m > (1 - a)k.

By Theorem [2.27} the extractor from [GUVog] is also an average-case strong extrac-
tor with the same parameters.

In this thesis, we will solely deal with average-case strong extractors.” Hence, we
will use the following convention.

Convention 2.31 From here, whenever we use the word extractor, we always mean
an average-case strong extractor.

®For a short proof of the fact that a universal family of hash functions is an average-case strong
extractor, see [DORSo8|.
’Including average-case strong extractors with additional properties, see Deﬁnitionm
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2.5 Statistically Secure Encryption and Authentication
2.5.1 The One-Time Pad

Theorem 2.32 Let M, K be independent random variables over Fy, where K is
uniformly distributed, and let C' := M & K. Then, for any m, ¢ € I} it holds that

Pr[M = m|C = ¢] = Pr[M = m)|.

By viewing M as a message, and K as a secret key, then C' can be understood as a
perfect encryption of M under K: the ciphertext C' does not provide any information
about the message M, whereas C' and K together determine M (by definition of C).
This (symmetric) encryption method is called the one-time pad. Shannon [Sha49]
was the first to formally state and prove a statement equivalent to Theorem In
Section [2.8| (Proposition we will give a more general version of Theorem [2.32]

The one-time pad gets its name from the fact that a key may only be used once: if a
key is reused, the unconditional security property does no longer hold.

The one-time pad is actually not used in practice to encrypt large messages (except
in ultra-high-security settings), because of the equal amount of key material needed.
Nonetheless, in this thesis the one-time pad is an important building block.

2.5.2 Message Authentication

Consider the setting where a sender transmits a message to a receiver. The goal
of message authentication is to convince the receiver that the received message
is identical to the transmitted message, i.e., that it has not been modified by an
adversary during transmission. A related problem that can also be solved by mes-
sage authentication is where the sender has not transmitted any message, but the
adversary injects a message into the channel instead.

Definition2.33 Letn, ¢,/ € Nandletd € Rsuchthatd > 0. A family of functions
{MAC; : {0,1}" — {0,1}'}

indexed by keys k € {0, 1}/ is a d-secure message authentication code if for any
pair of fixed distinct messages, m, m’ € {0, 1}" such that m # m’ and random
variable K uniformly distributed over {0, 1}* it holds that

pguess(MACK(m/) | MACK(m)) < 4.
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A message authentication code can be used to authenticate a message in the fol-
lowing way. We require that the sender and receiver share a common secret key
K € {0, 1}%. Then, to authenticate a message a message m, the sender computes
the tag T := MACk(m) € {0,1}" and transmits it along with the message. The
receiver will compute MACg (m') where m’ denotes the received message, and
accepts the message if MACg (m’) = T.

The security property of the message authentication code guarantees that an adver-
sary, who obviously knows m and 7" but does not know K, cannot select a message
m’ # m of his choice and at the same time producing a valid tag T (such that
T = MACg (m'), except with probability < d, where & can be made arbitrarily
small.

Carter and Wegman [CW81|] showed that an almost strongly universal family of
functions can be used as a secure message authentication code. An almost strongly
universal family is a relaxed version of Definition in that the upper bound
1/|R|? is slightly increased. The main benefit of this relaxed notion is that it al-
lows for smaller families of functions, hence the required authentication-key size
decreases, while incurring only a small increase in the security parameter 6.

Similar to the key used in the one-time pad, an authentication key may generally
be used only a limited number of times, and, in case of using an almost strongly
universal family, just once.

2.6 Hilbert Spaces

Here, we recall some basic facts from functional analysis. For an in-depth intro-
duction, as well as the proofs of the statements that we present as facts, we refer to
Kreyszig’s book [Krez8].

A complex inner product space is a vector space V' over the complex numbers that
is equipped with an inner product. The latter isa map (-,-) : V' x V' — C such that

z,x) >0, and (z,z)=0 <= =0,
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for all vectors x,y, z € V and scalars o € C. Note that the inner product defined
here is linear in its second argument (and conjugate-linear in its first argument),
as is common in physics and quantum information theory. On the other hand, in
mathematical texts it is more common to define the inner product to be linear in its
first argument, see, e.g., [Kre78]. Nonetheless, all statements in [Krez8] still hold
with respect to our definition of the inner product, since both ways of defining the
inner product are the same up to permutation of the arguments.

A complex Hilbert space is a complete® complex inner product space. In this thesis
we will only deal with finite-dimensional complex Hilbert spaces, for which com-
pleteness is automatically guaranteed; this holds because every finite-dimensional
normed space is complete, see, e.g. Theorem 2.4-2 in [Kre78].

Convention 2.34 When we speak about a “Hilbert space” in this thesis, we always
mean a complex Hilbert space of finite dimension.

Convention 2.35 As we will never need the notion of K -linearity for a (sub-)field
K other than C itself, “linear” will always mean “C-linear” in this section.

2.6.1 Dirac’s Braket Notation

>«

We will use Dirac’s “braket” notation, which is common in quantum mechanics. In
this notation, a vector in a Hilbert space H is denoted as

|¥)

and is called a ket vector.

Let #* denote the dual vector space of H. For any vector |¢)) € H, (1| € H* is the
linear functional:

Wl : H — C,
) = (Yl

where (1| is called a bra vector, and (1|) is the inner product (7)), |p)) written
in braket notation (which we will mainly use from now). Hence, by definition it

holds that (||¢) = ().

Furthermore, we define the outer product |)(¢)| for any [¢)), |¢) € H as the linear
operator
o)l = H = H,
) = @)l

Hence, it holds that |p)¥||x) = |©)(¥]x)-

$complete in the metric that is naturally induced by the inner product.
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2.6.2 Operators

For arbitrary Hilbert spaces H and H’, let Hom(#, H') denote the complex vector
space of linear maps H — M’ and let End(7{) denote the complex algebra of linear
operators H{ — H. The elements in End () are also called endomorphisms.® From
here, whenever we write operator in this thesis, we always mean linear operator.

The identity operator, which we denote by Iy, is the unique operator on H such
that for any |¢) € H, it holds that Iy, |¢) = |¢). Note that we omit the subscript of
I, if the Hilbert space on which the identity operator acts is clear from its context.
And, for a Hilbert space named H 4, we will often denote the identity operator as
La.

The adjoint of an operator T' € End () is the unique operator
TH:H —H

such that
(), Tl)) = (TTIp), [9))

holds for all |p), [¢) € H.

The bra of the vector T'|¢) coincides with (¢|T'T, as can easily be verified. As a
consequence, the expression (¢|T'|1)), which can be interpreted as (p|T" € H*
applied to 1)) € H as well as (| € H* applied to T'|¢)) € H, causes no confusion
since both interpretations give rise to the same value by definition of the adjoint.

We recall some special classes of operators. An operator 7' € End(H) is

. normal if TYT = TTH;

. unitary if TTT = TT" = T (implies that T is normal);

. Hermitianif Tt =T (implies that 7" is normal);

. positive semi-definite if (|T|¢)) > 0 for all |[¢p) € H (implies that T is
Hermitian). We also write T > 0;

5. an orthogonal projector it T'T' = T and Tt=T (implies that 7" > 0).

EA OS  S E

°In [Krez8], most statements about operators on normed spaces also cover the infinite-
dimensional case, and as a consequence many statements require an operator to be bounded. Let H
be a Hilbert space (recall that we always mean a finite-dimensional complex Hilbert space). A basic
fact is that every operator ' € End(H) is bounded (see also Theorem 2.7-8 in [Krez8])), in that there
exists a real number c such that for every |z) € H it holds that | T'|z)|| < ¢|||z)||, where || - || is the
norm induced by the inner product.
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Whenever we speak of a projector, we always mean an orthogonal projector. For all
|1)) € H that have norm 1, the operator |¢))(1)| is the orthogonal projector on the
one-dimensional subspace spanned by |¢/) and has rank 1.

Every normal operator has a spectral decomposition.

Theorem 2.36 Let H be an arbitrary Hilbert space and let d denote its dimension.
For every normal operator T' € End(H) there exists an orthonormal basis of H,

{|¢i>}ie[d], such that
T =" Xili)eil,
i€[d]
where the \; € C for i € [d] are the eigenvalues of T. If T' is Hermitian, then all
eigenvalues are real.

In general, the spectral decomposition is not unique. In fact, it is unique (and the
eigenvectors are unique up to multiplication by a complex scalar with norm 1) if
and only if all eigenvalues are distinct. Note that if 7" is positive semi-definite, all
eigenvalues are real and non-negative.

2.6.3 Tensor Products

To be able to compose quantum systems (see next section), we need the notion of a
tensor product.

Definition 2.37 For finite-dimensional complex vector spaces V and W, a tensor
product of V and W is a pair (U, ¢), such that

o U is a finite-dimensional complex vector space and ¢ : V x W — U isa
C-bilinear map.

o For each pair (Z, f) where Z is a finite-dimensional complex vector space
and f : V x W — Z is a C-bilinear map, there is a unique C-linear map
f« : U — Zsuchthat f = f, 002

The latter property is called the universal property of a tensor product. Hence, the
map f., which uniquely corresponds to f and is induced by the universal property,

°The “o” symbol denotes composition of maps.
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makes the following diagram commutative:

VxW—>U

\ I3
f

Z

Remark 2.38 The notion of a tensor product can be defined more generally (e.g.,
over an arbitrary field, or for infinite-dimensional spaces) in the same way as in
Definition However, as we do not need this generality here, we only define
tensor products for finite-dimensional complex vector spaces.

In the remainder of this section, every occurrence of “linear combination” or “linear
extension” should be read as a C-linear combination or extension.

We will now show that a tensor product exists, by giving a natural construction.
From the universal property, it follows that the tensor product is unique, up to a
unique isomorphism. The particular tensor product that we construct below will
be defined as the tensor product of V and W.

For finite-dimensional complex vector spaces V' and W with respective dimensions
dy and dyy, let V @ W denote the quotient space F'(V x W)/ R, where F\(V x W)
is the free C-vector space on V' x W, i.e., the vector space obtained by taking formal
finite linear combinations of elements (v, w) € V' x W, and R is the subspace of
F(V x W) spanned by all elements of the form

(v1 + v2, w) — (v1,w) — (v2,w)
(

a(v,w) — (av,w)

v, w + we) — (v, wy) — (v, W)

a(v,w) — (v, aw)

with v,v1,v9 € V,w,wy,wy € W,and a € C. We will call V' ® W the tensor-
product space of V and W. The dimension of V' ® W is equal to dy - dy.

Forv € V and w € W, the residue class (v, w) + Rin V ® W is denoted by v ® w.
The following properties hold by construction:

L (v1+v)@w= (v @w)+ (v2 ® W)
2. v® (w1 +w2) =v@wy + v & we

3. alv@w) = (av) @w =v® (aw)
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for all v, vy, v9 € V, for all w, wy,ws € W, and for all a € C.
Define

p: VW -=VeW
(v,w) — v w.

Definition 2.39 (V ® W, ¢) is the tensor product of V' and W.

We will make use of the natural isomorphism
¢ : Hom(V, V") @ Hom(W, W') — Hom(V @ W, V' @ W’) (2.2)

for all finite-dimensional complex vector spaces V, V', W, W', given by the linear
extension of

P(A® B)(vew)=Av® Bw

forall A € Hom(V,V’), for all B € Hom(W,W’), for all v € V and for all
we W.

The tensor product H ® H' of two Hilbert spaces H and H' is a finite-dimensional
complex vector space, and we can turn H ® H’ into a Hilbert space by equipping it
with an inner product.” A natural choice for this inner product is given by

(lp) @ |92, [x) ® |w)) = (elx) - (Ylw), (2.3)

for all |p), |x) € H and for all |¢), |w) € H'. By linearity, this extends to all
elements of H ® H/, i.e., elements of the form Y, a;lp;) @ |1;) for ; € C,
|pi) € Hand |¢);) € H' foralli. This inner product has the property that if {|p;) };
is an orthonormal basis for H and {[;)}; is an orthonormal basis for 7/, then
{lpi) @ [;)}i ; is an orthonormal basis for H @ H'.

We will sometimes omit the tensor-product symbol in tensor products between
Hilbert-space elements, i.e., |¢)|1)) for |¢) € H and |¢)) € H' should be read as
the tensor product |p) ® |1).

By the natural isomorphism and by the natural isomorphism C ® C = C
(which follows from a simple argument involving the universal property) it follows
that H*@H"™* = (H®H')* and that the bra vector of an element |p) @ |¢)) € HQH'
is naturally identified with

(p| @ (] € H* @ H™™.

"Recall that completeness is guaranteed since we are in the finite-dimensional case.
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Indeed, the bra vector (¢| ® (1| acts on a ket vector |x) ® |w) € H @ H' as
(el @ (WD) ®w)) = (ellx) © (¥[lw) = (plx) (WP|w).

Similarly, it follows from that End(H) ® End(#') = End(H ® H'), and that
forany A € End(#) and B € End(#H'), A ® B acts on elements from H @ H' as

(A® B)(|¢) @ |4) = Alp) @ Bly)

for any |¢) € H and for any |¢)) € H'. By linearity, this extends to all elements of
HOH.

Finally, note that the natural isomorphism End(H ® H') = End(H) ® End(H')
identifies the outer product (|x) ® |w))({p| ® (¥|) € End(H @ H') with |x)¢| ®
lwXv| € End(H) @ End(H').

2.6.4 Vector and Matrix Representations

For every d € N, let the complex vector space C? be equipped with the standard
inner product

(zly) = Z1y1 + - + Taya
forany |x) = 11 -+ 24]" € Cand |y) = [y1 --- y4]" € CY. From here, we will
view C? as a Hilbert space.

For the sake of clarity of this section, we want to be able to indicate whether elements
from C? should be understood as row vectors or column vectors. Hence, we will
write C%*! when the elements of C% should be understood as column vectors, and
likewise C1*? when the elements of C should be understood as row vectors.

Let H be a Hilbert space of dimension d. Every choice of an orthonormal basis
{|#) }s of H induces the following vector-space isomorphisms

H — Cx! H* — Clxd End(H) — C%4 (2.4)
»1 t1n -+ tiag

o) = | (ol o1 o @ T :
©d tar -+ tad

with ¢; := (i|p) forall ¢ € [d] and with ¢;; := (i|T'|j) forall ¢, j € [d]. The matrix
[tijlije(q is the matrix representation of the operator T" in the basis {|i) };. Note
that the leftmost isomorphism is a Hilbert-space isomorphism."

2 A Hilbert-space isomorphism is a vector-space isomorphism that preserves the inner product,
i.e., for a Hilbert-space isomorphism 7 : H — H’ it holds that (y|7T7|z) = (y|z) forall |z) € H
andall [y) € H'.
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Under these isomorphisms, the bra vector of a ket vector is given by the conjugate
transpose. Furthermore, the respective actions of (1| € H* and T' € End(H)
on a ket vector |¢) € H correspond to standard matrix multiplication, i.e., both
diagrams below commute:

U* x H —2y Clxd  Cdx1 End(H) x H —=— Cdxd x ¢dx!

where the —-arrows are the vector-space isomorphisms given by , and the
down arrows are given by the actions of %4* and End(?) on H, and by standard
matrix multiplication, respectively. Additionally, the outer product |¢)()| can be
understood as the matrix product between |p) and (1.

Let us recall the Kronecker product. For matrices
aiy ... ayyp b1 ... bin
A=|: - :lecCc™ and B=|: - :|eCm™n
arl ... Qg bmi ... bmn
the Kronecker product A ® B is the matrix given by
annB ... ayuB
A®B: : Eckmxén
apB ... awB
Note that the Kronecker product between two vectors follows as a special case.

Let H’ be a Hilbert space of dimension d’. Under the isomorphisms and under
similar isomorphisms induced when fixing a basis for H’, the tensor product can
be identified with the Kronecker product, in the sense that each of the following
diagrams commutes.

H* < H™* ~ (C1><d % (Clxd’

I~ dx1 d’'x1
HxH —— C”* xC ®]
Kronecker * I Kronecker
®J l® product H OH ® product

zlisomorph.

~* Cdd' x1 . )
(7‘[ ®H/)* ~ Clxdd

HOH ———
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End(#H) x End(H') —=— C¥¥d x ¥
®|

End(#) ® End(H') ® promer
Zlisomorph‘
End(H ® H') _~ L dd xdd

In the diagrams above, the isomorphisms marked with a star (x) are induced by
fixing orthonormal bases for 7 and #'. To see this, note that by the natural choice
of the inner product (2.3), choosing orthonormal bases for 7 and H’ immediately
fixes an orthonormal basis for # ® H'. The latter basis, in turn, induces the starred
isomorphisms.

Whenever we fix a Hilbert space H, whose dimension will be denoted as d, the
isomorphisms and the commuting diagrams from this section allow us to
implicitly assume without loss of generality that H = C?*1, that %* = C'*9, and
that End(H) = C4*4,

For a more in-depth treatment of the tensor product, see [Lanos].

2.7 Quantum Systems and Operations

2.7.1 Postulates of Quantum Mechanics

Quantum mechanics is a mathematical model of a physical system. The theory of
quantum mechanics is based on four postulates, from which the rest of the theory
can be derived.

We will state the set of postulates of quantum mechanics in the language of density
matrices.

Definition 2.40 A density matrix p € End(?) on a Hilbert space H is a positive-
semidefinite matrix having trace equal to 1, i.e., p > 0 and tr(p) = 1. The set of
density matrices on # is denoted as D(#)." If a density matrix has rank equal to 1
it is said to be pure, and in this case it can be written as p = |p)(¢|, where |p) € H
has norm 1.

Since positive-semidefiniteness implies normality, any density matrix has a spectral
decomposition. Since by definition the trace of any density matrix equals 1, the
eigenvalues of a density matrix always sum to one.

It is straightforward to verify that this set is convex.
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We will now state the four postulates. We basically follow [NCool], but we have
rephrased the postulates in our language and notation.

1. State: To every quantum system we can associate a Hilbert space H (possibly
infinite-dimensional), the state space, such that there is a one-to-one corre-
spondence between the set of all possible states of this quantum system and
D(H).

In this thesis (as is common in quantum information theory) we restrict to finite-
dimensional quantum systems, i.e., systems with a finite-dimensional state space.

2. Composition: Let A and B be two finite-dimensional quantum systems, with
state spaces H 4 and H g respectively. The state space of the composite sys-
tem AB (also called the joint system) is given by the tensor product of the
individual state spaces, i.e., Hap = Ha ® Hp.

We say that two quantum systems A and B are independent, if the density matrix
pap of the joint system AB can be decomposed as pap = pa ® pB.

3. Evolution: Any evolution of a finite-dimensional quantum system over a
time-interval [tg, t1] is described by a unitary transformation on the state
space of that system that, with respect to time-dependence, solely depends on
the boundary points ¢y and ¢;. For a system with state space H and unitary
U € End(H), let p € D(H) be the state at time ¢. The state at time ¢1, o/, is
given by

P =UpU' € D(H).

4. Measurement: Any measurement on a finite-dimensional quantum system
with state space #H can be described by a collection {M, } ¢ x of operators
M, € End(H) that satisfy the completeness condition: 3", MIM, =1,
for some finite and non-empty set X'. The operators M, are called measure-
ment operators. The index x refers to the possible outcomes of the measure-
ment. When applying a measurement { M, } ,cx to a system with state space
H that is in state p, the probability of obtaining outcome x € X’ is given by

Px(z) = tr(M;mep) forallxz € X, (2.5)

and the state of the system conditioned on having obtained outcome x € X

1S
1
= _—— _M,pM} € D(H) forallz e X. (2.6)
P = Py MeP (H)
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When we say that we apply a unitary Uy € End(# 4) to system A (having state
space ‘H 4) of some joint quantum system A B (with state space H 4 @ H ), we mean
applying the unitary Usp := Ux ® Ip to the joint system. Similarly, when we say
that we measure system A using a (complete) collection of measurement operators
{M 4z }zex where X is a finite and non-empty set and where M4 , € End(H )
for every x € &X', we mean that we measure the joint system using the collection
of measurement operators {MAB’x}xeX, where Map, = My, ® Ip for every
zeX.

2.7.2 States

In general, a state that is described by a density matrix is called a mixture (another
way of saying this is to say that the state is mixed). In case this density matrix is pure,
then we will also call the corresponding state (described by that density matrix)
pure. Any pure state p = |¢)(p| € D(H) may equivalently be described by means
of the ket vector |¢) € H (which has norm 1). Vice versa, any ket vector |p) € H
with norm 1 describes a pure state with density matrix p = |p)p| € D(H). We
will also call a ket vector with norm 1 a state vector. When dealing with pure states,
we sometimes find it more convenient to work with state vectors than with density
matrices.

As a disclaimer, we are sometimes a bit sloppy with the terminology and use the
term “state” not only for the state of a quantum system, but also for the quantum
system itself, as well as for the density matrix representing that state (or for the state
vector, in case the state is pure). This should, however, cause no confusion.

An important density matrix in D(7) is the fully mixed state 11 with d = dim ().

Let H be of arbitrary dimension d, and let {i) };c[4 be an orthonormal basis of H.
A superposition |1p) € H is a pure state of the form

) =D aili)

i€[d]

with a; € Cfor every i € [d] and such that }-;c |o;|? = 1. The coefficients «;
are called amplitudes.

Let [¢)) € H be a state vector. The state vector e?|¢) for any 6 € R represents the
same state as |1)). Indeed, the corresponding density matrices coincide:

(e®1)) (e (y]) = [)Xul.
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2.7.3 Computational and Hadamard Basis

In the context of quantum information theory, the standard basis of H = C% is called
the computational basis. In C?, we denote the basis vectors of the computational

basis as
|0) = [(1]] and |[1) = [ﬂ .

A state on H = C? is called a qubit.

When we write |b) for b = (by,--- ,b,) € {0,1}", we mean the tensor product
b)) ® - -+ ® |b,) € C?", which is a member of the computational basis of C2".

The Hadamard matrix on C2 is defined as follows:

H:= \}i E _11] € End(C?).

The Hadamard matrix is a unitary matrix. For C% where d = 2", the Hadamard
matrix on C? is defined as the n-fold tensor product of H, i.e., H ®n_ which is a
shorthand for H ® --- @ H.

N ——

n times
By applying the Hadamard matrix (of appropriate dimension) to the basis vectors of
the computational basis, we obtain the Hadamard basis (also called diagonal basis),
which is often used in this thesis. On C2, we define

0) +[1)

0) = 1)
AR :

[+) = H|0) = 7

=) = H|1) =

2.7.4 Partial Trace and Purification

Consider a composite system AB with state space H4 ® Hp. When given the
density matrix p 4 g for this system, we can obtain the density matrix of system A
alone, also called the reduced density matrix p 4, by applying the partial trace, i.e.,
pa = trp(pap). We also say that we obtain p4 from p4p by “tracing out” system
B.

Definition2.41 The partial tracetrp : End(Ha®H ) — End(# 4) is the unique
linear functional that satisfies

trp(lea)len)Wal(¥pl) = tra(lea)(Pal @ lep) (V) := (¥slen)|PaXial

forany |@a),|va) € Haand |pp), |¥B) € Hp.



74 Chapter 2. Preliminaries

Definition 2.42 Let H 4 and H  be Hilbert spaces, and let p4 € D(H 4). A pure
state [1)) € Ha ® Hp is a purification of p 4 if

pa = trp([Y)P]).
Proposition 2.43 Every mixed state ps € D(H a) has a purification 1)) € Ha ®
Hp withdim(Hp) < dim(H ).

The proof is by construction.

Proof. Let pa = Y _; Aila;)a;| be a spectral decomposition of p4. Let Hp be a
Hilbert space with dim(H ) = dim(# 4) and let {|b;) }; be an orthonormal basis
for H . We claim that

|[9) = Z Vila)|bi) € Ha® Hp.
is a purification of p4. To show this, we trace out B again:
trp([¥)Xwl) =D v Adlan)bi) D /a1 (i) = 3/ Aidjlaa)[bi) (a;] (b
i j ij
=D\ AiNidijlai)(as] = pa,
ij
thus |¢) is indeed a purification of p4. O

Note that the purification |¢/) is unique up to unitary equivalence: applying an
arbitrary unitary U € End(H ) to system B cannot change the state p4 obtained
by tracing out B.

2.7.5 The Schmidt Decomposition

Every pure state of a bipartite'* system can be decomposed using the Schmidt de-
composition.

Proposition 2.44 Let H 4 and Hp be arbitrary Hilbert spaces, and write d 4 and
dp for their respective dimensions. Let 1)) be an arbitrary pure state on H @ Hp.
Then, there exist orthonormal bases for H o and H p, respectively {|a;) }ic(a,) and
{1b5) }je(dp) an integerr € Nsuchthatr < min(d 4, dp) and positive real numbers
01, ..., 0p satisfying > iy 02 = 1 such that

) = Z oilai)|b;).

1€[r]

“composed of two subsystems.
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A consequence of Proposition [2.44]is the following. For any state [¢)) € Hp, the
reduced density matrices p4 and pp have exactly the same non-zero eigenvalues:

pa=trp([)wl) = D oflaifail and  pp = tra(jU)el) = Y oF[bibil-

ie[r] i€[r]

2.7.6 Quantum Operations

The postulates of quantum mechanics give us all the possible actions that can be
performed on a quantum state. We can also take an alternative viewpoint and study
maps between operators (sometimes called superoperators).

Let H, H’ be Hilbert spaces. A map £ : End(H) — End(H/) is called positive if
E(P) > 0 forany P € End(#) for which P > 0.

For a Hilbert space H 4, let Z4 : End(H4) — End(Ha) denote the identity
superoperator.

Definition 2.45 A completely positive trace-preserving map (CPTP map) is a map
& : End(H) — End(#H') with the following properties:

1. Complete positivity: the map £ ® Zr, is positive for any Hilbert space H p;
2. Trace-preserving: tr(E(T)) = tr(T) forany T € End(H)

By Stinespring’s dilation theorem, any CPTP map can be represented as a unitary
transformation on a larger system, followed by a partial trace. The unitary is applied
to a composition of the input state and an auxiliary, fixed state (usually called ancilla
state) of appropriate dimension.

Theorem 2.46 (Stinespring Dilation, see, e.g., [Pauo2]) Let £ : End(Ha) —
End(Hp) be a CPTP map. Then, there exists a Hilbert space Hp with dim(Hp) =
dim(Ha) and a unitary U € End(Ha ® Hp ® Hpr) such that for any T €
End(Ha)

E(T) = trar(U(T ® |wo)wo|)UT),

where |wo) = 10...0) € Hp @ Hp.

Hence, any CPTP map can be constructed by combining actions that are provided
by the postulates, and, vice versa, any possible combination of those actions corre-
sponds to a particular CPTP map.

Furthermore, the Stinespring dilation theorem implies that a CPTP map is the most
general physically realizable transformation between density matrices. We will also
call a CPTP map a quantum operation.
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No Cloning

The no-cloning theorem is a fundamental result in quantum information theory. It
formally expresses the impossibility of copying an unknown quantum state.

Theorem 2.47 Let H be an arbitrary Hilbert space. There is no quantum operation
€ :End(H) — End(H ® H) such that

E(leXel) = loae) (l (el (2.7)

holds for every |¢) € H.

A state |p) € H can only be cloned in the sense of if it is selected from a known
set of orthogonal states on H.

The following proof is due to Yuen [Yue86].

Proof. Let £ : End(H) — End(H ® H) and |p), [¢) € H be such that
E(leXel) = [o)le)(pl{wl and  E([YXD]) = [) 1) (P [{].

In the remainder, we will show that this implies that |p) and |¢)) either represent
the same state or are orthogonal states.

Let Hr = H. Using Stinespring’s dilation theorem, we can represent £(|¢)(¢|) as

E(lpXel) = trr(Ulp)|ws) |wo) (] {ws | (wo|UT)
= trr(|o) @) x) (el{el(x])
= |p)p) (ol
where U € End(H ® H ® Hpg) is unitary, |wo) = |0---0) € H and |x) € Hrg.

Similarly, we can represent £(|1))(¢]) in this form, where we let | Y') € H g be the
ancilla state after applying U (instead of |x)).

To shorten notation, we proceed our analysis using state-vector notation, which we
may use since our analysis is based on pure states. By focusing on the expressions
inside the partial trace over R, we have the following two equations

U(l@)|wo)lwo)) = [} x), (2.8)
U([¢)|wo)lwo)) = )} IX'), (2.9)

We now take the inner product of both equations, i.e., we first write (2.9)) as

({4 {wo [ (wo DU = (w1 (0o [(X'],
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and subsequently left-multiply the left and right hand side of by respectively
the left and right hand side of the expression above, to obtain

(Wl = (D)) * (X' x)-

This equation is satisfied if ()|p) = 0, i.e., when |1)) and |p) are orthogonal. If
they are not, then we can divide at both sides by (|¢), to obtain 1 = () (x| x),
which is only satisfied when (¥|¢) (x|x’) = exp(if) for 6 € R, which means that
|p) and |1)) represent the same state.

We conclude from this reasoning that only orthogonal states can be cloned, hence a
general cloning operation is impossible. O]

2.7.7 Alternative Descriptions of Measurements

There are several common ways of expressing measurements in quantum mechanics.
We have chosen to express the fourth postulate in terms of “general measurements,”
where the latter is jargon from [NCoo]. In this section, we discuss some of the
alternative descriptions.

A positive-operator-valued measure (POVM) is obtained by setting £, := M; M,
for all =, where {M, }, is a complete collection of measurement operators. The
operators F,, which are positive semi-definite, are called the POVM elements and
the collection { E, },, which obviously satisfies the completeness condition (i.e.,
>z By =1),1s called “the POVM.” Vice versa, every family of positive-semidefinite
matrices that add up to the identity is a POVM, since any positive-semidefinite
matrix E, can always be decomposed as E, = M] M,. Note however that this
decomposition is not unique. By substituting £, := MM, in we see that
the POVM elements determine the probabilities of the outcomes of the measure-
ment. A POVM does not uniquely specify the post-measurement state, by the
non-uniqueness of the decomposition above.

A special case of the general-measurement formalism is the class of projective
measurements, where each measurement matrix is a projector. The completeness
condition implies that these projectors project to mutually orthogonal subspaces,
i.e., for the projective measurement { P, }, it holds that P, P,y = .,/ P, Va, 2.

If x € R holds for every outcome z, then a compact way of representing a projective
measurement is in the form of a Hermitian matrix called observable O, which has
the following spectral decomposition

0= ZxPx.
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A complete projective measurement is a projective measurement where all projectors
have rank 1. Let A be a subsystem of an arbitrary composite system, and denote
the state space of a by 7 4 and its dimension by d. Let B := {[¢;) };c[q be an
orthonormal basis for H 4. When we say “we measure A in a basis B,” we mean a
complete projective measurement, where the projectors are given by P; := |¢; ;]
foralli € [d].

In particular, whenever we say that we measure an n-qubit state in the basis b,
where b = (by,...,b,) € {0,1}" is a bit string, we always mean that we measure
the state qubit-wise as follows: for every i € [n], we measure the ith qubit in the
computational basis (on C?) if b; = 0, and in the Hadamard basis (of C?) if b; = 1.

In case of a pure state, measuring-in-a-basis comes down to representing the state
in the measurement basis. Suppose that we want to measure a state 1)) € C¢ in the
computational basis. Let the representation of |)) in the computational basis be

given by
[¥) =D aslw),

z€|[d]

where a; € C for all z € [d]. Note that we call these coefficients a; amplitudes.
The probabilities of the possible measurement outcomes are given by the (absolute)
squares of the amplitudes, i.e., p; = |z |?. The post-measurement state when
obtaining outcome z is |z).

2.7.8 Entanglement

From the postulates we know that if a density matrix pap € D(H4 ® Hp) can be
written as pap = pa ® pp, then the subsystems A and B are independent. In this
case, we say that the state p4p is a product state. More generally, a state is called
separable if it can be written as a convex combination of product states,

paB =Y &ioai®oBg,

)

where 04, € Haand op; € Hp for all i and where {&;}; is a distribution.’

If a state is not separable, it is called entangled. One of the simplest examples of
an entangled state is the EPR pair |® ) € Ha @ Hp, where Hq = Hp = C?,

' Although we defined a distribution to be a function, here we of course mean that the numbers
&; are non-negative and sum up to one.
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which we define to be'®
1
V2

When measuring the state, the entanglement exhibits itself in the form of a peculiar
phenomenon, which Einstein called “spukhaftige Fernwirkung” (“spooky action at
a distance”). To see this, suppose that Alice measures her subsystem A first, in
the computational basis. Her outcome will be a random bit. Let us suppose Alice
obtained the outcome 0, which means that the joint state has collapsed to |00). Now,
if Bob measures in the same basis as Alice (i.e., the computational basis), he will
get the same outcome. This effect is not limited to the computational basis; it also
occurs for the Hadamard basis,”” which becomes clear if we represent |® 45) in the
Hadamard basis:

1

|®aB) == —=(|00) + [11)).

[®ap) = —=(]00) +[11))

2

1 1
(U0 + D) + =)+ 500 = =D () = =)

Sl =S

1

2(|++>+|——>)-

5

Note that because of symmetry, we may interchange the roles of Alice and Bob in
the discussion above.

A well known application of EPR pairs (or, in general, entangled states) is quantum
key distribution (QKD), which is a protocol for establishing a secret key between
two parties. See Chapter [ for a high-level explanation of QKD, and Chapter [3for a
technical treatment and proof.

2.7.9 Hybrid Systems

A special case of composite systems are hybrid systems, which are systems com-
posed of both quantum and non-quantum (classical) subsystems. A state of such
a hybrid system will be called a cq-state. We often encounter hybrid systems in
quantum cryptography. For example, cryptographic keys are typically represented
as classical subsystems, whereas the adversary’s (quantum) information is described
by a quantum subsystem.

**In the physics literature, an EPR pair is sometimes defined differently, i.e., as %(\Ol) —[10)),
which is also called the singlet state.

When Alice and Bob perform their measurements on a singlet state, they will get opposite
(binary) outcomes for any basis they use, as long as they use the same basis [NCoa].
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Although the behavior of the classical subsystems can be fully described in the
language of probability theory, it is possible and usually more convenient to also use
the density matrix formalism for representing the classical subsystems. Let X be a
random variable over X with distribution Px. The density-matrix representation
of Px with respect to an orthonormal basis {|z) },c for Cl*! is given by

px = Y Px(z)lz)z].
zeX

From Theorem [2.3]it follows that the probabilities Py () coincide with the eigen-
values of px.

Following [Renos], we say that a composite system px g is classical with respect to
{|x) }zex if there exists a collection {pF, } zcx of density matrices on H g such that
px E can be written as

pxe =Y Px(x)lz)z| ® pf.
zeX
Moreover, by saying that px g is classical on H x (or simply: classical on X') we mean
that there exists a basis {|x) } ,cx of Hx such that px g is classical with respect to

{l2)}zex-

Tracing out X from px g yields

pe =trx(pxe) = Y Px(x)ph,
TeX
and the partial trace over a classical system coincides with marginalizing over that
random variable. Furthermore, the fully mixed state on a classical subsystem coin-
cides with the density-matrix representation of the uniform probability distribution
over the corresponding random variable.

For a state px g that is classical on X we say that X is random and independent
from Eif

1
PXE = mﬂx ® pE-
For example, in a cryptographic setting where X represents a classical key and £

the quantum system held by an adversary, the above would mean that the key is
perfectly secret with respect to the adversary.

For an arbitrary state px g that is classical on X, we may condition on any event A
that is defined by Pr[A|X = z] for all z € X with Px(z) > 0, we write this as

pxpa= Y Pxa(@)z)z|® pf.
TEX
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Tracing out X from this state gives

pEa=trx(pxpa) = Y Pxja(@)ph.
rxeX

If A is defined as the event X = z, then we get that pg| 4 = pp|x=2 = PE-

Let pxy E be cq-state of hybrid system XY E with classical X and Y. To express
that the random variable X is independent of the quantum subsystem E when
given the random variable Y, we say that pxy g equals px v« 5, where

pxover =Y Pxy(zy)z)Xz @ [yNy| @ pf. (2.10)
I?y

This notion is called conditional independence and the quantum version above was
introduced in [DFSSo7].

2.7.10 Distance between States

The trace norm of a matrix A is defined as ||Al|; := trv AT A, where VAT A is
the positive semi-definite square root'® of AT A. In case A is Hermitian, then the
trace norm of A simplifies to Y _, |\;|, where \; are the eigenvalues of A. The
trace distance (between states) is the quantum analogue of the statistical distance
(between distributions).

Definition 2.48 The trace distance between two density matrices p,o € D(H) is

defined as §(p, ) == L||p — o|1.

Below, we list a number of important properties, for any p, o € D(H).

Non-negativity: 0 < §(p, 0);

Identity of indiscernibles: 6(p, o) = 0 if and only if p = o3

Symmetry: 6(p, o) = d(o, p);

Subadditivity / triangle inequality: 6(p, o) < d(p,T) + d(7,0) for any 7 €

D(H);

5. Bounded from above: 6(p, o) < 1,withd(p, o) = lifand onlyiftr(pc) = 0
(i.e., when p and o are orthogonal);

6. Unitary invariance: for any unitary U, §(UpUT, UcUT) = §(p, o);

7. Subadditivity w.r.t. tensor products: §(p ® p',0 @ o') < §(p,0) + 0(p/, o)

for any p/, 0’ € D(H'), with “=” if and only if p’ = ¢;

Sl S I

8For a definition of the positive semi-definite square root, see Def. 9.4-1 in [Kre78].
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8. Contractive for partial trace: for bipartite density operators pap,oap €
D(Ha®@Hp),d(trg(pan),tre(can)) < d(pap,oaB)

Note that properties 1-4 imply that the trace distance is a metric.

Similar to the statistical distance, the trace distance can be interpreted as the maxi-
mal distinguishing probability.

Proposition 2.49 [NCoo] Let p,o € D(H). Then,

é(p,o) = max SD(p, q)

where the maximum is over all POVMs on ‘H, and p and q are the distributions of
the outcomes of measuring p and o respectively using { Ey, }.

For two pure states |1)) and |p), the trace distance simplifies to

(), leXepl) = /1 = [{Ple) [,

For two cq-states px g, oxg € D(Hx ® Hpg) with classical X and trg(pxg) =
tI“E(O'XE), it holds that

S(pxp oxp) =Y Px(x) (o, oF).

An important property of the trace distance is that it cannot increase when applying
an arbitrary CPTP map to the states.

Theorem 2.50 Let H be an arbitrary Hilbert space and let p,o € D(H). Let € be
an arbitrary CPTP map on H. Then,

5(E(p), E(0)) < d(p,0)

Proof. By Stinespring’s dilation theorem (Theorem [2.46), any quantum operation
& can be represented as the sequence: (1) composition with an ancilla, (2) unitary
transformation, and (3) partial trace. By subadditivity with respect to tensor prod-
ucts, and the fact that for p and o the same ancilla is added, step (1) does not change
the trace distance. By unitary invariance, step (2) does also not change the trace
distance. By contractivity for the partial trace, step (3) cannot increase the trace
distance. Hence the assertion follows. O]

In quantum cryptography, we often want to express the statistical distance between
some state and another state that models an “ideal” or “desired situation,” for example
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a state of which a subsystem is the fully mixed state and independent from the other
subsystems. For this purpose, we introduce a compact notation.

Definition 2.51 For a density matrix pxg € D(Hx ® Hpg) with classical X, the
distance to uniform of X given F is defined as

unlf(X’E) QHPXE_/)U(X)pEHIa
where py : dlm(HX)

If also E is classical, then dnif (X | E) simplifies to

dunif(X|E) = QZ‘PXE (z,e) — Py(x)Pg(e)|

= ZPE(e) 3 Z | Px|g(x]e) — Py(x)|.
€ x
It is not too hard to show that for a tri-partite system XY E with classical X and Y

unlf X’YE Z PY unlf X‘E Y= )
yeY

From this, the following lemma follows immediately.
Lemma 2.52 For any y: dynit(X|E,Y =y) < dunit(X|Y E)/ Pr[Y = y].

2.8 The One-Time Pad in a Quantum Setting

Proposition 2.53 Let ¢ € N. For any classical random variables M, K over Fé
and arbitrary quantum system E, let S| pyixe — pu ® pu ® pelli < &, where
puiE € D(Hy @ Hix @ HE) and py is the fully mixed state on Hyc. Then, it
holds that

sllosce — pv @ pu @ pel < e
where C := M @ K.

Proof. Follows immediately from Theorem O

2.9 Measures of Uncertainty for Density Matrices

Definition 2.54 Let H be some Hilbert space. For a density matrix p € D(H) the
von Neumann entropy is given by

H(p) := —tr(plog p),
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Equivalently, H(p) = — Y, \i log \;, where \; are the eigenvalues of p. When p is
classical, then the von Neumann entropy coincides with the Shannon entropy.
The following definition of conditional min-entropy is due to [Renos].

Definition 2.55 Let pap € D(Ha @ Hp) and op € D(Hp). The min-entropy of
pAB relative to o g is defined” as

Hpin(paplop) == —loginf{A e R: A4 ® op — pap > 0}.
The min-entropy of pap when given Hp is defined*° as

Hmin(pAB‘B) := sup Hmin(pAB‘o'B)-
oB

When the state p4p is clear from the context, we prefer writing Hpin(A|B) for
Hpin(pap|B) and say “the min-entropy of A given B” If H p is the trivial space C,
we obtain the unconditional min-entropy of p4, denoted as Hyin(p4), or Hyin(A)
if p 4 is clear from its context, which simplifies to

Hmin(ﬂA) = - IOg )‘max(pA)a

where Apax(pa) is the largest eigenvalue of p 4.

For the special case of a hybrid state pxr € D(Hx ® Hg) with classical X, it is
shown in [KRSog| that the conditional min-entropy of a quantum state coincides
with the negative logarithm of the guessing probability conditional on quantum side
information
PgueSS(X‘E) = g\l?ﬁ Z Px (z) tr(MzpF),
I

where the latter is the probability that the party holding H g guesses X correctly
using the POVM { M }, on H g that maximizes pgyess. Thus,

HmiH(X’E) = - logpguess(X’E)- (2.11)
The following proposition guarantees that the “averaging property” of the guessing

probability (which holds by definition in the classical case, see in Section[2.3.2)
still holds when additionally conditioning on a quantum system.

There exist choices for o5 for which theset {A € R: A - 14 ® o — pap > 0} is empty. For
this reason, we define inf @) := cc.

*°If H p has finite dimension (in this thesis, we anyway solely deal with finite-dimensional Hilbert
spaces), then the set D(H g) is compact and hence the supremum can be replaced by a maximum
[Renos].
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Proposition 2.56 For any state pxyr € D(Hx ® Hy @ Hg) that is classical on
X and Y it holds that

Pguess X|YE ZPY Y) Dguess X‘E Y = y)

Proof. First, note that for any matrix M, acting on Hy ® H g, we can always write
My=3%, lyXy'| ® M,}{’y/, where Mé’?y/ acts on H for every z,y,y'. Now, we
write

pguess(X|YE) = ?}?X Z Px (z)tr(Mupy )

= maXZPX Jtr (M, ZPY|X ylz) ly)Xyl @ pg’)

{ My}
— %XZPXY z,y)tr(( ;\v (w| @ M) (ly)y| ® "))
= glvngPXY =) 2 (ol (M o)
= max 3 P (2, )tr (ML)

.y
—ZPY ey ZPX\Y zly)tr (MY pEY)

_ZPY pguess (X|E)Y =y).

O]

We also define the (unconditional) max-entropy of a density matrix. In the literature,
one typically finds two different definitions for max-entropy (i.e., [Renos] versus
[KRSo9]). The following definition satisfies our needs.

Definition 2.57 Let p € D(#H). The max-entropy of p is defined as
Hpax(p) :=logrank(p).

Proposition 2.58 The conditional min-entropy is invariant under local unitaries,
that is, for pap € D(Ha ® Hp) and an arbitrary unitary U with product structure
onHaQRHp, ie, U := Uy ® Up, it holds that

Humin(UpapU'|B) = Hyin(pap|B). (2.12)
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Furthermore, the unconditional max-entropy is unitarily invariant,

Hmax(UAPAUI;) = Hmax(pA)- (2-13)

Proof. To prove it suffices to show that
N-I4®0p—pap >0 = Jolgsuchthat \-I4 ® oy — UpapUT >0
Because U is unitary, it holds that
ANIa®op—pap >0 = UN-Ix®@0p —pap)UT >0
Finally,
UN-Ta®@o0p —pap)UT =X -Ulx @ op)U" — UpapUT

= X\ UAlyUY ® UpopUl, — UpapU?
=XN-I4®0% —UpapUT,

where o’ = UBJBU;.

For (2.13), the claim immediately follows from the fact that a unitary transformation

leaves the eigenvalues of the operator to which it is applied unchanged. O

The following proposition is known as the chain rule for min-entropy.

Proposition 2.59 ([Renos]) The following holds for all papc € D(Ha @ Hp ®
He),
Hpin(A|BC) > Hyin(AB|C) — Hpax(B).

The following shows that removing a classical subsystem only reduces the min-
entropy.

Proposition 2.60 ([Renos|]) The following holds for all paxc € D(HA @ Hx ®
He) with classical X,

Hupin(AX|C) > Huin (A|C).

As a corollary of Proposition [2.59]and [2.60] we obtain a chain rule that we will often
use.
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Corollary 2.61 (Chain Rule for Removing Classical Subsystems) The following holds
forallpaxc € D(Ha ® Hx @ Hc) with classical X,

Hmin(A|XC) > Hmin(A|C) - HmaX(X)'

The following chain rule is particularly useful to prove security in the bounded-
quantum-storage model.

Proposition 2.62 For any p € D(H xy ) with classical X and Y it holds that

Hmln(X|YE) > Hmln(X‘Y) - Hmax(E)-

To prove Proposition [2.62} we will use the following lemma.

Lemma 2.63 For any state pxyr € D(Hx ® Hy ® Hg) that is classical on X
and Y it holds that

Hmin(XE’Y = y) > Hmin(X|Y = y) (2-14)
foreveryy € Y.

Proof. Note that it suffices to show that Amax (0% 1) < Amax(p% ) holds for every
y € ). Because pg(  is classical on X, there exists a unitary U acting on H x such
that 5%, := (U @ Ig)p% 5 (UT @ 1) is classical with respect to the computational
basis {|z) }ycx on Hx with X := [d]. In particular, this means that p% , has
block-diagonal structure:

Pxy(1ly) p¥ 0
Ple=3 Pxy(aly)e)z|@ps? = .
z€ld] 0 Py (dly) o3

Note that because U is unitary, p % ;; has the same eigenvalues as p¥% 5, where these
eigenvalues are given by the union of the eigenvalues of the blocks on the diagonal of
p ¥ - From this we see that the largest eigenvalue of p % 5, (and thus of p% ;) cannot
be larger than the largest eigenvalue of p¥ := trg(p% ) (and thus of p%). O

Proof of Proposition[2.62]. By it is equivalent to show that

pguess(X|YE) < Pguess (X‘Y) 2Hm“x(E).
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Using Proposition we write
Dguess X|EY Z PY pguess X|E Y = y Z PY 2 Humin (XY =y)

< ZPY Hmm(XEIY y) Hm&X(E))

< 2Hrmx ZPY Humin(XIY=y) — 2Hmax( )pguess(X‘Y)v

where the first inequality is Proposition and the second inequality follows by
Lemmal|2.63} Hence, the claim follows. O

2.10 Extractors against Quantum Side Information

A natural generalization of the randomness extraction problem is to allow the side
information, i.e., the random variable Y in Definition [2.24} to be a quantum state.
Definition 2.64 A function Ext : {0,1}" x {0,1}¢ — {0,1}™isa (k,¢) strong
extractor against quantum side information, if for any bipartite quantum system X
with classical X and with Hp,i, (X|E) > k, and for a uniform and independent

seed S, we have
dunif (Ext(X, S)|SE) < e

Note that we find “extractor against quantum side information” a too cumbersome
terminology; thus we just call Ext a (strong) extractor, even though it is a stronger
notion than the standard notion of a (strong) extractor. When necessary, we distin-
guish between the two notions by saying that an extractor is or is not secure against
quantum side information.

A well-known example of a strong extractor (that is secure against quantum side
information) is a two-universal hash function. The parameters of this extractor are
given by the privacy amplification theorem for quantum adversaries due to Renner
and Koénig [RKos].

Theorem 2.65 (Privacy Amplification) Let px g be a hybrid state with classical X.
Let h : {0,1}" x {0,1}¢ — {0,1}9 be a universal hash function, and let S be
uniformly distributed over {0, 1}¢, independent of X and E. Then it holds that

dunis(W(X, S)|SE) < = qu Huin (X[SE) — \/2qus(X|5E).
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At the time of this writing, the state of the art is described in [DPVRog], which
presents an extractor secure against quantum side information with a seed length
that is polylogarithmic in the input length (d = O(log® n)).

2.11  Quantum Identification

In Chapters[qand [5|we present contributions to different aspects of the quantum
identification protocol (QID protocol) from [DESSo7]. In this section, we give an
overview of this protocol.

First of all, let us say in some more detail what we mean by the term “protocol”
A protocol is a specification of a sequence of operations (steps), to be performed
by two or more parties. At the start, the protocol may take (classical or quantum)
inputs, which may be specific for each party. In the following steps, the parties
perform local computations and exchange (classical or quantum) messages. At the
end, the parties produce their outputs. Whenever a party expects a message that
either never arrives or arrives in the wrong format, that party will use a default
message instead and will then continue executing the protocol.

The goal of password-based identification is to “prove” knowledge of a password w
(or some other low-entropy key, like a PIN) without giving w away. More formally,
given a user U and a server S that hold a pre-agreed password w € W, U wants to
convince S that he indeed knows w, but in such a way that he gives away as little
information on w as possible in case he is actually interacting with a dishonest
server S* (who does not know w).

An informal behavioral description of a cryptographic task, such as the one above,
can be formalized as an ideal functionality. In the case of password-based identifica-
tion, the ideal functionality 7 computes the equality function; it takes as inputs the
passwords of U and S, and outputs to S a single bit that tells whether the passwords
are equal or not.

A contribution from [DFSSo7] beyond the QID protocol itself are the formal security
definitions for quantum password-based identification. As shown in [FSog], these
definitions are uniquely determined by the ideal functionality and guarantee a
special form of sequential composability: if QID protocol 7 securely implements
ideal functionality F (according to the definitions given below), then any classical
two-party protocol that makes sequential calls to F remains secure when the calls
to F are replaced by invocations of the QID protocol 7.
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Definition 2.66 (Correctness) An identification protocol is said to be e-correct if,
after an execution by honest U and honest S, S accepts with probability 1 — .

The following two definitions are a bit less obvious. The intuition behind them is as
follows.

In the ideal world,*" a dishonest party (either U* or S*, depending on which of
the two definitions you consider) whose view is independent of the password W
cannot do better than to guess this password, and learn whether this guess was
correct.”> Note that if the guess was wrong, then the dishonest party can discard
this candidate password; if it was right, then there is no security left. It is crucial
that the security definition allows this guessing strategy; otherwise the definition
can never be achieved by any protocol. Let the adversary’s guess be modeled as
the random variable W’. Formally, we can express the final state in the ideal world
(conditioned on that the guess was wrong) as py W’ gjw£w-

In the real world, the parties execute a protocol to emulate the ideal functionality.
We want to show that no matter which strategy the dishonest party has, and when
given all messages exchanged during the execution of the protocol, the dishonest
party can essentially not learn more information about W than the dishonest party
in the ideal world. Formally, this is done by showing that, after the execution of the
protocol, there exists a random variable W’ in the real world for which the joint
state py g, conditioned on the event where W’ # W, is close to the final state
in the ideal world.

Definition 2.67 (User Security) An identification protocol for two parties U, S
is e-secure for the user U against (dishonest) server S* if the following holds: If
the initial state of S* is independent of W, then its state E after execution of the
protocol is such that there exists a random variable W' that is independent of W
and such that

S(Pwwr BElw 2w’ PW W o EW 4w ) < €.
Definition 2.68 (Server Security) An identification protocol for two parties U,
S is e-secure for the server S against (dishonest) user U* if the following holds:

whenever the initial state of U* is independent of W, then there exists a random
variable W’ (possibly L) that is independent of W such that if W # W’ then S

*That is, the ideal setting where the ideal functionality is used.

*?Note that in case the user is the dishonest party, he does not learn the correctness of his guess
directly from the ideal functionality, since the latter only outputs a bit to the server. However, the
dishonest user can typically deduce the correctness of his guess from subsequent behavior of the
server.
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accepts with probability at most €, and if W = W' then S accepts with certainty.??
Furthermore, the common state pyy g after execution of the protocol (including S’s
announcement to accept or reject) satisfies

S(Pww ElW AW PW oW o Ew W) < €.

It is well-known that these definitions cannot be achieved with suitable parame-
ters (i.e., exponentially small €) without making additional assumptions (beyond
trusting the laws of quantum mechanics).

In [DFSSo7], Damgard et al. show the existence of a secure identification protocol
in the bounded-quantum-storage model. The protocol involves the communication
of qubits, and is secure against an arbitrary dishonest server S* that has limited
quantum-storage capabilities and can only store a certain fraction of the communi-
cated qubits, whereas the security against a dishonest user U* holds unconditionally.

In fact, two QID protocols are proposed in [DFSSo7], QID and QID*. The former
is truly password-based but does not protect against a man-in-the-middle attack,
whereas the latter is secure against a man-in-the-middle attack but is not truly
password-based, because U and S need to additionally share a secret high-entropy
key.>*

2.11.1  The Basic QID Protocol

Let C C {0, 1}" be a binary code with minimum distance d, and let ¢ : YW — C be
its encoding function. Let m := |W)|, and typically, m < 2". Let F be the class of
all linear functions from F to %, where £ < n, represented as ¢ x n matrices over
IF5. Note that F = G; with r = ¢, where G; is defined and shown to be universal in
Section Furthermore, let G be a strongly two-universal class of hash functions
from W to F5. When we write H" for any v = (vy, ..., v,) € {0,1}" (recall that
H is the Hadamard matrix on C2), we mean H"! ® - -- @ H"~. QID is shown as
Protocol 4l

We find it convenient to specify protocols in terms of fixed values (instead of random
variables). In the proofs, we then usually switch to random-variable notation. We
will not give the security proofs of QID here, they can be found in [DFSSo7]. Instead,
we describe at a high level how the protocol works and why it provides security.

*The latter clause is not present in [DESSo7], but achieves a more natural ideal functionality, as
pointed out in [FSoo].

*4The high-entropy key is only needed to protect against a man-in-the-middle attack, security
against dishonest U and S only relies on the password and holds even if the dishonest party knows
the high-entropy key.
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1. U selects 2<-{0,1}™ and #<-{0,1}" and sends H’|z) to S.
2. S measures H?|z) in basis ¢ = ¢(w). Let 2’ be the outcome.
3. U selects f(i]: and sends 6 and f to S. Both compute Z,, := {i : §; =
C(’U))Z'}.
. S selects g<—G and sends g to U.
U computes and sends z := f (xz,) ® (
6. S accepts if and only if z = 2’ where 2’ :=

VNN

Jto S
flar ) g(w).

Protocol 2.1: The quantum password-based-identification protocol QID from
[DFSSo7].

The protocol starts with a qubit-communication phase, in which the user sends
BB84-encoded qubits (i.e., random basis states from either the computational or
Hadamard basis) to the server. The server measures the ith qubit for all i € [n]
in the computational or the Hadamard basis, depending on the ith position in a
length-n binary codeword ¢, where this codeword is determined by the password
w.

After this communication phase, where we assume that the server measured (most
of) the qubits upon reception, the user announces the bases in which the qubits
were encoded. At this point, the parties can derive a common raw key by selecting
those positions where their bases coincide, i.e., 7, . For the security of the user, it
will be important that the server can only derive one raw key belonging to a single
choice of w. Note that the bounded-quantum-storage assumption about the server
is crucial here; if the server can delay all measurements beyond the point at which
the user announces the bases, he can measure each qubit in the correct basis, and
subsequently compute a separate raw key for each choice of w.

Next, the user sends a function f randomly chosen from a universal family to the
server, and the server sends a function g randomly chosen from a strongly universal
family to the user. Then, the user sends z := f(z7,) ® g(w) to the server. At the
core of the user-security proof is a lower bound on the min-entropy of zz,, from
the dishonest server’s point of view, which follows from the uncertainty relation
from [DFR" 07]]. The function f performs privacy amplification to this raw key,
resulting in a shorter but almost uniform key f(zz, ). The latter key is used as a
one-time pad such that z will be close to independent from w, regardless of ¢, and
protects the user against a dishonest server.

The purpose of g is to protect the server against a dishonest user. By the strongly
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universal property, the value of g(w) is different for each w with overwhelming
probability, which makes it extremely unlikely that a dishonest user can produce a
valid z for incorrect guesses of w. Furthermore, it guarantees that the accept/reject
decision of the server cannot be exploited by the dishonest user to learn anything
beyond the correctness of his guess for w.

2.11.2 Security against Man-in-the-Middle Attacks

As mentioned above, protocol QID is only proven secure against impersonation
attacks. Moreover, QID is actually insecure in case of a man-in-the-middle attack.
For example, the attacker can measure the first qubit in a fixed basis and forward
the collapsed qubit. If the server subsequently rejects, then the attacker knows
that he inserted an error; hence the first qubit must have been encoded in a basis
opposite to the attacker’s measurement basis. This in turn gives the attacker one bit
of information on w.

The QID protocol that is in addition secure against man-in-the-middle attacks is
called QID™. It is obtained from a noise-tolerant version of QID, by introducing
consistency checks in the qubit communication phase and to additionally authen-
ticate all classical communication. For details about the noise-tolerant version
of protocol QID, see [DFSSo7|. For the high-level discussion here, it suffices to
know that, informally speaking, {syn,} e 7 for some non-empty set 7 is a special
family of syndrome functions that also acts as an extractor: if a randomly selected
syndrome function is applied to a random variable with large enough min-entropy,
then the output will be close to the uniform distribution. This property prevents
leakage of information about w.

The task of authenticating all classical messages can be performed using a standard
information-theoretic authentication code, which requires an authentication key,
which may only be re-used a limited number of times. Hence, when using standard
authentication, the parties need to refresh the authentication key after a fixed
number of protocol executions, e.g., using QKD. The main problem of this approach
is that an attacker can repeatedly enforce the QID and QKD protocols to abort, in
order to let the parties run out of key material. Damgard et al. [DFSSo7] circumvent
this problem by performing the authentication in the following special way such that
the authentication key can be re-used. In Protocol MAC; is an extractor-MAC,
which has the following property. If the message for which the tag is computed
contains sufficient min-entropy conditioned on the adversary’s view, then the tag
is close to uniform when given the key £ and the adversary’s view. Note that the
message is guaranteed to have sufficient min-entropy by including 7. Hence,
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the adversary only learns a very small amount of information about the key from
observing the tag, which allows the honest parties to reuse the key.

1. U selects 2¢<-{0,1}" and #<-{0, 1}" and sends H’|z) to S.

2. S selects a test set 7 C [n] of size ¢ at random, computes ¢ = ¢(w) and
replaces c; for all i € T by random bits, and then measures H|z) in basis c.
Let 2 be the outcome, and let test’ := z/-.

3. Let T := {i : 0; = c(w);}. U selects f<~F and j<J and sends 6, 7,
s :=syn;(zz)and f toS.

4. S selects g<—G and sends g and 7 to U.

5. U computes and sends test := z7, z := f(xz,) ® g(w) and tag* =
MACL(0,7,s, f,g, T, test, z,xz) to S.

6. Srecovers 7 from 2 using test and s, and accepts if and only if (1) tag*
verifies correctly, (2) test coincides with test’ at the positions where the bases
coincide, and (3) z = f(27, ) ® g(w).

Protocol 2.2: The quantum identification protocol QID, which is also secure
against man-in-the-middle attacks. To achieve the latter, it requires an additional
high-entropy key, which is called % here.
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The content of this chapter is based on joint work with Serge Fehr [BF10].
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3.1 Introduction

Sampling allows to learn some information on a large population by merely looking
at a relatively small number of individuals. For instance it is possible to predict
the outcome of an election with very good accuracy by analyzing a relatively small
subset of all the votes. In this chapter, we study the act of sampling from a quantum
population, where we want to be able to learn information on a large quantum state
by measuring only a small part. Specifically, we investigate the quantum version of
the following classical sampling problem (and of variants thereof). Given a bit string
q=1(q1,...,qn) € {0,1}" of length n, the task is to estimate the Hamming weight
of g by sampling and looking at only a few positions within ¢. This classical sampling
problem is well understood. For instance the following particular sampling strategy
works well: sample (with or without replacement) a linear number of positions
uniformly at random, and compute an estimate for the Hamming weight of g by
scaling the Hamming weight of the sample accordingly; Hoeftding’s inequality
(Theorem [2.11) guarantees that the estimate is close to the real Himming weight
except with small probability. Such a sampling strategy in particular allows to test
whether g is close to the all-zero string (0, ..., 0) by looking only at a relatively
small number of positions, where the test is accepted if and only if all the sample
positions are zero, i.e., the estimated Hamming weight vanishes.

In the quantum version of the above sampling problem, the string ¢ is replaced
by a n-qubit quantum system A. It is obvious that a sampling strategy from the
classical setting can be applied to the quantum setting as well: pick a sample of
qubit positions within A, measure (in the computational basis) these sample po-
sitions, and compute the estimate as dictated by the sampling strategy from the
observed values (i.e., typically, scale the Hamming weight of the measured sample
appropriately). However, what is not clear a priori, is how to formally interpret the
computed estimate. In the special case of testing closeness to the all-zero string,
one expects that if the measurement of a random sample only produces zeros then
the initial state of A must have been close to the all-zero state |0) - - - |0). But what
is the right way to measure closeness here? For instance it must allow for states of
the form |g) where ¢ € {0, 1}" has small Hamming weight, but it must also allow
for superpositions with arbitrary states that come with a very small amplitude. In
the general case of a sampling strategy that, in its classical usage, aims at estimating
the Hamming weight (rather than at testing closeness to the all-zero string), it is not
even clear what the estimate actually estimates when the sampling strategy is applied
to an n-qubit quantum system, since we cannot speak of the Hamming weight of
a quantum state. Furthermore, when applying a sampling strategy to a quantum
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population, how should we quantify its accuracy? And, when a definition for this
accuracy has been established, is it actually feasible to compute (good bounds on)
this accuracy? Finally, a last subtlety that is inherent to the quantum setting is
that the execution of a sampling strategy actually changes the state of A due to the
measurements.

3.1.1  Proposed Framework

In this chapter, we present a framework that answers the above questions and allows
us to fully understand how a classical sampling strategy behaves when applied to a
quantum population, i.e., to an n-qubit system or, more generally, to n copies of
an arbitrary “atomic” system. Our framework incorporates the following. First, we
specify an abstract property on the state of A (after the measurements done by the
sampling strategy), with the intended meaning that this is the property one should
conclude from the outcome of the sampling strategy when applied to A. We also
demonstrate that this property has useful consequences: specifically, that a suitable
measurement will lead to a high-entropy outcome; this is useful in particular for
quantum-cryptographic purposes. Then, we define a meaningful measure, sort of a
“quantum error probability” (although technically speaking it is not a probability),
that tells how reliable it is to conclude the specified property from the outcome of
the sampling strategy. Finally, we show that for any sampling strategy, the quantum
error probability of the strategy, as we define it, is bounded by the square root of
its classical error probability. This means that in order to understand how well
a sampling strategy performs in the quantum setting, it suffices to analyze it in
the classical setting. For typical sampling strategies, such as picking the sample
uniformly at random, there are well-known good bounds on the classical error
probability.

3.1.2 Applications

We demonstrate the usefulness of our framework by proposing new and simple(r)
proofs for existing quantum-cryptographic protocols. Furthermore, we think that
our framework can be valuable in other applications as well.

Simple Proof for Quantum Oblivious Transfer from Bit Commitment

The first application is to quantum oblivious transfer (QOT). It is well known that
QOT is not possible from scratch; however, one can build a secure QOT scheme



98 Chapter 3. Random Sampling from a Quantum Population

when given a bit commitment (BC) primitive “for free”* Like QOT, also QBC is im-
possible from scratch; nevertheless, the implication from BC to QOT is interesting
from a theoretical point of view, since the corresponding implication does not hold
in the classical setting. The existence of a QOT scheme based on a BC was suggested
by Bennett et al. in 1991 [BBCSo1];> however, no security proof was provided. May-
ers and Salvail proved security of the QOT scheme against a restricted adversary
that only performs individual measurements [MSo4], and finally, in 1995, Yao gave
a security proof against a general adversary, which is allowed to do fully coherent
measurements [[Yaogs|]. However, from today’s perspective, Yao's proof is still not
fully satisfactory: it is very technical, without intuition and hard to follow, and it
measures the adversary’s information in terms of “accessible information,” which
has proven to be a too weak information measure [BOHL™ o5, RKos, [KRBMo7].

In Section [3.4} we show how our framework for analyzing sampling strategies in
the quantum setting leads to a conceptually very simple and easy-to-understand
security proof for QOT from BC. The proof essentially works as follows: When
considering a purified version of the QOT scheme, the commit-and-open phase of
the QOT scheme can be viewed as executing a specific sampling strategy. From the
framework, it then follows that some crucial piece of information has high entropy
from the adversary’s point of view. The proof is then concluded by applying the
privacy amplification theorem. Note that in [DFL™ 09|, it is shown that the same
kind of analysis is not restricted to QOT but actually applies to a large class of two-
party quantum-cryptographic schemes which are based on a commit-and-open
phase.

Simple Proof for Quantum Key Distribution

In Section [3.5|we discuss our second application, being quantum key distribution
(QKD). Also here, our framework allows for a simple and easy-to-understand
security proof, namely for the BB84 QKD scheme.? Similar to our proof for QOT,
we can view the checking phase of the BB84 scheme as executing a specific sampling
strategy (although here some additional non-trivial observation needs to be made).

"We use BC and OT as short-hands of the respective abstract primitives, bit commitment and
oblivious transfer, and we write QBC and QOT for potential schemes implementing the respective
primitives in the quantum setting.

*At that time, QBC was thought to be possible, and thus the QOT scheme was claimed to be
implementable from scratch.

3 Actually, we prove security for an entanglement-based version of BB84, which was first proposed
by Ekert, and which implies security for the original BB84 scheme.
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From the framework, we can then conclude that the raw key has high entropy from
the adversary’s point of view, and again privacy amplification finishes the job.

As for QOT, also QKD schemes initially came without security proofs, and proving
QKD schemes rigorously secure turned out to be an extremely challenging and
subtle task. Nowadays, though, the security of QKD schemes is better understood,
and we know of various ways of proving, say, BB84 secure, ranging from Shor and
Preskill’s proof based on quantum error-correcting codes to Renner’s approach
using a quantum de Finetti theorem which allows to reduce security against general
attacks to security against the much weaker class of so-called collective attacks. As
such, our proof may safely be viewed as “yet another BB84 QKD proof.” Nevertheless,
it has some nice features: it provides an explicit and easy-to-compute expression
for the security of the scheme (in contrast to most proofs in the literature which
merely provide an asymptotic analysis), it does not require any “symmetrization
of the qubits” (e.g., by applying a random permutation) from the protocol, and it
is technically not very involved (e.g., compared to the proofs involving Renner’s
quantum de Finetti theorem). Furthermore, it gives immediately a direct security
proof, rather than a reduction to the security against collective attacks.

3.1.3 Notation

Throughout this chapter, A denotes some fixed finite alphabet with 0 € A. It is
safe to think of A as {0, 1}, but our claims also hold for larger alphabets. For a
string g = (q1, . ..,qn) € A" of arbitrary length n > 0, the Hamming weight of q
is defined as the number of non-zero entries in ¢: wt(q) := |{i € [n] : ¢; # 0}|.
We also use the notion of the relative Hamming weight of ¢, defined as 7(q) :=
wt(q)/n. By convention, the relative Hamming weight of the empty string L is set
ton(L) := 0. For a string ¢ = (¢1, . ..,qn) € A" and a subset J C [n], we write
q. := (qi)ie for the restriction of ¢ to the positions i € .J.

3.2 Sampling from a Classical Population

As a warm-up, and in order to study some useful examples and introduce some
convenient notation, we start with the classical sampling problem, which is rather
well-understood.

3.2.1 Sampling Strategies

Letq = (q1,...,qn) € A" be a string of given length n. We consider the problem
of estimating the relative Hamming weight 7)(¢) by only looking at a substring ¢; of
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¢, for a small subset ¢ C [n].* Actually, we are interested in the equivalent problem
of estimating the relative Hamming weight 1(g;) of the remaining string q;, where
t is the complement ¢ = [n] \ ¢ of £.5 A canonical way to do so would be to sample
a uniformly random subset (say, of a certain small size) of positions, and compute
the relative Hamming weight of the sample as estimate. Very generally, we allow
any strategy that picks a subset ¢t C [n] according to some probability distribution
and computes the estimate for 1)(g;) as some (possibly randomized) function of ¢
and ¢4, i.e., as f(t, g+, s) for a seed s that is sampled according to some probability
distribution. This motivates the following formal definition.

Definition 3.1 (Sampling Strategy) A sampling strategy U is defined by the triple
(Pr, Ps, f), where Py is a distribution over the subsets of [n], Pg is a (independent)
distribution over a finite set S, and f is a function

f{tv):tcn)ve A} xS R

We stress that a sampling strategy ¥, as defined here, specifies how to choose the
sample subset as well as how to compute the estimate from the sample (thus a more
appropriate but lengthy name would be a “sample-and-estimate strategy”).

Remark 3.2 By definition, the choice of the seed s is specified to be independent
of t,ie., Prg = PrPs. Sometimes, however, it is convenient to allow s to depend
on t. We can actually do so without contradicting Definition [3.1] Namely, to comply
with the independence requirement, we would simply choose a (typically huge)
“container” seed that contains a seed for every possible choice of ¢, each one chosen
with the corresponding distribution, and it is then part of f’s task, when given ¢, to
select the seed that is actually needed from the container seed.®

A sampling strategy W can obviously also be used to fest if ¢ (or actually ¢;) is close
to the all-zero string 0 - - - 0: compute the estimate for 7)(¢;) as dictated by ¥, and
accept if the estimate vanishes and else reject.

We briefly discuss five example sampling strategies. The examples should illustrate
the generality of the definition, and some of the examples will be used later on;
however, the reader is free to skip (some of) them. We start with the canonical
example mentioned in the beginning.

*More generally, we may consider the problem of estimating the Hamming distance of g to some
arbitrary reference string qo; but this can obviously be done simply by estimating the Hamming weight
of ¢ = q— qo.

>The reason for this, as will become clear later, is that in our applications, the sampled positions
within ¢ will be discarded, and thus we will be interested merely in the remaining positions.

¢ Alternatively, we could simply drop the independence requirement in Deﬁnition however,
we feel it is conceptually easier to think of the seed as being independently chosen.
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Example 3.3 (Random Sampling Without Replacement) In random sampling with-
out replacement, k distinct indices i1, . . . , iy, within [n] are chosen uniformly at
random, where k is some parameter, and the relative Hamming weight of q(;, .., }
is used as estimate for 7)(g7). Formally, this sampling strategy is given by ¥ =
(Pr, Ps, f) where Pp(t) = 1/(}) if |t| = k and else Pr(t) = 0, S = {1} and
thus Pg(L) = 1, and f(t,q;, 1) = f(t, ) = n(q).

With the second example, we show that also sampling with replacement is captured
by our definition.

Example 3.4 (Random Sampling With Replacement) In random sampling with
replacement, k indices i1, . . ., i) are chosen independently uniformly at random
within [n], where k is some parameter, and the relative Hamming weight of the
string (¢, , - - - » ¢, ) is used as estimate for 7)(¢;). Note that here i, may coincide
with ¢ for £ # (', in which case (g;, , . . ., g;, ) is not equal to qg;, . ;, 3. To make
this fit into Definition[3.1} we sett tobe {i1, ..., i), },and welet f(t, g, s) be given by
1(qj,, - - -4, )» where ji, ..., ji is determined by the seed s among all possibilities
with {j1,...,jx} = t. It is cumbersome and of no importance to us to determine
the correct distributions Pr and Pg for ¢ and s, respectively; it is sufficient to realize
that random sampling with replacement is captured by Definition

Next, we sample by picking a uniformly random subset (without restricting its size).

Example 3.5 (Uniformly Random Subset Sampling) The sample set ¢ is chosen
as a uniformly random subset of [n], and the estimate is computed as the relative
Hamming weight of the sample ¢;. Formally, Pr(t) = 1/2" for any ¢t C [n], and
S={Ll}and f(t,q, L) = f(t,q) = n(q).

As a fourth example, we consider a somewhat unnatural and in some sense non-
optimal sampling strategy. This example, though, will be of use in our analysis of
quantum oblivious transfer in Section 3.4}

Example 3.6 (Random Sampling Without Replacement, Using Part of the Sample)
This example can be viewed as a composition of Example [3.3)and 3.5} Namely, ¢ is
chosen as a random subset of fixed size k, as in Example so that Pr(t) = 1/(})
for ¢ C [n] with |¢| = k. But now, only part of the sample ¢; is used to compute the
estimate. Namely, the estimate is computed as

f(t g, 8) = n(gs),

where the seed s is chosen as a uniformly random subset s of #; i.e., Pg(s) = 1/2¢
for any s C ¢. Recall from Remark[3.2that the choice of s is allowed to depend on .
We would like to point out that when we use Example[3.6]in Section[3.4} it is useful
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that the restriction to the subset s is part of the evaluation of f, rather than part of
the selection of the sample subset ¢.

In the fifth example we consider another somewhat unnatural sampling strategy,
which though will be useful for the QKD proof in Section 3.5

Example 3.7 (Pairwise One-Out-of-Two Sampling, Using Part of the Sample) For
this example, it is convenient to consider the index set from which the subset ¢ is
chosen, to be of the form [n] x {0, 1}. Namely, we consider the string ¢ € .A*"
to be indexed by pairs of indices, ¢ = (g;;), where i € [n] and j € {0,1}; in other
words, we consider ¢ to consist of n pairs (g;o, ¢;1). The subsett C [n] x {0,1}
ischosenast = {(1,1),...,(n,jn)} where every jj is picked independently at
random in {0, 1}. In other words, ¢ selects one element from each pair (gio, gi1 )
Furthermore, the estimate for 7(¢;) is computed from ¢ as f(t,q:,s) = n(qs)
where the seed s is a random subset s C t of size k.

Example 3.8 (Pairwise Biased One-Out-of-Two Sampling, Using Part of the Sample)
In this example we consider a similar situation as in Example[3.7} except that we now
construct ¢ by sampling every jj according to the Bernoulli distribution (p, 1 —p).
Consequently, we compute the estimate for 7(g;) slightly differently, but we will
make this clear in Section[3.2.3}

3.2.2 The Error Probability

After having introduced the general notion of a sampling strategy, we will define
a measure that captures for a given sampling strategy how well it performs. More
precisely—but still informally—this measure should be the probability that the
difference between the estimate f(¢, ¢, s) and the real value, 1(g;), is smaller than
some given number. For the definition, it will be convenient to introduce the
following notation. For a given sampling strategy ¥ = (Pr, Ps, f), consider
arbitrary but fixed choices for the subset ¢ C [n] and the seed s € S with Pr(t) > 0
and Pg(s) > 0. Furthermore, fix an arbitrary § > 0. Define Bgs(\lf) C A" as

B} (0) = {b e A" : [n(bg) — f(t,be, s)| < 6},

i.e., as the set of all strings ¢ for which the estimate is -close to the real value,
assuming that subset ¢ and seed s have been used. To simplify notation, if ¥ is clear
from the context, we simply write Bg ¢ instead of Bg s (). By replacing the specific
values ¢ and s by the corresponding (independent) random variables 7" and .S, with
distributions Pr and Pk, respectively, we obtain the random variable B% g> Whose
range consists of subsets of .A". By means of this random variable, we now define
the error probability of a sampling strategy as follows.
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Definition 3.9 (Error Probability) The classical error probability of a sampling strat-
egy U = (Pr, Ps, f) is defined as the following value, parameterized by 0 < § < 1:
J - 0
Eclass(qj) T ;Ieli% Pr |:q ¢ BT,S(‘II)} :

By definition of the error probability, it is guaranteed that for any string g € A", the

estimated value is J-close to the real value except with probability at most €%, ().

class
When used as a sampling strategy to test closeness to the all-zero string, €2, (V)
determines the probability of accepting even though ¢ is “not close” to the all-zero
string, in the sense that its relative Hamming weight exceeds 6. Whenever U is
clear from the context, we will write £,___ instead of €%, _ ().

3.2.3 Error Probabilities of the Example Sampling Strategies

We will now analyze the error probabilities for the sampling strategies considered in
Examples3.3|to[3.8(excluding Example[3.4) and we show them all to be exponentially
small by applying Hoeftding’s inequality in a suitable way.

Ex.[3.3t Random Sampling Without Replacement

It follows immediately from Theorem [2.13|that the estimate is §-close to the relative
Hamming weight 7(q) of ¢ except with probability at most 2 exp(—2452k). However,
we want to analyze closeness of the estimate to 7)(g7) (still treating 7" as a random
variable). This can be derived easily as follows. We can write 1(q) = an(qr) +
(1 — a)n(qy), where o := k/n, and thus can see that

1

n(az) = nlar) = 7— (na) — anlar)) —nlar) =

so that
Slinss = max Pr(q ¢ B} g| = maxPr(ln(ar) —nler)| = 0]
= max Prln(a) — n(ar)| = (1-)3] < 2exp(-2(1-a k). (31)
Under assumption of & < n/2, we obtain a simple bound for the latter expression,
s < 2exp(—16%k). (3.2)
We obtain the following bound if we use the bound from [Sery4]:

Eglass = m?x PrHU(Q) - 77(‘1T)| > (1—0&)(5}

252 11252
< 2exp(— A5GHM) = 2exp(— AETT) < 2exp(— 8.
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52kn

—_ 2 2 . . . . .
for k < n/2, because _ 2k(n—k)"é" is convex in k, and — 22 is linear in k£ and
— n(n—k+1) 24+n

equality holds at k = 0 and k = n/2, hence it is a tight linear upper bound.

Ex.[3.4f Random Sampling With Replacement

Computing the error probability for Example 3.4] actually turns out to be tricky.
Although Theorem [2.11)applies and guarantees that the estimate is likely to be close
to 77(¢), showing that the estimate is likely to be close to 77(¢) seems to be non-
trivial here. Since we make no further use of this example sampling strategy, we
refrain from analyzing its error probability.

Ex.[3.5; Uniformly Random Subset Sampling

Note that for any fixed choice k& = |¢|, ¢ is obtained as in random sampling without
replacement. Because ¢ is sampled uniformly at random, the expectation of £ is given
by E[k] = n/2. Hence, by making use of Hoeffding’s inequality (Theorem [2.13), we
can say that for 0 < 3 < 3, Pr[|£ — 1| > 8] < 2exp(—252n).

n

Informally, the idea is to start off with an upper bound on 621388 obtained for
Example [3.3|(the case of sampling without replacement), and transform it into an
upper bound that holds under the assumption that k € [( — 3)n, (3 + 3)n]. Note
that we cannot use the simple bound from Example [3.3) because that result
was obtained under the assumption that & < n/2, and here this assumption does

not hold. Instead, we use bound from Example[3.3}
2
6glauss < 26Xp ( - 2(1 - %) 62k> (3-3)

which does hold for all & € {0,...,n}.

To get an upper bound for (3.3), we replace the occurrences of k by the appropriate
boundary points of the interval [( — 8)n, (3 + 8)n]. Le,,

1
5+ B)n\2
2 exp ( — 2(1 — u) &3 - ﬁ)n) = 2exp (— 2n6%(5 — B)%).
n
To compute £, _ ., we use a union bound to combine the upper bound above, which
holds under the assumption that k lies inside the previously defined interval, with

the upper bound on the probability that k& does not lie in this interval,

< 2exp (083 - 5F) + 2exp(-25%0),
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Setting 3 = &/4 in the expression above yields —nd2(2—3)3 /32 for the exponent of
the first summand, and —n42 /8 for the exponent of the second summand. Because
0<do<1 (Deﬁnition, a suitable upper bound for both exponents is —né? /32.7
This gives the following simpler bound,

‘Sglass < 4exp(—n52/32).

Ex.[3.6f Random Sampling Without Replacement, Using Part of the Sample

From Examplewe know that Pr{|n(gz) — n(qr)| > €] < 2exp(—3£2k), for
k < n/2. Additionally, the selection of the seed s and the computation of f (¢, ¢, s)
can be viewed as applying uniformly random subset sampling to ¢;. Hence, it

follows from Examplethat max, Pr{|n(gr) —n(gs)| > 7] < 4exp(—ky?/32).
Setting 0 = £ + v, and using triangle inequality and union bound, we obtain

8(c$lass = mqax PTHU(QS) - TI(QT)’ > 5}
< min, [2 exp(—1€2k) + dexp(—k(5 — 5)2/32)}
< 6exp(—kd?/50),

where the last inequality follows from setting & = ¢/5 such that the two exponents
coincide.

Ex.[3.7 Pairwise One-Out-of-Two Sampling, Using Part of the Sample

For A = {0, 1}, abound on the error probability €9, __ is obtained as follows. Let g

be arbitrary, indexed as discussed earlier. First, we show that 7(gy) is likely to be
close to n(qr). For this, consider the pairs (g;0, ¢;1) for which ¢;o # ;1. Let there
be ¢ such pairs (where obviously £ < n.) We denote the restrictions of g7 and g5
to these indices 7 with ¢;0 # ¢;1 by ¢r and gy, respectively. It is easy to see that
wt(qr) + wt(gp) = L. It follows that for any € > 0 we have

Pr{[n(qz) — nlar)| = €] = Pr[lwt(qr) — wt(qz)| > ne]
= Pr||wt(qr) — wt(gp)| > ne|] = Pr[|2wt(qr) — £| > ne]
< 2exp (—2 (3—5)2@ = 2exp (—”762 : %) < 2exp (—%6277,) ,

"Note that our goal is to find a short and simple expression, rather than finding the tightest
bound.
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where the third equality follows from replacing wt(gz) by £ — wt(gr), and the first
inequality follows from Hoeffding’s inequality (as each entry of wt(gr) is 0 with
independent probability %).

Furthermore, for any v > 0 we have the following relation involving ¢s:

Pr[n(qr) — n(gs)] > ] < 2exp (—21672) ,

which follows from directly applying Hoeftding’s inequality. Applying the union
bound and letting § = € + ~, we obtain

‘gglass - m(?‘X PYUU(QT) - 77(%‘)‘ > 5]

< i o (-] + o (26 )

2knd? 152
<4exp <_(2¢E+ﬁ)2) <4dexp ( 30 k) ,
where the last line follows from choosing € such that the two exponents coincide,
and from doing some simplifications while assuming k& < n/2.

Ex.[3.8} Pairwise Biased One-Out-of-Two Sampling, Using Part of the Sample

It will be convenient to define the index set ¢ as the union of two subsets, tg C
[n] x {0} and ¢; C [n] x {1}. Note that the complements of these subsets should
now be understood as tg = ([n] x {0}) \tpand t; = ([n] x {1}) \ t1. Lettp and ¢;
be constructed as follows. We first sample a set  C [n]; for each element of [n], we
include it in £ with probability p. Then, ty := £ x {0} and t1 := ([n]\ ) x {1}. Like
t, the seed s is also defined as the union of two randomly chosen sets, s = sg U s1,
where so C tp and s; C t1.8 These sets have fixed size; for a parameter k € N,
[so| = % and |s1| = g Now, the estimate for 7(q;) is computed as f (¢, g, s) =
~ (Ifol n(gse) + 11 m(gsy))-

We need to show that 7(g7) is likely to be close to 1(gg). Because we compute
an estimate for 7(¢) as a function of 1(gs,) and 1(gs, ), we will first show that
(with high probability) n(qr,) =~ 1(gs,) and n(gr,) =~ n(gs, ). Then, we argue that
n(qr,) = n(qr,) and (g7, ) ~ 7(qr, ), from which we can also conclude (using
the union bound) that 7(q,) ~ 1(gs,) and n(gz) ~ 1(gs,)- Finally, we apply
the union bound again and combine the two bounds to obtain an upper bound for
Pe[ln(ar) — L(1Tol n(aso) + Ti] n(as,)| > 5.

8 Again, Remark applies.
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The first step in the proof follows directly from Hoeftding’s inequality,

Pr(In(gn,) — n(gso)| > 7] < 2exp (=2|S0l?) = 2exp(—ka?), ¥y > 0.

Trivially, this bound also applies to the relation between 7(qz, ) and n(qs, ), if we
substitute appropriately. The second step, showing that 1(Tp) (respectively n(T})) is
likely to be close to 7(7p) (resp. 1(71)), is slightly more involved. Namely, although
the sum of the sizes of Ty and 77 is constant (to be precise, | Ty| + |T71| = n), their
individual sizes are random. In Example [3.5|we have already encountered a similar,
though not identical, situation: Example 3.5|considers uniformly random one-out-
of-two sampling whereas here we analyze one-out-of-two sampling according to a
Bernoulli (p, 1—p) distribution. Nonetheless, it is straightforward to generalize the
error-probability analysis for Example [3.5/to this (more general) case.

Let X := |Tp|. The expectation of X is given by E[X| = np. Let £ be the event

that X € [(p — B)n, (p + B)n], for 8 > 0. From Hoeffding’s inequality, we known
that Pr[€] = Pr[|& — p| > ] < 2exp(—2/3%n). Like in Section we find an
upper bound that holds conditioned on the event &, by substituting the boundary
points of the interval used to define £ in (3.3)),

2
Pr(n(qr,) — nlag,)l > 6| €] < —2(p — B)n (1 _ (PJFnﬁ)”)

=2exp(—2nd*(1—p— B)*(p — B)).

Next, we apply the union bound to show that for 0 < e <y

> €]

Pr[\n(qfo) —n(gs,)
< 2exp(—2ne*(1—p— B)*(p — B)) + 2exp (—k‘(v — 6)2) .

By substituting p by 1 — p in the expression above, we also obtain

> | €]

Pr{|n(ar,) - n(gs,)
< 2exp(—2ne*(p — B)*(1 —p — B)) + 2exp (—k‘(7 — 6)2) .

Finally, we combine the two bounds and we get rid of the conditioning on £ by
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adding Pr[€]. Forany § > 0 and 0 < € < §, we may write
Eglass (|T0| 77(980) + |T1| U(qsl))‘ > 6]
= max Pr{[wt(qz) — |To| TI( o) + 71l n(as,)| = nd]
(aso) +1T1] n(gs,)| = (|Tolé + |T1]9)]

— max Pr[Jn(az) -

ngxpr[\wt(q ) — |To|n

> 4]

< max Pr(|n(az,) - nlasy)| = 3] + Prl|n(ar) — n(as,)

< 2exp(=2ne*(1 —p = B)*(p = B)) + 2exp(=2n*(p — B)*(1 = p — )
+ 4exp (—k(5 — 6)2) + 2exp(—24°n).

3.3 Sampling from a Quantum Population

In this section, we apply a sampling strategy to a quantum population and study its
behavior. More specifically, let A = A; - - - A,, be an n-partite quantum system,
where the state space of each system A; equals H 4, = C? with d = |.A|, and let
{|a)}qe be a fixed orthonormal basis of C¢. We allow A to be entangled with
some additional system E with arbitrary finite-dimensional state space H . We
may assume the joint state of AE to be pure, and as such be given by a state vector
lpar) € Ha @ Hp; if not, then it can be purified by increasing the dimension of
HEe.

Similar to the classical sampling problem of testing closeness to the all-zero string,
we can consider here the problem of testing if the state of A is close to the all-zero
reference state | %) = |0) - - - |0) by looking at, which here means measuring, only
a few of the subsystems of A. More generally, we will be interested in the sampling
problem of estimating the “Hamming weight of the state of A,” although it is not
clear at the moment what this should mean. Actually, like in the classical case, we
are interested in testing closeness to the all-zero state, respectively estimating the
Hamming weight, of the remaining subsystems of A.

It is obvious that a sampling strategy W = (Pr, Pg, f) can be applied in a straightfor-
ward way to the setting at hand: sample ¢ according to Pr, measure the subsystems
A; with i € t in basis {|a) }4c4 to observe ¢; € Al'l, and compute the estimate as
f(t, g, s) for s chosen according to Pg (respectively, for testing closeness to the
all-zero state, accept or reject depending on the value of the estimate). However,
it is a-priori not clear, how to interpret the outcome. Measuring a random subset
of the subsystems of A and observing 0 all the time indeed seems to suggest that
the original state of A, and thus the remaining subsystems, must be in some sense
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close to the all-zero state; but what is the right way to formalize this? In the case
of a general sampling strategy for estimating the (relative) Hamming weight, what
does the estimate actually estimate? And, do all strategies that perform well in the
classical setting also perform well in the quantum setting?

We will give a rigorous analysis of sampling strategies when applied to an n-partite
quantum system A, which will in particular answer the questions raised above.
Later in the chapter, we demonstrate the usefulness of our analysis of sampling
strategies for studying and analyzing quantum-cryptographic schemes.

3.3.1 Analyzing Sampling Strategies in the Quantum Setting

We start by suggesting the property on the remaining subsystems of A that one
should expect to be able to conclude from the outcome of a sampling strategy. A
somewhat natural approach is as follows.

Definition 3.10 For system AF, and similarly for any subsystem of A, we say that
the state | 4g) of AFE has relative Hamming weight 3 within A if it is of the form
lpap) = |b)¢r) with b € A™ and n(b) = 3.

Now, given the outcome f (¢, ¢, s) of a sampling strategy when applied to A, we
want to be able to conclude that, up to a small error, the state of the remaining
subsystem Az FE is a superposition of states with relative Hamming weight close to
f(t, g, s) within A;. To analyze this, we extend some of the notions introduced in
the classical setting. Recall the definition of Bg > consisting of all strings b € A"
with |n(b;) — f (¢, bs, s)| < 0. By slightly abusing notation, we extend this notion
to the quantum setting and write

span(BJ,) := span({[b) : b € BJ,}) = span({|b) : [n(b;) — F(t.bi, )] < 3}).

Note that if the state | o) of AFE happens to be in span(Bgs) ®H g for some t and
s, and if exactly these ¢ and s are chosen when applying the sampling strategy to A,
then with certainty the state of A;E (after the measurement) is in a superposition
of states with relative Hamming weight d-close to f(t, ¢;, s) within Ay, regardless
of the measurement outcome ¢;.

Next, we want to extend the notion of error probability (Definition to the
quantum setting. The following approach turns out to be fruitful. We consider the
hybrid system T'S AFE, consisting of the classical random variables 7" and S with
distribution Prg = PrPg, describing the choices of ¢ and s, respectively, and of
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the actual quantum systems A and E. The state of T'SAF is given by

prsae = Y Prs(t,s)|t, s)t,s| © |pap)pan|.

t,s

Note that 7'S is independent of AE: prsar = prs ® pag; indeed, in a sampling
strategy ¢ and s are chosen independently of the state of AE. We compare this real
state of 'S AE with an ideal state which is of the form

ﬁTSAE = Z PTS(tv S)‘ta S><t7 S’ ® ’@%SEXSZ?;E (34)

t,s

where |05 ;) € Span(B;is) ® HE for all (¢, s) and for some given § > 0. Thus, T’
and S have the same distribution as in the real state, but here we allow AE to depend
on T and S, and for each particular choice ¢ and s for 7" and S, respectively, we
require the state of AF to be in span(Bg <) @ H. Hence, in an “ideal world” where
the state of the hybrid system T'S A E is given by prsag, it holds with certainty that
the state |4, ) of A7, after having measured A; and having observed ¢, is in
a superposition of states with relative Hamming weight d-close to 8 := f(t, ¢, s)
within A;. We now define the quantum error probability of a sampling strategy by
looking at how far away the closest ideal state prs4p is from the real state prgag.

Definition 3.11 (Quantum Error Probability) The quantum error probability of a
sampling strategy W = (Pr, Pgs, f) is defined as the following value, parameterized
by0 << 1:

5és,luant(\:[j) = Imax max ~min %HPTSAE - ﬁTSAEHla

He |0AE) prsar

where the first max is over all finite-dimensional state spaces H g, the second max
is over all state vectors |pap) € Ha ® Hp, and the min is over all ideal states

prsAE asin (3.4).°

As with Bg sand €, we simply write sguant when W is clear from the context.

We stress the meaningfulness of the definition: it guarantees that on average over

the choice of ¢ and s, the state of A;F is sguam—close to a superposition of states

with Hamming weight 0-close to f(¢, g¢, s) within Ay, and as such it behaves like a

superposition of such states, except with probability 5guant. We will argue below and

demonstrate in the subsequent sections that being close to a superposition of states
with given approximate (relative) Hamming weight has some useful consequences.

°It is not too hard to see, in particular after having gained some more insight via the proof of
Theorem|3.13below, that the minimum and maxima exist.
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Remark3.12 Similarly to footnote[4} also here the results of the section immediately
generalize from the all-zero reference state |0) - - - |0) to an arbitrary reference state
|©%) of the form |¢%) = U1]0) ® - - - @ U, |0) for unitary operators U; acting on
C?. Indeed, the generalization follows simply by a suitable change of basis, defined
by the U;’s. Or, in the special case where A = {0, 1} and

%) = HO|2) = H'|21) @ - @ H™"| &)

for a fixed reference basis f € {0,1}" and a fixed reference string 2 € {0,1}", we
can, alternatively, replace in the definitions and results the computational by the
Hadamard basis whenever §; = 1, and speak of the (relative) Hamming distance to
2 rather than of the (relative) Hamming weight.

3.3.2 The Quantum vs. the Classical Error Probability

It remains to discuss how difficult it is to actually compute the quantum error

probability for given sampling strategies, and how the quantum error probability

eguant relates to the corresponding classical error probability %), _ . To this end, we
0

show the following simple relationship between £,,,,,; and el

class*

Theorem 3.13 For any sampling strategy ¥ and for any § > 0:

Z'fguant (‘II) < 8glass (\IJ) .
As a consequence of this theorem, it suffices to analyze a sampling strategy in the
classical setting, which is much easier, in order to understand how it behaves in the
quantum setting. In particular, sampling strategies that are known to behave well
in the classical setting, like examples|3.3/to[3.7} are also automatically guaranteed to
behave well in the quantum setting. We will use this in the application sections.

Our bound on Eguant is in general tight in the following sense.

Proposition 3.14 There exist natural sampling strategies for which equality holds in

Theorem

Later in this section, we will characterize this class of sampling strategies (which
turns out to contain Example[3.3]and Example[3.7) and prove the proposition.

Proof of Theorem We need to show that for any |pag) € Ha ® Hg, with arbi-
trary H g, there exists a suitable ideal state p7g 4 g such that % lprsae—prsael <
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€9).s- We construct prgag as in 1i , where the |¢% )’s are defined by the fol-
lowing decomposition.

\par) = (Fiplear)|@is) + (P3Elpar)|P4E),
with |35 ) € span(By,) @H e, |§5g) € span(By,) " @Hp and (P p|oap)*+

(P45 ]par)|? = 1. In other words, | #'5 ) is obtained as the re-normalized projec-

tion of | 4 E) into span(Bt s)®H . Note that (3% .4)|? equals the probability
Pr[Q¢ B 5], where the random variable () is obtained by measuring subsystem A
of o ap) in basis {|a) }2,. Furthermore,

> Prs(t,s) |<<ﬁif$|<ﬁAE>l2 = ZPTS t,s) PrlQ¢ B),] = Pr[Q¢ B} s

= ZPQ Prlq¢ B} o],

where by definition of £9__, the latter is bounded above by %, . From elementary
properties of the trace distance, and using Jensen’ inequality, we can now conclude
that

Ylorsa = prsaslh = 3 Prs(t, 9)3||lpas)eas] - 185X @50

t,s

= ZPTS(t, s)\/l — (% Elpar)|? = ZPTS(ta s)|(PiElpar)|

\/Z PTS t 5)|<90t8L’90AE>|2 < V E(C;lass’

which was to be shown. O

As a side remark, we point out that the particular ideal state prg4p constructed in
the proof minimizes the distance to p7s4p; this follows from the so-called Hilbert
projection theorem.

The Tightness of Theorem3.13]

We show here that in general the inequality from Theorem [3.13|is tight. Specifically,
we specify a natural class of sampling strategies for which Theorem[3.13]is an equality.
Informally, this class consists of sampling strategies that behave in exactly the same
way if the randomized choices 7" and S are replaced by fixed choices ¢, and s,
and instead the coordinates of ¢ are shuffled by means of a uniformly random
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permutation (chosen from a subgroup of all permutations). The formal definition
is given below, but let us point out already here that Example [3.3| as well as the
QKD sampling strategy discussed in Example 3.7 belong to this class. Indeed, for
Example 3.3} instead of choosing a random subset 7" of size k one can equivalently
choose a fixed subset and randomly permute the positions of g. And, similarly for
Example[3.7] instead of choosing left or right from each pair (o, ;1) at random and
then choosing a random subset of size £ of the selected g;;’s, one can equivalently fix
these choices and swap each pair (g;0, g;1) with probability % and apply a random
permutation to the first index.

Let S, denote the symmetric group of degree n, i.e., the group of permutations
on [n]. Forany 7 € S, and ¢ = (q1,...,qn) € A", we write 7q to express that 7
permutes the positions of the elements of ¢, i.e., 7q¢ = (%*1(1)7 e Qrei(y)- Y
is a set of strings ¢ € A", then 7)) means that the permutation 7 acts element-wise
on V.

Definition 3.15 (G-Symmetry of a Sampling Strategy) Let ¥ be a sampling strategy,
let G' be a subgroup of S),, where n is the size of the population to which W is
applied, and let II be a random permutation, uniformly distributed over G. We call
U G-symmetric, if there exist t, C [n] and s, € S such that

(n(az), fF(T,qr,S)) ~ (n((g)z,), f(to, (1g)s,, 5o))

where “~” means that the pairs have the same probability distribution.

A direct consequence of this definition is the following relation, which we will apply
later in this section.

Bps={a€{0.1}" : In(az) — f(T,qr,S)| < 6}
~{g € {0,1}" : [n((Mq),) — f(to, (Ma)e,, s0)| < 8} =T "By ..

We can now rephrase Proposition and prove it.
Proposition 3.16 For any G-symmetric sampling strategy U2, and any § > 0:
) symy ) sym
Equant (\I/G ) - 6c]ass(\:[lG )
Proof. We need to show that there exists a system F and a state |p4x) such that
%HPTSAE — PTSAE H% = Eglass for prgap that minimizes the left hand side. As

pointed out after the proof of Theorem [3.13} the particular construction of prsar
used in the proof of Theorem does minimize % lorsae — prsae||1- Hence, it
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suffices to show that there exists a system E and a state | 4z) (that depends on G)
such that

2
_ (.5) ~
slprsae — prsaell 2 |> Prs(t, s)[{0ael@5E)]
t,s
(3.6) P ~tsly2 37) 6
- Z Ts(t7s)‘<(PAE‘90AE>| = Eclass*
t,s

where prgar and |<,0t8L) are constructed as in the proof of Theorem The
derivation of equality (3.5) can be found in the proof of Theorem[3.13} The outline of
the remaining part of the proof is as follows; we first present a candidate for | 4x)
and then we show that equalities (3.6) and (3.7) do indeed hold for this state.

We choose E to be empty. Furthermore, we define
lpar) = \ﬁ > Imq)
meG

where ¢* is such that Pr[¢* ¢ B2 ¢] = £, It follows from the projection
construction for prgap that

1
~ts | *
@%E) = Z |7Tq >a

|Ht,s‘ TEH, s

where H; s C G,ie, Hy s :={m € G:mq" ¢ B;is}.

To prove equality (3.6), we need to show that the inner product |(p 4x|@¢%5)| is in-

dependent of t and s. Because | o) is a uniform superposition over permutations
of ¢* and |@%%) is a renormalized projection of | 4f), we can easily compute this
inner product,

(0arl 55| = |Hyal/\/IG] - | Hesl = \/[Hysl /1G],

It suffices to show that |H; 4| is independent of (¢, s). It follows from the G-
symmetry that there exists a 7 such that Bg s = ﬂBfmSo. Furthermore, let I1
be a random permutation, uniformly distributed over G. By definition of H; ; and
because II is uniformly distributed over G, we may write

[Hys| = |G| - Pr[llq" ¢ BY ]
=G| - Prlg" ¢ I 'nBy | =G| -Prlg" ¢ I7'By . ], (38)
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where the last expression is clearly independent of (¢, s).

Now, let us focus on equality (3.7). We derived in the proof of Theorem [3.13] that
Yis Prs(t, s) eapl@%E) 1> = X, Po(q) Prlq¢ Bf g, where the random vari-
able () is obtained by measuring subsystem A of | 4g). By definition of | 4x),
Py (q) > 0 only for g of the form 7¢* for some m € G. Hence, to prove equality
1) we have to show that for any 7 € G, Pr{r¢* ¢ B% 5] = €%, This follows
directly from the G-symmetry,

Pr[rg* ¢ B)g] = Pr[rg* ¢ ' B, | = Prlg* ¢n 'TI71BY ]

to,So
=Prlg"¢1T 'B] , | = Prl¢" ¢ B} g (3.9)
Finally, note that and rely on the group structure of G. O

3.3.3 Superpositions with a Small Number of Terms

We give here an argument why being close to a superposition of states with a
given approximate Hamming weight may be a useful property in the analyses of
quantum-cryptographic schemes. For simplicity, and since this will be the case
in our applications, we now restrict to the binary case where A = {0,1}. Our
argument is based on the following lemma, which follows from Lemma 3.1.13
in [Renos]|; for completeness, we give a direct proof of Lemmabelow as well.
Informally, the lemma states that measuring (part of) a superposition of a small
number of orthogonal states produces a similar amount of uncertainty as when
measuring the mixture of these orthogonal states.

Lemma3.17 Let A and E be arbitrary quantum systems, let {|i) }icr and {|w) }wew
be orthonormal bases of H 4, and let | a) and p'% be of the form

loap) =Y ili)leh) € Ha®@Hp and phE = |ai’iXi] @ |5 )0kl
ieJ ieJ
or some subset J C 1. Furthermore, let py p and p™%, describe the hybrid sys-
P PWE Yy )

mix

tems obtained by measuring subsystem A of |pap) and p'} 5, respectively, in basis
{|w) }wew to observe outcome W. Then,

Huin(pwe|E) > Huin (o | E) — log | J| .

The main tool to prove this lemma is the Cauchy-Schwarz inequality.
Theorem 3.18 (Cauchy-Schwarz Inequality) Let H be a Hilbert space. Then,

{pl0)? < (plo) (@) Y]e), ) € H.
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A proof can be found in any standard textbook on functional analysis. For a proof
written in Dirac’s braket notation, see [NCool Box 2.1].

Proof of Lemma[3.17] We will show that |.J|p{%; > pw g It then follows that for
any density matrix o g and for any non-negative h € R
Iw @ op — pwe > 27"J| - Iw @ o — |J|pitE

= 712" Iw ©@ o5 — PE)

9—(h—log|J])

so that if the right-hand side is positive semidefinite then so is the left-hand side.
The claimed bound Huin (pwE|E) > Hmin(p55%| E) — log | J| then follows by the
definition of the min-entropy.

Writing out the measurements explicitly yields

pwe = Y (lw)Xw| @ Lp)|lpae)parl(|wiw| @ Ip)
wew

= > X adglw)(wli){jlw)(w] © lpp) ek

weWi,jeJ

and

P = _loal* Y [(wl|i)Plw)w] @ [ok)eil.

e wew

We want to show that (¢|(].J|p% — pwr)|€) > 0forall |€) € Ha ® Hp. By the
Schmidt decomposition, we may write [£) = >, )y Buw|w)|¥}), where [¢%) €
HEg forallw € W.

(ElpwEle) = D BuBa Y iy (vlw)(wli){jlw)(wle) ® (Vi) (0 vE)

v,w,tEW i,je€J

= Y 1Bul? Y asag(wli) (jlw) @ (WBle%) (v )

weW i,j€J

= > 18l (X astwlidwilek)) (3 a;(ilw)ehlvs)

weW ied jeJ

= 3 1Bl X autwlidivleh)|

)
wew i€

and
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(ElPWEIE) = D BoBa D laal*[{wld) [ (v|w) (w]z) (Wl ) (s 1V E)

v,w,ce€W ieJ

= > 1Bul D il {wl) P (WElos) (PalvE)

wGW e

> 5 3 I8l | el Whlek| = riclowse)

wew

where the inequality follows from Cauchy-Schwarz inequality (Theorem [3.18).
Hence, the operator | J|pll%, — pw g is positive semidefinite and the claim fol-
lows. O

We apply Lemma 3.17]to an n-qubit system A where |45 is a superposition of
states with relative Hamming weight -close to /5 within A:*°

loag) =Y. bk

be{0,1}7"

In(b)—B|<é
It is well known that |[{b € {0,1}" : |n(b) — 8] < 6} < |{b € {0,1}" : n(b) <
B+ 6}| < 27h(B+9) for B 4§ < 1, where the function A is the binary entropy
function.”

Since measuring qubits within a state |b) in the Hadamard basis produces uniformly
random bits, we can conclude the following.

Corollary 3.19 Let A be an n-qubit system, let the state |0 g ) of AE be a superpo-
sition of states with relative Hamming weight 0-close to 3 within A, where f+6 < %,
and let the random variable X be obtained by measuring A in basis H{|0), |1)}*"
for6 € {0,1}". Then

Hpin(X|E) > wt(0) — nh(5+59).
Consider now the following quantum-cryptographic setting. Bob prepares and

hands over to Alice an n-qubit quantum system A, which ought to be in state
|©%) = 10) - - - |0). However, since Bob might be dishonest, the state of A could

°System A considered here corresponds to the subsystem A7 in the previous section, after having
measured A; of the ideal state.

"There exists a corresponding upper bound for the cardinality of a g-ary Hamming ball (with
arbitrary ¢), expressed in terms of the so-called g-ary entropy function; we do not elaborate on this
here, since we now focus on the binary case.
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be anything, even entangled with some system E controlled by Bob. Our results
now imply the following: Alice can apply a suitable sampling strategy to convince
herself that the joint state of the remaining subsystem of A and of E is (close to) a
superposition of states with bounded relative Hamming weight. From Corollary[3.19}
we can then conclude that with respect to the min-entropy of the measurement
outcome, the state of A behaves similarly to the case where Bob honestly prepares
A to be in state [p%). By Remark[3.12} i.e., by doing a suitable change of basis,
the same holds if %) = H?|#) for arbitrary fixed 8, 2 € {0, 1}", where wt(6) is
replaced by the Hamming distance between 0 and . We will make use of this in
the applications in the upcoming sections.

3.4 A Security Proof for Quantum Oblivious Transfer

In a (one-out-of-two) oblivious transfer (OT) Alice sends two messages, mg, m; €
{0, 1}* to Bob. Bob may choose to receive one of the two messages, ... The security
requirements demand that Bob learns no information on the other message, m1_.,
while at the same time Alice remains ignorant about Bob’s choice bit c.

Back in 1991, Bennett et al. proposed a quantum scheme for OT, i.e., a QOT
scheme [BBCSoq1]. The scheme makes use of a bit commitment (BC), which at
that point in time was believed to be implementable with unconditional security by
a quantum scheme. Bennett ef al., however, merely claimed security of their scheme
without providing any proof. In 1994, Mayers and Salvail proved the QOT scheme
secure against a limited class of attacks [MSo4], and, subsequently, Yao presented a
full security proof without limiting the adversary’s capabilities [Yaogs]. However,
Yao's proof is lengthy and very technical, and thus hard to understand. Furthermore,
security is phrased and proven in terms of accessible information, of which we now
know that it is a too weak information measure to guarantee security as required.

Here we show how our sampling-strategy framework naturally leads to a new
security proof for Bennett et al.’s QOT scheme. The new proof is simple and
conceptually easy-to-understand, and security is expressed and proven by means of
a security definition that is currently accepted to be “the right one” Furthermore,
it allows for an explicit bound on the imperfection of the scheme for any set of
parameters (number of transmitted qubits, length of messages etc.), rather than
merely providing an asymptotic security claim. Nowadays, we of course know that
BC (as well as QOT) cannot be implemented with unconditional security by means
of a quantum scheme: QBC is impossible [Mayg7,[LCg7]. As such QOT cannot be
instantiated from scratch. Nevertheless, the existence of a QOT scheme based on a
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(hypothetical) BC is still an interesting result, since in the non-quantum world, a
BC alone does not allow to implement OT.

Below, we describe Bennett et al.’s QOT scheme (with some minor modifications),
which we denote as QOT. Actually, QOT corresponds to the randomized oblivious
transfer used within Bennett et al.’s QOT scheme, where the messages m( and m,
called kg and k1 in QOT, are not input by Alice (her input is empty: L) but randomly
produced during the course of the scheme and then output to Alice. The desired
non-randomized OT is then obtained simply by one-time-pad encrypting Alice’s
input messages m( and m; with the keys ko and k;, respectively. Security of the
non-randomized OT follows immediately from the security of the randomized OT
by the properties of the one-time pad (see Proposition [2.53).

QOT is parameterized by parameters n, k, ¢ € N, where n is the number of qubits
communicated, ¢ the bit-length of the messages/keys ko, k1, and k is the size of
the “test set” ¢, which we require to be at most n/2. QOT makes use of a universal
hash function g : R x {0,1}* — {0,1}%. For 2/ € {0,1}" with n’ < n, we
define g(r, ') as g(r, ) where x € {0, 1}™ is obtained from 2’ by padding it with
sufficiently many 0’s. Furthermore, the scheme makes use of a BC, which we model
as an ideal BC functionality. One can think of this ideal BC as a trusted party. This
party accepts an input from the sender in the commit phase, and forwards this input
to the receiver in the opening phase, and neither the sender nor the receiver is able
to cheat in any way. Alternatively, at the cost of losing unconditional security against
dishonest Alice, we may use a BC implementation that is perfectly binding and
computationally hiding."* Finally, for simplicity, we assume a noise-free quantum
channel. For the more realistic setting of noisy quantum communication, an error-
correcting code can be applied in a similar fashion as in the original scheme; this
will not significantly affect our proof. In the upcoming protocol descriptions, we
make use of our convention to speak about a basis ¢ (or 0) in {0,1}" when we
actually mean H?{|0), |1)}®" (respectively FH{|0), |1)}¥™). Also, please recall the
general remarks made about protocols at the beginning of Section Protocol
shows the description of QOT.

Note that our protocol, contrary to most QOT protocols given in the literature
(including [BBCSo91]), uses the same seed  to compute both keys (kg and k7). Why
we can do this will be made clear in the proof against dishonest Bob.

*Note that we do not claim any kind of composability for this computational setting. In case of a
perfectly hiding and computationally binding BC scheme, our techniques do not apply directly. A
specific variant of the latter case (in which the BC is required to have some additional properties) is
handled in [DFL™ og|.
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1. Preparation: Alice chooses 7<-{0, 1} and #<-{0, 1}" and sends the n qubits
HP|z) to Bob. Bob selects <={0, 1}" and measures the received qubits in
basis 6, obtaining # € {0,1}".

2. Commitment: Bob commits bit-wise to 6 and #. Alice samples a random
subset ¢ C [n] of cardinality k and asks Bob to open the commitments to 6;
and z; for all 7 € t. Alice verifies the opened commitments by checking that
Z; = x; whenever él = 0;. She internally stores the outcome of this check,
i.e., accept orreject, for later use in step 4.

3. Set partitioning: Alice sends § to Bob. Bob partitions ¢ into the subsets
I.={iet:0;=0;Yand I,_. = {i € t : 6; # 0;} and sends I and I; to
Alice.

4. Key extraction: Alice chooses r<~R and sends it to Bob. Bob computes l%c =
g(r,Zr1,). In case of accept, Alice computes kg and k; as ko := g(r, xy,)
and k1 := g(r, x, ). Otherwise, i.e., in case of reject, she sets k¢ and k; to
random /-bit strings.

Protocol 3.1: QOT(L; ¢)

It is trivial to see that for honest Alice and Bob: l%c = k..

Furthermore, security against dishonest Alice, who is trying to learn information
on ¢, is easy to see and not the issue here: in case of a perfect BC functionality, Alice
learns no information on ¢ no matter what she does; in case of a computationally
hiding BC implementation, all information she obtains on c is “hidden within the
commitments,” and thus computational security follows from the computational
hiding property.

Nevertheless, we will give a formal proof for the dishonest-Alice case in the sec-
tion below. The security definition that we use is compatible with that of [FSog],
meaning that—when using an ideal BC functionality—sequential composability is
guaranteed when Alice is dishonest.

In Section 3.4.2} we deal with security against dishonest Bob.

3.4.1 Security against Dishonest Alice

Theorem 3.20 Consider an execution of QOT between dishonest Alice and honest
Bob. Let C € {0, 1} be Bob’s input and let E be Alice’s quantum system at the end of
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the protocol. For any dishonest Alice, there exist random variables Ko and K such
that Ko = K¢ and
PCKoK1E = PC & PKoK1E-

Proof. To analyze the security against dishonest Alice, we slightly modify QOT into
a protocol in which it is obvious that the claim holds. Nevertheless, the modified
protocol remains equivalent to QOT in that both protocols produce exactly the same
final state p,, Kok

The first modification is that we change the specification of the ideal BC functionality
such that it allows Bob to cheat. Le,, it provides the option for Bob to moditfy his
commitment in the opening phase. Bob will not yet make use of this cheating
possibility (in the context of this modification). Obviously, under this modification
the protocol produces exactly the same state.

The second modification is that we let Bob postpone his measurements. In step 2,
he still commits to § but commits to, say, the all-zero string in place of Z. Then,
upon Alice’s opening request, Bob only measures the qubits indexed by ¢ in basis 6y,
and uses the cheating possibility of the commitment scheme to open the correct
measurement outcomes to Alice. Bob postpones the measurements of the remaining
qubits (indexed by #) to step 3, after Alice announces her basis . It is clear that
postponing these measurements does not change the final state.

As a third modification, we let Bob measure these remaining qubits (indexed by
t) in Alices basis 0. This means that the qubits indexed by I;_ ¢ are measured in
a basis with a different distribution than in QOT. Nevertheless, Bob never uses the
outcomes of these measurements, so the final state PCEoE is indeed exactly the
same as in the original protocol.

Because Bob measures in Alice’s basis, it holds that X; = X7 and thus he can
compute Ko := g(r, X,) as well as K; := g(r, X1, ). This immediately proves the
existence claim of these random variables.

Then, note that Bob’s input C is only used in step 4 when Bob computes Ko le,
the state pg, i, £ is computed completely regardless of C' and thus

PCKoK1E = PC @ PK K E-

Finally, Bob sets Ko = K. Hence this proves the claim. O
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3.4.2 The Harder Case: Security against Dishonest Bob

Proving security against dishonest Bob is much more subtle, and is the goal of this
section. Clearly, if Bob indeed measures the qubits in the preparation phase with
respect to some choice 0, then security is easy to see: no matter how he partitions ¢
into Iy and I1, on at least one of 7, and =, he has some lower bounded uncertainty,
and privacy amplification finishes the job. The intuition is now that the commitment
phase forces Bob to essentially measure all qubits with respect to some choice 6, as
otherwise he will get caught with overwhelming probability. However, proving this
rigorously is non-trivial.

For our proof of security against dishonest Bob, we first introduce a slightly modified
version of the protocol, QOT*, shown as Protocol[3.2] QOT* is only of proof-technical
interest because it asks Alice to perform some actions that she could not do in
practice. However, her actions are well-defined, and it follows from standard argu-
ments that Bob’s view of QOT is exactly the same as of QOT*. It thus suffices to prove
security (against dishonest Bob) for QOT*.

QOT* is obtained from QOT by means of the following two modifications. First, for
everyi € [n), instead of sending H% |x;), Alice prepares an EPR pair A; B; of which
she sends B; to Bob and measures A;, at some later point in the protocol, in basis §;
to obtain x;. By elementary properties of EPR pairs, and since actions on different
subsystems commute, this does not affect Bob’s view of the protocol. Second, Alice
measures her qubits A; within the test subset ¢ in Bob’s basis 0, (rather than in 6;)
to obtain x¢, but she still only verifies correctness of Bob’s ;s with ¢ € ¢ for which
0; = 6;. Note that by assumption on the BC, the string 6 to which Bob can open
his commitments is uniquely determined at this point, and thus Alice’s action is
well-defined, although not feasible in real life. This modification only influences
Alice’s bits x; for which ¢ € ¢ and OAZ = 0;; however, since these bits are not used in
the protocol, it has no effect on Bob’s view.

Our proof for the security of QOT*, and thus of QOT, against dishonest Bob follows
quite easily from our treatment of sampling strategies from Section 3.3} The proof
is given below, after the formal security statement in Theorem We would like
to point out that our security guarantee implies the security definition proposed
and studied in [FSog] for (randomized) OT, which in particular implies sequential
composability when used as a sub-routine in a classical outer protocol.

Theorem 3.21 (Security of QOT) Consider an execution of QOT (respectively QOT*)
between honest Alice and dishonest Bob. Let K and K1 be the keys in {0, 1}* output
by Alice. Then, there exists a bit c so that K1_. is close to random-and-independent
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1. Preparation: Alice prepares n EPR pairs of the form (|0)[0) + [1)|1))/v/2,
and sends one qubit of each pair to Bob, who proceeds as in the original
scheme QOT to obtain 6 and #. Alice chooses #<-{0, 1}", but she does not
measure her qubits yet.

2. Commitment: Bob commits to § and &, and Alice chooses a random subset
t C [n] of cardinality k, as in QOT. Next, Alice measures her qubits that are
indexed by ¢ in Bob’s basis ét to obtain x;. Then, Alice sends t to Bob and
they proceed as in QOT, meaning that Bob opens these commitments and
Alice verifies them.

3. Set partitioning: As in QOT. Additionally, Alice measures her qubits corre-
sponding to Iy in basis 01, to obtain z, and her qubits corresponding to I;
in basis 6, to obtain xy,.

4. Key extraction: Exactly as in the original scheme QOT.

Protocol 3.2: QOT*(_L; ¢)

of Bob’s view (given K) in that for any €,6 > 0:

slok, k. — 5:1® pr el

< % .2~ 3(1-5-1@) (n=h)—0) + V6 exp(—6%k/100) + 2 exp(—2¢*(n — k)),

where E denotes the quantum state output by Bob, and 1 the identity operator on
c?.

On a high level, the proof is as follows. Alice’s checking procedure can be understood
as applying a sampling strategy to the qubits she holds. From this we obtain that
(except with a small error) the joint state she shares with Bob is a superposition of
states with small relative Hamming weight within her subsystem A;. This implies
that the joint state is a superposition of states with small relative Hamming weight
also within Aj,__, where ¢ € {0, 1} is chosen such that ; # 6; for approximately
half (or more) of the indices 7 in 17 _... It then follows from Corollarythat T ,»
obtained by measuring A, _ in basis 6, _, has high min-entropy, so that privacy
amplification concludes the proof. The formal proof, which takes care of the details
and keeps track of the error term, is given below.

Proof. We consider the state

loar,) € Ha, @ - @ Ha, @ HE,,
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shared between Alice and Bob, after Bob has committed to 0 and %, but before Alice
chooses the test subset ¢. |4, ) is obtained from the n EPR-pairs by an arbitrary
quantum operation (possibly involving measurements), applied only to Bob’s part.
Without loss of generality, we may assume that, given the commitments, the joint
state is indeed pure. Furthermore, we consider the strings 0 and %, to which Bob
has committed. By the perfectly binding property, these are uniquely determined.
For concreteness, and in order to have the notation fit nicely with Section 3.3} we
assume § = & = (0,...,0) € {0,1}"; however, by Remark the very same
reasoning works for any  and &.

The crucial observation now is that Alice’s checking procedure within the com-
mitment phase of QOT* can be understood as applying a sampling strategy to the
state | 4, ) in order to test closeness of A to the all-zero state |0) - - - |0). Indeed,
Alice chooses a random subset ¢ C [n] of cardinality &k, measures A; (in the com-
putational basis) to obtain z;, and decides whether to accept or reject based on zy;
specifically, she takes a random subset s C ¢, given by s = {i € ¢ : 6; = 6;}, and
accepts if and only x4 = 0 for all ¢ € s. This is precisely the sampling strategy ¥
studied in Example[3.6} adapted to test closeness to |0) - - - |0) by accepting if and
only if f(t,z,s) = 0. Note that, by the random choices of the ,’s, s is indeed a
random subset of £.

Thus, we can conclude that at the end of the commitment phase, for any fixed § > 0,
the joint state of A;E, has collapsed to a state |4, x,) that is (on average over
Alice’s choice of ¢ and s) aguant-close to being a superposition of states with relative
Hamming weight at most § within A; (except when Alice rejects the test, but in
that case she will output random and independent keys at the end of the protocol
and the theorem trivially holds). We proceed by assuming that the state 14, £,)
equals a superposition of states with small relative Hamming weight, and we take

the error 5guam into account at the end of the proof.”® Recall that by Theorem
and Example[3.6] (and its analysis in Section[3.2.3),

Eoant < \/% < V6 exp(—k6%/100) .

By the random choices of the 6;’s, it follows from Hoeffding’s inequality (Theo-
rem that the Hamming weight of 6 is lower bounded by wt(6;) > (3 —€)(n—
k) except with probability at most 2 exp(—2¢?(n — k)).4 Below, we assume that

It now follows immediately from Corollary that Humin(XoX1|Fo) is “large,” where Xo
collects the bits obtained by measuring Ay, in basis 01, and correspondingly for X:. However, in the
end we need that Hmin (X1—c|XcFo) is “large” for some ¢, which does not follow from the former.
Because of that, we need to make a small detour.

4 Actually, for the one-sided bound, we could save the factor two in front of the exp.
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the bound holds; we take the error probability into account at the end of the proof.
It follows that regardless of how Bob divides ¢ into Iy and I, there exists ¢ € {0, 1}
such that wt(67, ) > 3(3 — €)(n — k) (if Bob is honest, then ¢ coincides with his
input bit).

By re-arranging Alice’s qubits, we write the state [1)4.,) as [ 41-c 4c . ), Where
AY := Ay, and A' := Aj,. Since ¢4, 5, ) is a superposition of states with Ham-
ming weight at most (n — k)0 within Ay, it is easy to see that ¢ q1-c g, ) is a
superposition of states with Hamming weight at most (n — k)& within A1~¢, Let
the random variables Xj_. and X, describe the outcome of measuring Al=¢and
A€ in bases 6, _ and 0y, respectively, and let px, .x g, be the corresponding
hybrid state. We may think of px,__ .z, being obtained by first measuring A'~¢,
resulting in a hybrid state px, _4cg,, and then measuring A; indeed, the order in
which these measurements take place have no effect on the final state.

We can now apply Corollary[3.19]to the hybrid state px, ,4cp, obtained from
measuring subsystem A'~¢ within |¢) 41-¢ 4c ;. ) and conclude that

Hoin(X1]A°E2) > wi(O, ) — h(6)-|1e| = (5 — 5 — h(8)) (n ).

By the fact that quantum operations cannot decrease min-entropy (Lemma 3.1.12 in
[Renos]) it follows that the same bound in particular holds for Hin (X1 —¢| X Eo).
Applying privacy amplification’ (Theorem [2.65), incorporating the error probabili-
ties (expressed in terms of trace distance) obtained along the proof, and noting that
Bob’s processing of his information to obtain his final quantum state £ does not
increase the trace distance, concludes the proof. O

3.5 An Accessible Proof for Quantum Key Distribution

Recall that in quantum key distribution (QKD), Alice and Bob want to agree on
a secret key in the presence of an adversary Eve. Alice and Bob are assumed
to be able to communicate over a quantum channel and over an authenticated
classical channel.'® Eve may eavesdrop the classical channel (but not insert or
modify messages), and she has full control over the quantum channel. For a more
detailed introduction, see Chapter

>Because we show a lower bound on the min-entropy of X1_. when given the raw key X., we
simply need one hash function instead of two independently chosen ones as in, e.g., [DFSSo7].

161f the classical channel between Alice and Bob is not authentic, then authenticity of the com-
munication can still be achieved by information-theoretic authentication techniques, at the cost of
requiring Alice and Bob to initially share a short secret key.
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The first and still most prominent QKD scheme is the famous BB84 QKD scheme
due to Bennett and Brassard [BB84]]. In this section, we show how our sampling-
strategy framework leads to a simple security proof for the BB84 QKD scheme.

3.5.1 Survey of Existing QKD Proofs

Before discussing our proof, we want to discuss two existing QKD proofs, i.e., the
proof by Shor and Preskill [SPool], as well as a more modern proof by Renner
[Renos] based on the quantum de Finetti theorem. We will merely explain the ideas
behind those proofs on a high level, instead of discussing the proofs in detail.

Shor and Preskill’s Proof

Entanglement purification is a functionality that takes as input a state that is fairly
close to a product state of n EPR pairs, and outputs a state consisting of m perfect
EPR pairs, for some m < n. It is well known that we can obtain a “shared-key
generation protocol” from an entanglement-purification protocol by appending a
step in which Alice and Bob measure their halves of the EPR pairs in a common
basis.

Shor and Preskill [SPoo] show an entanglement-purification protocol based on
Calderbank-Shor-Steane codes, which are error-correcting codes for quantum
states that can be used without requiring a quantum computer. The security of this
entanglement-purification protocol follows from the earlier work of Lo and Chau.

Subsequently, Shor and Preskill reduce this entanglement-purification protocol to
a key distribution protocol, in which, unlike the shared-key generation protocol,
Alice samples a classical key herself and encodes it in a quantum state that she sends
to Bob. By some additional simplifications, the latter protocol is further reduced to
BB84.

Renner’s Proof using the Quantum de Finetti Theorem

One of the reasons why it is non-trivial to prove the security of QKD is that the
proof should hold for any input state. Renner’s approach [Renos| to circumvent
this difficulty is to show that by performing some simple operations, the input state
can be transformed into a state that is very close to a convex combination of product
states, for which it is much easier to show security for the different subprotocols.
Le., it suffices to show security against collective attacks."”

'7 A side result of this approach is that coherent attacks on QKD are not more powerful than
collective attacks.
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More precisely, the first step is to apply a random permutation to the qubits, which
makes the input state symmetric (i.e., permutation-invariant). Moreover, it can be
shown that there always exists a purification of this state which is symmetric as
well. Then, by the finite quantum de Finetti theorem, it holds that when tracing
out certain parts of this purification, one obtains a state that is close to a convex
combination of product states.

3.5.2 Our Proof

We will now discuss our proof for the BB84 scheme based on the sampling-strategy
framework. Beyond its simplicity, our proof has some other nice features. For
instance, it allows us to explicitly state (a bound on) the error probability of the
QKD scheme for any given choices of the parameters. Additionally, our proof
does not seem to take unnecessary detours or to make use of “loose bounds,” and
therefore we feel that the bound on the error probability we obtain is rather tight
(although we have no formal argument to support this).

Our proof strategy can also be applied to other QKD schemes that are based on
the BB84 encoding. For example, Lo et al.’s QKD scheme®® [LCAos]| can be proven
secure by following exactly our proof, except that one needs to analyze a slightly
different sampling strategy, namely the one from Example[3.8} On the other hand,
it is yet unknown whether our framework can be used to prove, e.g., the six-state
QKD protocol [Brug8] secure.

Actually, the QKD scheme we analyze is the entanglement-based version of the
BB84 scheme (as initially suggested by Ekert [Ekeo1]). However, it is very well
known and not too hard to show that security of the entanglement-based version
implies security of the original BB84 QKD scheme.

The entanglement-based QKD scheme, QKD, is parameterized by the total number n
of qubits sent in the protocol and the number k of qubits used to estimate the error
rate of the quantum channel (where we require & < n/2). Additional parameters,
which are determined during the course of the protocol, are the observed error rate
[ and the number ¢ € N U {0} of extracted key bits. QKD makes use of a universal
hash function g : R x {0,1}"~* — {0, 1} and a linear binary error correcting
code of length n — k that allows to correct up to a 3’-fraction of errors (except
maybe with negligible probability) for some ' > /3. The choice of how much 5’
exceeds 3 is a trade-off between keeping the probability that Alice and Bob end

"®*In this scheme, Alice and Bob bias the choice of the bases so that they measure a bigger fraction
of the qubits in the same basis.
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up with different keys small and increasing the size of the extractable key. We will
write m for the bit size of the syndrome of this error-correcting code. Protocol QKD
can be found below.

1. Qubit distribution: Alice prepares n EPR pairs of the form (]0)|0) +
|1)|1))/+/2, and sends one qubit of each pair to Bob, who confirms the
receipt of the qubits. Then, Alice picks #<-{0, 1}" and sends it to Bob, and
Alice and Bob measure their respective qubits in basis 6 to obtain z € F5 on
Alice’s side respectively y € I on Bob’s side.

2. Error estimation: Alice chooses a random subset s C [n] of size k and sends
it to Bob. Then, Alice and Bob exchange x, and ys; and compute 5 :=
n(zs © ys).

3. Error correction: Alice sends the syndrome syn of x5 to Bob with respect to
a suitable linear error correcting code (as described above). Bob uses syn to
correct the errors in y5 and obtains Z5. Let m be the bit-size of syn.

4. Key distillation: Alice chooses a random seed r for a universal hash function
g with range {0, 1}*, where ¢ satisfies £ < (1—h(8))n — k —m (or £ = 0 if
the right-hand side is not positive), and sends it to Bob. Then, Alice and Bob
compute kp := ¢(r,z5) and kg := g(r, £3), respectively.

Protocol 3.3: QKD

It is not hard to see that K, = K3 except with negligible probability (in n). Further-
more, if no Eve interacts with the quantum communication in the qubit distribution
phase then z = y in case of a noise-free quantum channel, or more generally,
N(X —Y) = ¢ in case the quantum channel is noisy and introduces an error
probability 0 < ¢ < % It follows that 3 ~ ¢, so that using an error correct-
ing code that approaches the Shannon bound, Alice and Bob can extract close to
(1 —2h(¢))(n — k) bits of secret key, which is positive for ¢ smaller than approxi-
mately 11%. The difficult part is to prove security against an active adversary Eve.

We first state the formal security claim.

Note that we cannot expect that Eve has (nearly) no information on K, i.e., that
sllpx e — ﬁHKA ® pe|l1 is small, since the bit-length ¢ of K is not fixed but
depends on the course of the protocol, and Eve can influence and thus obtain
information on ¢ (and thus on K). Theorem 3.22]though guarantees that the bit-
length ¢ is the only information Eve learns on K, in other words, K is essentially
random-and-independent of £ when given /.
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Theorem 3.22 (Security of QKD) Consider an execution of QKD in the presence of
an adversary Eve. Let K be the key obtained by Alice, and let £ be Eves quantum
system at the end of the protocol. Let K be chosen uniformly at random of the same
bit-length as K 4. Then, for any § with B + 6 < %:

1 ke
slorae — gl <502 3 (n—nh(B-+6)—k—m—t) + 2exp(—g0%k) .

From an application point of view, the following question is of interest. Given the
parameters n and k, and given a run of the protocol with observed error rate 3
and where an error-correcting code with syndrome length m was used, what is the
maximal size £ of the extractable key K if we want 3 ||pr, p — p wplll <efora
given e? From the bound in Theorem [3.22} it follows that for every choice of § (with
B+ < ), one can easily compute a possible value for £ simply by solving for £. In
order to compute the optimal value, one needs to maximize ¢ over the choice of 4.

The formal proof of Theorem is given below. Informally, the argument goes
as follows. The error estimation phase can be understood as applying a sampling
strategy. From this, we can conclude that the state from which the raw key, x,
is obtained, is a superposition of states with bounded Hamming weight, so that
Corollary guarantees a certain amount of min-entropy within x5. Privacy
amplification then finishes the proof.

To model the error estimation procedure as a sampling strategy, we will need to
consider a modified but equivalent way for Alice and Bob to jointly obtain x5 € F%
and y; € % from the initial joint state, which will allow them to obtain their sum
Zs @ Ys, and thus to compute 3, before they measure the remaining part of the state,
whose outcome then determines 3. This modification is based on the so-called
cNoT operation, Ugyor, acting on C? ® C2, which has the following properties for
allb, c € Fy:

UCNOT(’b>‘C>) = |b>‘b @ C> and UCNOT(H|b>H|C>) = H|b D C>H|C> , (3.10)

where the first holds by definition of Ucyor, and the second is straightforward to

verify.

Proof. Throughout the proof, we use capital letters, ©, X etc. for the random vari-
ables representing the corresponding choices of 6,  etc. in protocol QKD. Let the
state, shared by Alice, Bob and Eve right after the quantum communication in the
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qubit distribution phase, be denoted by |1 4pE, );'*® without loss of generality, we
may indeed assume the shared state to be pure. For every i € [n], Alice and Bob
then measure the respective qubits A; and B; from [y 4pg,) in basis ©;, obtain-
ing X; and Y;. This results in the hybrid state pg xy £,. For the proof, it will be
convenient to introduce the additional random variables W = (W7, ..., W,,) and
Z =(Z,...,Zy), defined by

R : ) X if©; =0
Z; =X, Y, and W, .= { Y, ifQ, =1 (3.11)
Note that, when given O, the random variables I and Z are uniquely determined
by X and Y and vice versa, and thus we may equivalently analyze the hybrid state

POW ZE,-

Sl [YaBe) leaBE)
0 X, — — Y X1 =W, — — Z; = X1
1 Xy — — Y, Xo®Yy = Zy — — Wy =Y,
Xy = - Y Xs@Vs = Zs — — Ws=1s
0 Xn‘;m*’ Yo Xn:Wn‘;m*’ Zn = Xn®Y,
E E
leapE)

— Z1=X1®",
Xo®Yy = Zy ~—
XooYo=7 — @]
a b" Zn = Xn®Y,

E

Figure 3.1: Original and modified experiments for obtaining the same state
POW ZE,-

For the analysis, we will consider a slightly different experiment for Alice and Bob
to obtain the very same state pow 7z, ; the advantage of the modified experiment
is that it can be understood as a sampling strategy. The modified experiment is as
follows. First, the cNOT transformation is applied to every qubit pair A; B; within
|YapE,) for i € [n], such that the state |papp.) = (USR. @ 1g. ) |[¢YapE,) is
obtained. Next, © is chosen at random as in the original scheme, and for every

Note that E, represents Eve’s quantum state just after the quantum communication stage,
whereas E represents Eve’s entire state of knowledge at the end of the protocol (i.e., the quantum
information and all classical information gathered during execution of QKD).
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i € [n] the qubit pair A;B; of the transformed state is measured as in the original
scheme depending on O;; however, if ©; = 0 then the resulting bits are denoted
by W; and Z;, respectively, and if ©; = 1 then they are denoted by Z; and W,
respectively, such that which bit is assigned to which variable depends on ©;. This
is illustrated in Figure [3.1] (left and middle), where light and dark colored ovals
represent measurements in the computational and Hadamard basis, respectively. It
now follows immediately from the properties of the CNOT transformation
and from the relation between X, Y and W, Z that the state pow zg, (or,
equivalently, pg xy ) obtained in this modified experiment is exactly the same as
in the original.

An additional modification we may do without influencing the final state is to delay
some of the measurements: we assume that first the qubits are measured that lead
to the Z;’s, and only at some later point, namely after the error estimation phase,
the qubits leading to the W;’s are measured (as illustrated in Figure[3.1} right). This
can be done since the relative Hamming weight of Xg & Y for a random subset
S C [n] (of size k) can be computed given Z alone.

The crucial observation is now that this modified experiment can be viewed as a
particular sampling strategy W, as a matter of fact as the sampling strategy discussed
in Example[3.7] being applied to systems A and B of the state [ 4 g, ). Indeed: first,
a subset of the 2n qubit positions is selected according to some probability distribu-
tion, namely of each pair A;B; one qubit is selected at random (determined by ©,).
Then, the selected qubits are measured to obtain the bit string Z = (Z1, ..., Z,).
And, finally, a value /3 is computed as a (randomized) function of Z: § = n(Zg)
for a random S C [n] of size k. We point out that here the reference basis (as
explained in Remark is not the computational basis for all qubits, but the
Hadamard basis on the qubits in system A and the computational basis in system B;
however, as discussed in Remark 3.12} we may still apply the results from Section[3.3]
(appropriately adapted).

It thus follows that for any fixed § > 0, the remaining state, from which W is then
obtained, is (on average over © and \S) sguant—close to a state which is (for any pos-
sible values for ©, Z and \S) a superposition of states with relative Hamming weight
in a 0-neighborhood of 3. Note that the latter has to be understood with respect
to the fixed reference basis (i.e., the Hadamard basis on A and the computational
basis on B). In the following, we assume that the remaining state equals such a
superposition; we will take the error below into account at the end of the proof,
g < Jeb < 2exp(—30%k) .

quant — class
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where the bound on £7,___ is derived in Section (Example .

Recall that W is now obtained by measuring the remaining qubits; however, the
basis used is opposite to the reference basis, namely the computational basis on the
qubits A; and the Hadamard basis on the qubits B;. Hence, by Corollary[3.19|(and
the subsequent discussion) we get a lower bound on the min-entropy of W:

Huin(W|OZSES) > n — nh(B +6).

Since W is uniquely determined by X (and vice versa) when given © and Z, the
same lower bound also holds for Hp,in (X |©ZSE,). Note that in QKD, the k qubit-
pairs that are used for estimating 3 are not used anymore in the key distillation
phase, so we are actually interested in the min-entropy of Xg. Additionally, we
should take into account that Alice sends an m-bit syndrome SYN during the error
correction phase. Hence, by using the chain rule, we obtain

Hyin(X5|©0ZXsSYNE,) > n — nh(B + 6) — k —m.

Finally, we apply privacy amplification (Theorem [2.65) which concludes the proof.
O

Probably, it is possible to prove the lower bound: (1 — h(5 + d))(n — k) — m using
a different sampling strategy. However, for that case the error probability of the
related classical sampling strategy becomes harder to analyze. We have chosen for
the current proof strategy and bound for the sake of simplicity.

3.6 Conclusion

We have shown a framework for predicting some property (namely the approximate
Hamming weight, appropriately defined) of a population of quantum states, by
measuring a small sample subset. The framework allows for new and simple security
proofs for important quantum cryptographic protocols: the Bennett et al. QOT
and the BB84 QKD scheme.

We find it particularly interesting that with our framework, the protocols for QOT
and QKD can be proven secure by means of very similar techniques, even though
they implement fundamentally different cryptographic primitives, and are intu-
itively secure due to very different reasons (namely in QOT the commitments
force Bob to measure the communicated qubits, whereas in QKD Eve disturbs the
communicated qubits when trying to observe them).>®

*° As pointed out by Louis Salvail, a connection between the security of QOT and QKD has also
been made by Mayers [May9s} May9g6].
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4.1 Introduction

In this chapter, we consider the problem of achieving authentic' communication
based on a weak key over a public channel that might be under the control of an
active adversary. A key is weak if its min-entropy is an arbitrarily small fraction of
its bit length. We study this problem in the information-theoretic setting, i.e., we
assume the adversary to be computationally unbounded.

First of all, note that because we are dealing with an active adversary, the standard
approach of using an extractor to turn the weak key into a strong one (which can
then be used to perform standard message authentication) will not work, since the
adversary can tamper with the extractor’s seed.

Specifically, we consider the following scenario. Alice and Bob share a long-term
key W. When needed, Alice and Bob can extract a weak session key Xy from an
auxiliary source of randomness with the help of W. It should be guaranteed by the
property of the auxiliary source that a potential adversary Eve who does not know
W has limited information on the weak session key Xyy. This is formalized by
requiring that Hyin (Xw|WE) > k for some parameter k, where £ denotes Eve’s
side information. This scenario occurs naturally in, e.g., Maurer’s bounded-storage
model [Maugo], where W determines which part of the huge string to read, as well
as in the quantum setting, where W determines in which basis to measure some
quantum state.

The goal is to authenticate a message 1 from Alice to Bob with the help of the weak
session key Xy, while guaranteeing security, in that if Eve tampers with y then
this will be detected, and privacy, in that Eve cannot learn information about the
long-term key W. We stress that the privacy property is vital for Alice and Bob to
be able to re-use . Note that once Alice and Bob can do message authentication
with a weak key, then they can also do key agreement, simply by doing standard
randomness extraction where the seed for the extractor is communicated in an
authentic way.

We want to emphasize that, by assumption, every new session key Xy for the same
long-term key W contains fresh randomness, provided by the auxiliary source.
Therefore, the goal above does not contradict the well-known impossibility result of
re-using an authentication key without refreshing. Also note that we do not specify
how exactly the auxiliary source of randomness produces Xy from W; on the
contrary, we want security no matter how Xyy is obtained, as long as Xy contains
enough min-entropy (given the adversary’s information and ).

'For an introduction to message authentication, see Sectionm
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4.1.1 Related Work

With regard to the above security property, the problem of authentication from a
weak key in the presence of an active adversary is a fairly well-studied problem. To
the best of our knowledge, we are the first to study a special case of this problem
where the weak key is obtained from a long-term key and where privacy of the
long-term key needs to be guaranteed. In particular, the works that we will mention
below do not address this special case, and moreover they all fail to satisfy the
privacy property.

In the following discussion, let n be the bitsize of the key (in our case, the session
key) and £k its min-entropy (in bits). It was proved by Dodis and Wichs [DWog]
that non-interactive authentication is impossible when & < n/2, even when the
parties have access to local non-shared randomness, which we will assume. For a
good overview of earlier work on the case k > n/2, we refer to [DWog].

The first protocol for interactive authentication from arbitrarily weak keys is due to
Renner and Wolf [RWo3]. It requires ©(¢) rounds of interaction to authenticate an
/-bit message. In [DWog]], an authentication protocol from arbitrarily weak keys is
described that only needs two rounds of interaction, which is optimal (in terms of
the number of rounds). Chandran et al. [CKOR10] focus on minimizing entropy
loss and describe a privacy amplification protocol that is optimal with respect to
entropy loss (up to constant factors). Their construction needs a linear number of
rounds (linear in the security parameter).

The case where Alice and Bob share highly-correlated, but possibly unequal keys—
the “fuzzy” case—is addressed in [RWo4] and improved upon by Kanukurthi and
Reyzin [KRog], but also covered by [DWog] and [CKOR10].

4.1.2 Motivation

The main motivation for the work in this chapter comes from password-based iden-
tification in the bounded-quantum-storage model (BQSM). As already mentioned
in Section [2.11, Damgard et al. [DFSSo7] propose two identification protocols: QID,
which is only secure against dishonest Alice or Bob, and QIDT, which is also secure
against a man-in-the-middle (MITM) attack. However, only QID is truly password-
based; in QID™, Alice and Bob, in addition to the password, also need to share a
high-entropy key.

Now, the observation is that with the help of an authentication protocol with long-
term-key privacy, the protocol QID" can be turned into a truly password-based
identification protocol in the BQSM with security against MITM attacks.
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Based on QID™, Damgérd et al. also propose an authenticated quantum key distribu-
tion protocol in the BQSM, which, in contrast to standard quantum key distribution
protocols, does not require authenticated communication but has the authentication
“built in” Furthermore, in contrast to using standard quantum key distribution
in combination with standard authentication, in the authenticated quantum key
distribution protocol the authentication keys can be re-used. By making QID™ truly
password-based, Damgard et al.’s authenticated QKD protocol will become truly
password-based as well.

4.1.3 Contributions

We propose a new four-round protocol for message authentication with a weak
session key Xyy. The protocol is an extension of the two-round protocol by Dodis
and Wichs [DWog], which is based on look-ahead extraction. Given a secure look-
ahead extractor, we prove that our protocol satisfies security and long-term-key
privacy, meaning that the adversary Eve cannot tamper with the authenticated
message without being detected, nor does she learn a non-negligible amount of
information on the long-term key W.

For the case where Eve’s side information about Xy is classical, we can use the
construction for a look-ahead extractor that is given in [DWog]. Contrary to what
we have claimed in [BF11] (see Section [4.6.2] for a more detailed explanation), it
remains an open problem to construct a look-ahead extractor that is secure against
quantum side information, or, to prove that the construction given in [DWog|
(which is secure in the presence of classical side information) is also secure against
quantum side information. Hence, we cannot yet construct an authentication
protocol that is secure in the quantum setting, which would be needed for our
envisioned application, i.e., truly password-based identification in the BQSM with
security against MITM attacks.

4.1.4 The Fuzzy Case

We will also discuss the “fuzzy case,” i.e., where there are some errors between Alice’s
and Bob’s weak session key. If Eve’s side information is classical, then our techniques
are known to be secure in the fuzzy case; in the quantum setting, however, this
remains to be shown. Precisely this latter case—the quantum setting—is relevant
for our password-based-identification application.
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4.2 Security Definition

In this chapter, an authentication protocol is understood as a classical protocol
between two parties Alice and Bob. Alice inputs a message 1 and a weak session key
Xy, and Bob inputs a message ' and the same session key Xyy. At the end of the
protocol, Bob announces a Boolean decision whether to “accept” or “reject” The
weak session key Xy» may depend arbitrarily on a long-term key W. During the
execution of the protocol, an adversary Eve has full control over the communication
between Alice and Bob.

We require the protocol to fulfill the following formal definition.

Definition 4.1 Let E,, E denote Eve’s respective a priori and a posteriori quantum
systems, where the latter includes Bob’s decision on whether to accept or reject.
An (n, k, m, d, €) message-authentication protocol with long-term-key privacy is
defined to satisfy the following properties:

1. Correctness: If there is no adversary Eve present, then for any message 1 €
{0,1}™ and ¢/ = p, and for any (distribution of the) key Xy € {0,1}",
Bob accepts with certainty.

2. Security: If Hypin (Xw|W Es) > k, thenforany p, i/ € {0, 1} with pu # 1/,
the probability that Bob accepts is at most d.

3. Long-Term-Key Privacy: If pwr, = pw ® pg, and Hyim(Xw|WES) > k,
then

1
§HPWE —pw @ peli <e.

4.3 Dodis and Wichs’ Authentication Protocol

In this section, we describe a slightly modified version of the two-round message-
authentication protocol due to Dodis and Wichs [DWog]. We will use this protocol
later as a “starting point” to construct our message-authentication protocol. We start
by giving a few definitions that are crucial for the understanding of the protocol by
Dodis and Wichs.

Definition 4.2 (Epsilon Look-Aheadness) Let ¢, ¢ be positive integers. Let A :=
(A1,...,A;) and B := (B, ..., B;) be random variables over ({0, 1})?, and let
E be a quantum system. For alli € {0,...,¢ — 1} lete; be defined as

& = dunif(Ai+1 PN At|Bl . BzE) .

The ordered pair (A, B) is e-look-ahead conditioned on E if ¢ > max; ¢;.
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Definition 4.3 (Look-Ahead Extractor) laExt : {0, 1}" x {0,1}¢ — ({0, 1}%)* is
called a (k, )-look-ahead extractor if for any random variable X € {0,1}" and
quantum system E with Hyi, (X |F) > k the following holds. Let S € {0,1}¢ be
an independent and uniformly distributed seed, and let S € {0, 1}% be adversarially
chosen given S and FE; this may involve a (partial) measurement of E, resulting
in the new state £’. Then, the ordered pair (R, R) where R = (R, ..., R;) :=
laExt(X;S)and R = (Ry,..., R;) := laExt(X; S) is e-look-ahead conditioned
on S, S and E'.

Informally, a look-ahead extractor has the property that even if the adversary is
allowed to modify the seed, when given the first ¢ blocks of the key that is extracted
using the modified seed, the remaining blocks of the key that is extracted using the
correct seed still look random.

Definition 4.4 (Look-Ahead-Secure MAC) A family of functions
{MAC, : {0,1}" — {0,1}°},

indexed by keys x € ({0,1}*)* is an (¢, §) look-ahead-secure MAC if for any pair
of fixed and distinct messages pia, up € {0,1}™, ua # up, and any ordered pair
of random variables (K, K') € ({0, 1}*)? satisfying the look-ahead property with
parameter € conditioned on quantum system F,

pguess(MACK(MB) ’ MACK’(MA>E) <9.

We are now ready to present the Dodis and Wichs message-authentication protocol
DWMAC. The version that we present here, Protocol (4.1} is slightly modified in that
we assume that Alice has already sent her message 1o to Bob, who has received it as
up (possibly # 114). This modification is for simplicity, and because we do not aim
at minimizing the number of rounds. Xy is the weak key, known to both Alice and
Bob. The function laExt : {0,1}" x {0,1}¢ — ({0,1}%)! is a (k, £)-look-ahead
extractor and MAC, : {0,1}"™ — Fas isa (¢, §) look-ahead-secure MAC.

Security of DWMAC follows immediately from the definitions of the underlying
building blocks: laExt ensures that Alice and Bob’s versions of the key K satisfy
the look-ahead property, and in this case it is guaranteed that MAC acts as a secure
MAC, even when Alice’s key was modified.

However, in our setting where we additionally want to maintain privacy of the
long-term key W, which may arbitrarily depend on Xy;-, DWMAC does not seem to
be good enough, unless Eve remains passive. Indeed, if Eve does not manipulate the
communicated seed R, then by the assumed lower bound on Hyin (Xw|WE) it
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Alice(Xw, p14) Bob(Xw, uB)
R<{0,1}4
— R’
K := lakExt(Xw; R) K := lakExt(Xw; R)
Th := MACk (ua) Tg := MACk (uB)
Ta

acceptif: Tph =13
else: abort

Protocol 4.1: Dodis and Wichs’ two-round protocol DWMAC for message authenti-
cation from a weak key (Xyy). When Alice wants to authenticate the message y¢4
to Bob, then Bob first sends a random seed R to Alice, upon which Alice replies
with the tag T'a.

follows that the extracted K on Bob’s side is close to random and independent of W
(and FE), and thus T leaks no information on . However, if Eve manipulates the
seed R (for instance replaces it by a value of her choice), then there is no guarantee
anymore that K, and thus 7', does not leak information on W.

Another and more subtle way for Eve to (potentially) learn information on W is by
not manipulating the message, i.e., have 1o = pp, but manipulate the seed R and
try to obtain information on W by observing if Bob accepts or not.

4.3.1 Towards Achieving Key-Privacy

We give here some intuition on how we overcome the above privacy issues of
DWMAC with respect to the long-term key . Similarly to our notation 7y and Ty
to distinguish between the tag computed by Alice and by Bob, respectively, we write
RA and Rg etc. to distinguish between Alice and Bob's values of R etc., which may
be different if Eve actively manipulates communicated messages.

A first approach to prevent leakage through T’ is to one-time-pad encrypt Ta.
Let Ext : {0,1}" x {0,1}* — o be a strong extractor (since we merely give a
high-level explanation here, we do not specify all parameters of this extractor here).
The key for the one-time pad is extracted from Xy by means of Ext, where Alice
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chooses the seed:

Alice Bob

S<{0, 1}k

Z = Ext(Xw; S)

Q:=Tr®Z _5Q .
Z = Ext(Xw;9S)
acceptif: Q =15 P Z

In the above protocol (and also below), we understand 7’5 and 75 to be com-
puted as in DWMAC. Note that since it is Alice who chooses the seed S and because
Hpin (Xw|W E) is sufficiently large, Z is guaranteed to be (close to) random and
independent of W (and E), and thus hides all information that 74 might leak on
W. However, this modification renders the security of the protocol invalid. For
instance, we cannot exclude that by modifying the seed S appropriately, Eve can
enforce Zp = Tp, so that she only needs to send () = 0 to have Bob convinced.

In order to restore security while still preventing information to leak through T},
we let Bob choose a random non-zero “multiplier” for the one-time pad key Z:

Alice Bob
— R
S<&{0,1}F C< T3,
Z = Ext(Xw; S)
5 .
—C

abortif C' =0

Q=ToC-Zz _Q
Z = Ext(Xw; S)
accepti: Q =Tp @ C-Z

Leakage through T is still prevented since a non-zero multiple of a good one-
time-pad key is still a good one-time-pad key. Furthermore, for security, we can
intuitively argue as follows. Consider a snapshot of an execution of the protocol
after S has been communicated. We give Eve the value T for free; this only makes
her stronger. By the security of the underlying DWMAC protocol, we know that it is
hard for Eve to guess 7. Now, assuming that there exist two distinct values for C'
for which Eve can predict the corresponding value Qg = T @ C - Z, it follows
immediately that Eve can actually predict Ti; a contradiction. Hence, there can be
at most one value for Bob's choice of C' for which Eve can guess () reasonably well.



4.4. Our Construction 141

We point out that the above intuitive reasoning involves rewinding; this is fine in the
classical setting, but fails when quantum information is involved due to no-cloning
(see, e.g., [VDGo8])). Thus, in our formal security proof where we allow Eve to
maintain a quantum state, we have to reason in a different way. As a consequence,
in the actual protocol, () is computed in a slightly different way.

One issue that we have not yet addressed is that Bob’s decision to accept or reject
may also leak information on W when p4 = pp and Eve modifies one (or both)
of the seeds R and S. Note that this is not an issue if p # pp because then, by
the security property, Bob rejects with (near) certainty. For instance it might be
that changing the first bit of S changes Z or not, depending on what the first bit
of Xy is. Thus, by changing the first bit of S and observing Bob’s decision, Eve
can learn the first bit of Xy, which may give one bit of information on W. The
solution to overcome this problem is intuitively very simple: we use MAC not only
to authenticate the actual message, but also to authenticate the two seeds R and
S. Then, like in the case ua # up, if Eve changes one of the seeds then Bob’s will
reject. Note that this modification introduces a circularity: the key K, which is
used to authenticate the seed R (as well as the message and ) is extracted from
Xy by means of the seed R. However, it turns out that we can deal with this.

4.4 Our Construction

We now turn to our construction for the message-authentication protocol with long-
term-key privacy (Definition[4.1). Let laExt : {0,1}" x {0,1}¢ — ({0,1}*)! bea
(kK ,ex) look-ahead extractor. Let Ext : {0,1}" x {0,1}" — Faq bea (kz,c2)-
strong extractor. Let MAC : ({0, 1}9)!x ({0, 1}™x {0,1}¢x {0, 1}") — Fas bean
(e, A+ €) look-ahead-secure MAC for any € > 0. Let Xy be the session key, shared
among Alice and Bob. We require that Hyin (Xw |WE,) > max(kx + ¢,kz),
and recall from Definition[4.1]that E, denotes Eves a priori quantum system. Recall
from Sectionthat for an element x € Fa» for arbitrary n € N, [z], denotes an
arbitrary linear surjective function Fan — Faq. Protocol AUTH is as Protocol[4.2]

In Section|4.6, we show how to instantiate the building blocks to obtain a protocol
with reasonable parameters that can be used in a scenario where Eve has classical
side information. For the quantum setting, we cannot yet instantiate protocol AUTH:
we currently do not have a construction for a look-ahead extractor that is provably
secure against quantum side information.

Depending on the parameters of an instantiation of AUTH and on the bitsize of 14,
it might be better (or even necessary) to authenticate a hash of the tuple (ua, R, S),
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Alice( Xy, pa) Bob(Xw, uB)
R<{0,1}4
— R
K := laExt(Xw; R) K := lakExt(Xw; R)
S<{0,1}Y
-5 .
Z = Ext(Xw;S) Z = Ext(Xw;S)
Ta := MACk((ua, R, 5)) Tp := MACk ((uB, R, 5))
U Fos, VT3,
U,v
if V= 0: abort
Q=[U-T\,®V Z
Qe

acceptif: Q = [U - Il dV - Z
else: abort

Protocol 4.2: Our new four-round message-authentication protocol AUTH.

instead of authenticating the tuple itself. In this case, we let Alice choose a small
seed for an almost universal hash function and apply MAC to this seed and the
hash of the the tuple (1, R, S) (with respect to this seed). We will actually make
use of this idea in Section|4.6

Before going into the security proof for protocol AUTH, we resolve here the cir-
cularity issue obtained by authenticating the seed R that was used to extract the
authentication key K.

Lemma 4.5 Consider a family of functions MAC,; (indexed by keys r € ({0,1}%)*)
that is a (£, \ + &)-look-ahead-secure MAC for any £. Let K, K', My and Mg
be arbitrary random variables and E a quantum state, and let the ordered pair
(K, K') € ({0,1}%)? satisfy the look-ahead property with parameter € conditioned
on My, Mg, E and the event M # Mpg. Then,

pguess(MACK(MB) ’ MACK/(MA)MAMBE, My 7é MB) < \+te.

Note that in the lemma above the messages may depend on the keys, whereas
Definition |4.4| considers fixed messages.

Proof. We condition on M = ma and Mp = mp where ma # mp. Because
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(K, K') may depend on (M, Mp), conditioning on fixed values for the latter
implies that (K, K”) is not necessarily e-look-ahead anymore. Let &, , be the
maximum over i € [t] of the following expression,

Ema,mp,i ‘= dunif(Ki—H N Kt|Ki N KZ{E, MA:mA, MB :mB).

Hence, by Deﬁnition (K, K') is €, myg -look-ahead conditioned on E and the
events Ma = ma and Mp = mg. Note that averaging €,,,, . Over ma and mgp
(conditioned on them being distinct) results in

g = dunif(Ki+1 e Kt|K{ e KZ{MAMBE, MA#MB) § .

Furthermore, note that by conditioning on fixed and distinct values for M and
Mg, we fulfill the requirements for MAC look-ahead security from Definition
I.e. we can conclude that

Peuess(MAC K (Mp) | MACk/ (Ma)E, Ma = ma, Mg = mp) < A+ Emy my-
It now follows that
Pguess(MAC K (M) | MAC i/ (MaA)MAMgE, My # Mg)

= Z Py M| Ma#Mg (MA, MB)
ma,mp

- Pguess(MACk (Mp) | MACk+ (Ma)E, Ma = ma, Mg = mg)

< Z PMAMB|MA75MB (mA’ mB) (/\ =+ r@%a[t)]( gmAJnB,i)

ma,mpB
<A+ Z PMAMBlMA?fMB (ma,ms) Z Ema,mp,i
mams =

= A+ D > Pupyntp|Mardy (MA; MB) Emy i i

i€[t] MA,MB

=AM+ ) e <A+ D e=A+te
1€t i€[t]

This concludes the proof. O

4.5 Proofs of Security and Privacy

In this section we show that protocol AUTH fulfills the properties listed in Defini-
tion 4.1} First of all, note that it is easy to see from the protocol description that the
correctness property is satisfied, we do not elaborate further on this here.
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Throughout the proofs, let £, be Eve’s quantum side information before executing
AUTH. E;, wherei € {1,...,4}, represents Eve’s (quantum) side information after
the 7th round of communication, and hence includes the communicated random
variables up to this 7th round. E represents Eve’s side information after executing
AUTH, including Bob’s decision to accept or reject (E4 does not include this decision).
Furthermore, like in Section we write R and Rp etc. for Alice and Bob’s
respective values for R etc.

Theorem 4.6 (Security) If Hyin(Xw|W Es) > ki + ¢, then Protocol AUTH fulfills
the security property defined in Definition 4.1 with

1
632704 2\/20(\ + tex).

In fact, we will prove a slightly stronger statement than the security statement,
which will be of use also in the proof of the key privacy statement. Let My :=
(1a, Ra,Sa) and Mp := (up, Rp, Sg). We will prove that in protocol AUTH, if
Hpin(Xw|WEs) > kg + g, and conditioned on the event M # Mp, Bob rejects
except with probability

§<3.-277+ %\/2q()\+t6K/Pr[MA %+ MB])

Note that this expression reduces to the simpler expression of Theorem [4.6| when
proving security, because in that case p1o # pp (by Definition [4.1) which implies
that Pr[Ma # Mp] = 1.

Proof. Consider the phase in protocol AUTH after the second round of communica-
tion. Assume that Z5 and Ty are given to the adversary (this will only make her
stronger). Let K5 := laExt(Xyw; Ra) and Kp := laExt(Xy; Rp). (Recall that
laExt is a (kg , £ ) look-ahead extractor.)

From the chain rule, and by subsequently using that Rg and Sx are sampled
independently, it follows that

Hmin(XW’ZAWEQ) > Hmin(XW|WE2) -—q= Hmin(XW|WEo) —dq.

By assumption on the parameters, i.e., Hmin(Xw|W Es) > ki + ¢, it follows
that (Kp, K ) is € x -look-ahead conditioned on ZA, W and Ejs. In order to apply
Lemma 4.5, we additionally condition on the event M # Mgp. By Lemmal|2.52} it
is guaranteed that i grows at most by a factor 1/ Pr[My # Mpg] as a result of this
conditioning. We now apply Lemma [4.5]and conclude that

Pavess(Ts|TAZAW By, My # My) < A+ tegc/ Pr[My # Mg).
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The next step is to view Qp := [Up-1],® V- Zp as the output of a strong extractor,
with seed (Ug, V). Indeed, as guaranteed by Proposition |2.21}the function

h:Fos X Foq X Fgs X Fog — Foq
(t,z,u,v) — [u-t]l,dv-z,
is a universal hash function (with random seed (u, v)). Thus, we can apply privacy
amplification. One subtlety is that in protocol AUTH, V3 is random in [, rather
than in [Foq. Nonetheless, the overall state will be 27 9-close in trace distance to a

state where Vg would be random over Fyq, and hence, by triangle inequality, the
distance-to-uniform increases by an additive term of at most 2 - 27

dunif (@B|IUBVBTAZAW E2, Ma # Mp)
< 3\ /29Dguess (T Zp| Ta Za W Ez, Ma # M) +2-271

IN

3/ 2%Dguess(To|Ta ZAW Bo, My # Mp) +2-274

L\/20(A + tex/PriMa # Mg]) +2-27°.

IN

Finally, we have that

§ = pguess(QB‘QAWE& Mp # MB)
< Dguess(QB|UBVBTAZAW E, Ma # Mg)
<279+ dunif (QB|UBVBTAZAW Eo, M # Mp)

<3-270 4 L\ /20(A 4 teg/ Pr[Ma # Ms)).

O]

Theorem 4.7 (Long-Term-Key Privacy) If Huyin(Xw|W E,) > max(q+kx, kz),
then Protocol AUTH fulfills the long-term-key privacy property defined in Defini-

tion g1 with
e<6-279+ \/2q()\+t€K) +ex+2¢g.

Proof. We first prove that none of the messages exchanged during the protocol
leaks information about W. Then, we show that in our protocol Bob’s decision on
whether to accept or reject neither leaks information about W.

In the first three rounds of AUTH, Alice and Bob solely exchange independent
randomness, so these rounds trivially leak no information about W. The aim in
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this part of the proof is to show that the fourth message, Q@ = [U - Tal, ® V - Z,
where T\ could depend on W, indeed keeps W private.

Because Rp is sampled independently of Xy, and by the chain rule, it follows
that Hyin(Xw|WE1[Ua - Talg) > Hmin(Xw|W Es) — ¢. By assumption on the
parameters in the statement of the theorem, i.e., Hyin (Xw|W Es) > q + kz, and
by the properties of Ext it follows that

dunif(ZA‘WEQ [UA : TA]q) < dunif(ZA|SAWE1 [UA . TA]q) <ez.
By the fact that Up and Vg are sampled independently, the following also holds
dunif(ZA’WES[UA : TA]q) <ez.

Then, by security of the one-time pad (see Proposition [2.53)), by the fact that Eve
cannot gain information on W by computing (), and by assumption that pyy g, =
PW & PEo»

slowe, —pw ® peilh < 5llowssga — Pw ® PEsA I < €2
This completes the first part of the proof.

It remains to show that Bob’s decision to accept or reject cannot leak (a substantial
amount of) information about W. To show this, we make the following case
distinction. In case 1o # pB, the security proof applies and Bob rejects except
with probability § < 3-277 + %\ /24(\ + t e ). It now immediately follows that

slowe, — pwelli <6, and  Jlpw @ pe, — pw @ pelL < 0.
Hence, in case pua # pp (by the triangle inequality),
slowe — pw ® pelly < ez + 26.

We now turn to the case 1o = pp and we analyze for two disjoint events. Condi-
tioned on My # Mg, the strengthened version of the security statement applies,
ie,

5 <3-2704 1\ /20(\ + teg/ Pr(Ma # Mp)),
and again by applying the triangle inequality, we obtain

slow Biva s — PW @ pEivyzmslll < €2 4 20,

Secondly, we analyze for the event My = Mp. Nevertheless, we start this anal-
ysis without conditioning on M = Mp. (W€ll condition on this event later in
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the proof.) Since S4 is sampled at random and independently of Xy, and since
Hpin(Xw|WE,) > kg, it follows that

dunif(ZA|SAWEo) <éE&z.
By the chain rule (and the independent choice of Sy ),

Hmin(XW|ZAWE2) > Hmin(XW|WEo) —q > kK7
and thus
dunif(KB|RBZASAWE,) < €k .

From the above, and the independent choices of Rp and Sj, it follows that

1 PKs Za R SAWEs — PU @ pur ® PRy @ psy @ pw @ pr,|l1 < ek + 7.

where pg7 is the fully mixed state on H -, and pyy is the fully mixed state on H z,,
and therefore that

HprszawEs — PU @ pur ® pw @ pry | < ek + ez

We now condition on M = Mpg. Note that conditioned on this event, K = Kg
and Zj = Zp, and therefore, from here on, we omit the subscripts for these random
variables and simply write K and Z. From Lemma [2.52] (noting that whether the
event M = Mg holds is determined by Ej), we get

1 EK T €z

= _ — ’ _ <

3 ||PKZWE2|MA7MB PU @ pur @ pw D PRy | My=Mg 1 < Pr[Mx = Mg]

Ugp and V3 are chosen uniformly at random and independent of the rest (and also
independently of the event Ma = Mp). Furthermore, since E is computed from
(K ZE,) alone, it follows that

Lip oW ®p ||1<ﬂ
AW E|MA=Mp ElMa=Mg |1 < PiMy = M

We now combine the analyses for the two disjoint events, and conclude that in case
HA = HUB>
slowe — pw ® pelh
< Pr[My # Ms] %||PWE\MA¢MB — pw ® PE|My£Mg 1
+ Pr[Ma = Mg 5llpw B(Ma=ts — PW @ pE(My=My |11
=Pr[My # Mg (ez+20') +ex +ez

ez+6-2*‘1+\/2q()\ +tex/Pr[Ma # Mp)) |+ex+ez

<6-2774+4/29( AN +teg) +ex +2ez.

< Pr[My # Mg]
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Note that we have computed two upper bounds on || pwr — pw ® pg||1, for two
distinct cases: pa # pp and pa = pp. Obviously, the weaker (larger) upper bound
holds in both cases, and we finally conclude that

Hpwe — pw @ pelh < 6-279+4/20(A +teg) +ex + 2¢e7.

4.6 Instantiating the Building Blocks

4.6.1 Look-Ahead Extractors against Classical Side Information

Dodis and Wichs [DWog| propose a construction for look-ahead extractors based
on alternating extraction [DPo7]. The construction uses two strong extractors,
which are applied in an alternating fashion (we will explain the construction in
detail later in this section). The following theorem due to [DWog] states for this
construction how the parameters of the two extractors lead to the parameters of
the constructed look-ahead extractor.

The security definition of a look-ahead extractor, Definition[4.3} considers quantum
side information, represented by E. In this section, we consider the case where the
side information E is purely classical. To avoid confusion, we will throughout this
section write Z (instead of F) for the adversary’s classical side information. Note
that Z has arbitrary range.

Theorem 4.8 (cf. Theorem 10 in [DWog]) Given a (k,, — 2t{, e,,)-extractor Ext,, :
{0,1}™ x {0,1}¢ — {0,1}* and an (n, — 2t¢,,)-extractor Ext, : {0,1}" x
{0,1}¢ — {0, 1}, the construction in [DWog] yields an (ky,, t*(ew + £4))-look-
ahead extractor

laExt : {0,1}™ x {0, 1}"‘1+£ — ({0, 1}Z)t

Recently, Reyzin [RWY11] and, independently, Fehr (private communication) dis-
covered that the proof given in [DWog] of Theoremis not fully correct, due to
a problem with Lemma 1 in [DPo7].* Fortunately, the proof (of Theorem could
be fixed as shown in lecture notes by Reyzin [RWY11]. In the remainder of this
section, we will explain the alternating extraction construction and reprove it for
the case in which the side information is classical. Our proof of Theorem [4.9|(which
is then used to prove Theorem [4.8) is inspired by Reyzin’s proof [RWY1], but is

*To be precise, Dodis and Wichs’ proof of look-ahead extraction is also affected by this issue.
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Wendy: W Quentin: (@, S1)

Ry = Eth(W; S1) Ry
52 Sy 1= Exty(Q; R1)

Ry := Eth(W; Sg)

Sy St = Exty(Q; Re—1)

Ry = Ext,(W; Sy)

Figure 4.1: Alternating extraction explained.

more extensive (we consider auxiliary classical side information and we give formal
min-entropy analyses, which are omitted in [RWY11]). Furthermore, our proof
uses our Lemmal4.10} which we think is simpler than the corresponding Lemma 6
in [RWYu1].

Look-Ahead Extractors from Alternating Extraction

The look-ahead extractor construction is easy to explain. Following [DPo7], we
identify two parties, Quentin and Wendy. With these parties, we associate the
two extractors from Theorem Ext, and Ext,,, as well as two random variables,
Q € {0,1}" and W € {0,1}", respectively. Quentin and Wendy perform
alternating extraction as follows (see also Figure[4.1). Quentin begins by sending a
string S1 € {0, 1} to Wendy. Wendy then uses S as seed for her extractor: she
computes R; := Ext,,(W;S1) and sends R; back to Quentin. Quentin then uses
R, as seed and computes Sy := Ext,(Q; R1), and sends this to Wendy again, etc.
The procedure stops after Wendy has computed ;.

The alternating extraction procedure is a construction for a look-ahead extractor
in the following way: W is the weakly random source, the tuple S := (@, S) acts
as seed, and Wendy’s output values { R; } [, form the output, i.e., (R1, ..., R) =
laExt(W; S).

Definition [4.3| considers two instances of a look-ahead extractor: the one at Bob’s
side,? which is provided with the original seed, and the one at Alice’s side, which is

3We consider a setting where Alice wants to use the look-ahead extractor to authenticate a
message to Bob. Recall that in such a setting Bob samples the seed.
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provided with the adversarially modified seed. In terms of our alternating extrac-
tion explanation, Quentin and Wendy as described above reside on Bob’s side. On
Alice’s side, we will call the corresponding parties Quentin and Wendy. Quentin’s
initial view consists of (Q, S1, Z) (where (Q, S}) equals S from Deﬁnitio and
Wendy’s initial view consists of (W, Z). Quentin and Wendy exchange /-bit mes-
sages which we denote as S; and R; respectively. These messages are computed from
their views in iteration ¢, which each consists of the party’s initial view concatenated

with the messages exchanged during alternating extraction.

To prove Theorem we let Quentin and Wendy as well as Quentin and Wendy
perform alternating extraction synchronously. In particular, we need Theorem|4.9|as
an ingredient, which informally states that the 7th message produced by Wendy looks
random from the combined view of Quentin and Quentin, and vice versa. Note
that the combined view of Quentin and Quentin equals the view of the (implicit)
adversary in Definition

We will use the following notation for collections of random variables S; and R;
(as well as S; and R;),

Spiy = (S1,...,5i) VieN\{0},

and likewise for Ry, §[Z-] and E[i]. Furthermore, S};) for any ¢ < 1 denotes the
empty list, and likewise for R[;, etc.

Theorem 4.9 Lete,ande,, asin Yheoremand let W, Q, @ Si, Ry, §l Ez and
Z be as described above. If Ps,ow z = Py Py Py z, where Py and Py are uniform
distributions on {0, 1}* and {0, 1} respectively and if Hyin (W|Z) > kv, then the
following inequalities hold for all i € [t]:

dunif(Si’WS[ifl]R[ifl]é[ifl]g[ifl}Z) < (eqt+ew)(i—1) (4.1)
dunif (Ri|QRp;_11Siy Rpi—11S0@2) < (5q +€w) (i — 1) + €w, (4.2)

Note that we require () to be uniformly distributed; this stems from the parameters
of Exty, which we adopt from Theorem By adapting the parameters of Ext,
appropriately, alternating extraction also works when () does not have full min-
entropy (cf. [DWoo, RWY11]). Nevertheless, since we anyway do not need this
more general case, we find it simpler to state it as above.

As in [RWY1uil], the proof is based on the conditional independence of () and W

(when conditioned on the messages exchanged in the alternating-extraction proto-
col). This independence is crucial for inequalities (4.1) and (4.2)) to hold because
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Si (R;) is extracted from ) (W) via a seed that is computed from W (@), and it is
well known that for an extractor to work properly the seed must be (essentially)
independent from the source.

Consider the general setting where two parties, holding independent random vari-
ables X and Y respectively, interact by exchanging messages, where each message
is computed from the sender’s random variable (i.e., either X or Y') and previously
exchanged messages. Then, it is well known (and straightforward to prove) that
X < M < Y holds, where M represents the collection of the exchanged messages.
Observe that alternating extraction (when viewing Wendy and Wendy as a single
party and Quentin and Quentin as well) is a particular instance of the above general
setting. Note that the (classical) side information Z should be treated as being part
of M; it can be thought of an initial message that is sent from Wendy to Quentin.

To prove Theoremwe will use the following lemma, which is a corrected and
extended version of Lemma 1 from [DPo7].

Lemma 4.10 Let A, B, C be arbitrary random variables over respectively A, 3,C
such that A < B <> C. Then, for any function f : A x C — Z it holds that

dunif (f(A, C)|BC) < dunif(f(A,U)|BU) + dunis(C|B)

where U is an independent random variable uniformly distributed over C.

Proof.
dunit(C|B) = %HPCB — pu @ pBI
= 3llpcsa — pu ® ppalli
> Sleracyse — pravsulih

where the first equality is by definition of the trace distance to uniform, the second
equality follows from the Markov property, and the inequality is by the fact that
the trace distance cannot increase under quantum operations; see Theorem .50
Finally, the claim follows by applying triangle inequality. O]

Proof of Theorem We prove the statement by induction on . Inequality
obviously holds for ¢ = 1,
dunif(si‘WS[i—l]R[i—l]g[i—l]é[i—l}z)‘izl = dunif($11WZ) = 0.
The first half of the induction step is to show that, if holds for ¢ (the induction
hypothesis), then must hold for 4, i.e.
dunif (Ri| QR 1Sy Rpi— 1) SjjQZ) < (g + €w)(i — 1) + €.
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The (trace) distance to uniform cannot increase when applying the same operation
to both states (in this case: removing W)

dunif (Sl S 11 Rii— 11 Rii—1Si—11Z) < duni (Sil WSy Ry RS-0 Z)
(gq

<
< (eq+ew)(i—1). (4.3)

The following bound holds on the conditional min-entropy of W,

Huin(WSji— 1R Rji—1)Si-12) > Hunin(W|Sp— 1 Rji—y Ryy—11S—1QZ)
Hmm(W’SlR[ifl]R[ifl}QZ)
> Hpin(W[S1Q%7) — Hmax(R[i—l]R[i—l})
— Huin(W|2) = 2(i = 1)¢
> ko — 2(¢ — 1)0,

where the first inequality holds by strong subadditivity, the first equality holds
because W <> Rj;_ 1}R[Z 1151QZ < Sji—11S}i—1) \ {S1} (which holds because of

the way the S; and S; are computed), the second inequality is the chain rule and
the second equality holds because Py 75,0 = Pw z P Pg. The definition of Ext,,
then guarantees that

dunif (Exto (W; U)|U Sj—1)Ryy—1)Sy—1 R 2) < €w, (4.4)

for an independent and uniform seed U.

Given that W S[i,l]R[i,l]5[2-,1]]?@,1}2 < (@ is a Markov chain (as ex-
plained before Lemma , it follows that W <« S[Z-_”R[i_l}§[,-_1]1§[i_1}Z >
S; holds as well, since S; is a function of ) and R;_;. Now, given the latter

Markov chain and (4.3) and (4.4), we can apply Lemma [4.10|with A = W, B =
Sli—1Rji—115i-11Rji—1)%Z, C = S; and U = U, which guarantees that

dynif (Exty, (W Si)’R[z’—l}S[i]g[i—l]é[i—l]Z) < (&‘q +ew)(i — 1) + &y

Because it holds that @ <> Sy R;_q 5[24,1]]}:[1»,1]Z < W, we may additionally
condition on () in the expression above without increasing the trace distance to
uniform. Furthermore, since both @ and §Z can be computed from the random
variables that are already being conditioned on, we can also condition on them “for
free” Since R; := Ext,,(WW;.S;) we obtain

dunit (Ri| QRji—1) Sy @Sy Rji—1)Z) < (eq + €u) (i — 1) + eu,
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which is for i and concludes the proof of the first half of the induction step.

The second half of the induction step is to take the expression above as the induction

hypothesis and show that if hypothesis is true, then must hold for ¢ + 1, i.e.
unif (Si+1 |WS[Z']R[1-] g[i]é[i]z) < (g4 +€w)i.

This second part is essentially a “mirror image” of the above part.

By an elementary property of the trace distance, the distance to uniform cannot
increase when applying a function to both states (it this case: removing systems ()

and Q):
dunit (Ri| Rpj—1) Sy R 11511 Z) < dunie(Ri| QRy;— 1S QS Ry-1Z)  (4.5)
< (egtew)i—1)+ew.
The following bound holds on the conditional min-entropy of (),

Hunin(QIRyj—11Siy Ri—1)S1 Z) = Hunin (QIW Rji—1) Sy Rii—11511 2)
= Hin(QW ZS3S3)
> Humin(QIW ZS1) = Humax (S S \ {S1})
=ng— (20 —1)¢
>ng— (2t — 1),

where the first inequality holds by strong subadditivity, the first equality holds
because @ <> WZS; S, [ < R[i_l]ﬁ{ﬁ_u, the second inequality is the chain rule,
the second equality holds because Py 75,9 = Pwz Py Py and the last inequality
follows because 7 < t. The definition of Ext, then guarantees that

dunif (Exte(Q; U)|UR(;—1Sig R—115102) < e, (4.6)

for an independent and uniform seed U.

Note that from the fact that Q <> Rj;_q S[i]ﬁ[i_” g[i]Z + W, it follows that
Q < RS2 < R;since R; is a function of W and S;. Given this latter
Markov chain and and (4.6), we can apply Lemma[4.10lwith A = Q, B =
S[i]R[i,l]g[i]é[i,l]Z, C = R; and U = U, which guarantees that

dun]f(Eth(Q; Ri)|R[i]S[i}R[i71]§[i}Z) < (Eq + ew)i.

Because it holds that Q < Sp; Ry S, mé[i,l]Z < W, we may additionally con-
dition on W without increasing the distance to uniform. Furthermore, we may
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condition on R as well since it is computed as a function of W and §i,

dunif (Exty(Q; Ri)|W Ry Sig Ry Sy Z) < (eq + €w)i-
Finally, we obtain (4.1) for i + 1 by noting that S 1 := Ext,(Q; R;) and this proves
the second half of the induction step. O

Finally, we prove the main claim. The proof below is essentially the same as the
proof of Theorem 9 in [DWog]], but then adapted to our notation.
Proof of Theorem We need to prove that

dunif(Ri-i-l . Rt‘é[l]S§Z) < tz(&“q + €w).

Note that Definition |4.3|already requires that S; and () are uniformly distributed
and independent of W and Z and that Hyyi, (W|Z) > kqy, so Theorem [4.9applies.

Consider from Theorem|[4.9] i.e.
dunif (Ril QRji—1) Sji Rii—11S9 QZ) < (gq +€w) (i — 1) + eu,

Let us remove the conditioning on S}; and S (1] except for S1 and S1, by elementary
properties of the trace distance this cannot increase the distance. As mentioned on
pagS (Q, S1) and similarly S := (Q, S} ), so we replace (Q, S, Q, S1) by
(S,.S). Furthermore, we may obviously append independent uniform randomness
without increasing the distance-to-uniform:

dunif (RiUp—i | Rji— 1]R[Z 1}SSZ) (g +ew)(i —1) + ey, (4.7)
We will evaluate using the substitutions ¢ — i + luptoi — t:
dunif (Ri1Upi—i—1)| Ry Ry SSZ) < (g + €w)i + 2w,
dunif(Rit2Up(r—i—)| Rjis1) Rii1)SSZ) < (g4 + 2w) (i + 1) + €u,

durit (Re| Ry By 1)S52) < (eq + 2u)(t = 1) + £u.

By recursively applying the triangle inequality to these expressions (a “hybrid argu-
ment”) we may conclude that

dunif(Rit1 - .. Re| Ry Ry SSZ) < Lt(t — 1) (eq +ew) + (t— 1)ew < t2(eq+ew)

Finally, we obtain the claim simply by removing the conditioning on RM 4, O

“we thus actually prove a slightly stronger statement, i.e., that the claim still holds when condi-
tioning additionally on R;
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Parameters of an Explicit Look-Ahead Extractor

Dodis and Wichs use the explicit strong extractor from [GUVog] (see also Theo-
rem to instantiate the extractor in Theorem [4.8] and achieve the following
parameters.

Theorem 4.11 (Theorem 11 in [DWogl) For all integersn > k and all € > 0 there
exist (k, €)-look-ahead extractors Ext : {0,1}" x {0,1}¢ — ({0, 1}*)! as long as

k > 2(t + 2) max (¢, O(log(n) + log(t) + log(1/¢)))
> O(t(£ + log(n) + log(t) + log(1/¢))),

and d > O(t(€ + log(n) + log(t) + log(1/¢))).

L.e., when neglecting logarithmic terms, k£ and d are both of order ¢/, the bit-size of
the range of the extractor.

4.6.2 Look-Ahead Extractors and Quantum Side Information?

In the Eurocrypt paper [BF11] on which the present chapter is based, we claimed
that one can obtain a look-ahead extractor that is secure against quantum side
information simply by replacing the classical strong extractors in the original con-
struction by extractors against quantum side information, and furthermore that
the original proof strategy can also be used in the quantum setting. Unfortunately,
during the preparation of this thesis we noticed that we have overlooked a subtle
issue that renders the original proof strategy invalid for the quantum case. Although
the alternating-extraction construction could still work in the quantum setting, we
currently do not have a proof for it. We leave it as an important open problem.

Let us briefly explain here why the proof strategy for the classical setting does not
apply in the quantum setting. Recall that according to Definition [4.3]the adversary
creates S = (Q, S1) given S = (Q, S1) and E, and that this process may involve a
measurement on F, which then collapses to the state E’. This latter state £/ may in
particular include (), and it typically depends on W as well. It is not clear how to
generalize Lemma|[4.10]to include this quantum side information. Moreover, the
proof for the classical case makes statements about a probability space in which Z
and S, which is computed from Z, exist simultaneously. In the quantum setting,
however, the original quantum state /2 does not exist anymore after it is measured (to
produce S); it collapses to the post-measurement state F’, which is not guaranteed
to have the necessary properties (like independence of ().
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4.6.3 Security and Instantiation of the MAC

To construct a MAC with look-ahead security, we adopt the construction given
in [DWog]. Because our look-ahead security definition, Definition[4.4} is slightly
weaker than the one given in [DWoo] (in that both 1o and pp are fixed), we obtain
a better security parameter, as argued below.

With respect to a different aspect, the requirement on the MAC for constructing our
protocol AUTH is somewhat stronger, because we need a “universal” MAC which is
(e, A + €)-look-ahead secure for any ¢ > 0 (and some \). (This requirement stems
from the proof of Lemma4.5]) It turns out that the construction from [DWog]
satisfies this property.

Proposition 4.12 For any positive integers m and {, there exists a family of functions
{MAC, : {0,1}™ — {0,1}*}, indexed by keys k € ({0,1}%)!, that is (,27* + ¢)
look-ahead secure for any € > 0, where t = 4m and s = 2mJ{.

For completeness, we very briefly describe the idea of the construction here. The
function MAC, (1) outputs some of the blocks r; of the key k = (K1, ..., K¢);
where the choice of this subset is determined by p.. Furthermore, the construction
guarantees that for any two distinct messages 1 and 1/, there exists an index i, < ¢
such that MAC,; (i) outputs more blocks x; with ¢ > i, than MAC, (') does. From
the look-ahead property, it follows that given 7, . .., ;_, the remaining blocks
Kio+1, - - -, Kt are (e-close to) random. Then, from the choice of ¢, and from the
chain rule we conclude that when given MAC,/ ('), the tag MAC,; (1) still contains
at least (nearly) £ bits of min-entropy.

Since the security of the MAC follows more or less directly from the look-ahead
property (and an application of the chain rule), this construction is secure in the
presence of quantum side information when the underlying look-ahead extractor
is secure against quantum side information.

When comparing our Proposition[4.12] with Lemma 15 in Appendix E.3 of [DWog],
our modification of fixing both 1o and pp before executing DWMAC overcomes the
need for a union bound over all possible messages 1g and hence saves us a factor
of 2™,

4.6.4 Instantiating Protocol AUTH

We will instantiate protocol AUTH for the case of classical side information. Before
doing so, we first need to slightly modify the protocol. Because the alternating-
extraction construction that we use to instantiate laExt requires a relatively large
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seed, we cannot let Alice authenticate the tuple (ua, R, S) directly. Instead, Alice
will sample a seed and for an almost universal hash function, and authenticates the
seed and the hash of (pa, R, S). We will make use of the well-known polynomial
construction for an almost universal hash function (see, e.g., [TSSR10]); for some
field F and b a positive integer, let

h: F> x F — F

(@1, mpia) = 0wl

For a, the seed, randomly chosen from F, the probability that two distinct inputs
x, 2" € F collide is peol := (b — 1)/|F).

This hashing-modification to AUTH will affect its security and privacy. We take care
of this simply by adding pc| to the security and 2 p., to the privacy upper bound.

The latter factor of two comes from the triangle inequality, which appears because
privacy (as defined in Definition |4.1) is a distance between two states.

We now combine Theorem Theorem [4.7] Theorem Theorem and
Proposition [4.12]and make use of the hashing modification explained above in order
to obtain a lower bound on k, the min-entropy required by AUTH, in terms of desired
security and privacy parameters and the bitsize of the message to be authenticated.

Corollary 4.13 For any integersn > k, m and anye > 0 and any 0 < § < /8, we
can construct an efficient four-round (n, k, m, 0, £) message-authentication protocol
with long-term-key privacy as long as (asymptotically)

k= O(log(l/e) + (log(1/8) + log(m)) - (log(1/8) + log(m’) + log(n))),
where

m' =m+0(log(1/2)+ (log(1/6)+log(m’))- (log(1/6) +log(m’) +log(n)) ).

Proof. We start by computing suitable parameters for the almost universal hash
function. Let IF := [Fac for a positive integer ¢, and let m’ be the bitsize of the tuple
(u, R, S),ie., m' =m+d+v. Hence,b = m'/¢,’ and peo) = 27¢(m/ /e — 1) <
27¢m/.

As required by the security and privacy proofs, k > max(q + ki, kz). We first
analyze kg. Let &' := 3279+ 1,/20(2-¢ + te) + 27°m/ (this expression

*Here, we assume that m/ is an integer multiple of c. Note that this can always be achieved by
zero-padding m’.
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originates from combining Theorem [4.6] Proposition and peor). To simplify
matters, we choose ¢ = £/2, ¢ = £/2 + logm/ and e ;¢ = 27¢/t and we obtain

=3 27[/2 + % 24/2(2 . 2—£) + 27([/2+10gm’) m'
—=3.272 9721 4 97t2 < 27%*  (for large enough /).

Because ¢’ is an upper bound for the security of AUTH, a sufficient condition to
achieve the desired security level ¢ is when &’ < ¢. Hence, we choose

¢ > 4log(1/6).

The actual message to be authenticated consists of the seed and the hash value and
therefore has bit-length 2c. Then, by Proposition [4.12] we have that ¢ = 4(2c) =
40 4+ 8logm’ > 161log(1/d) + 8logm'. We substitute this into the expression for
EK:

ex < 0%/(161og(1/6) + 8logm’).

Next, we plug this into the bound for & from Theorem This yields
ki = O((log(l/é) +log(m’)) - (log(1/6) + log(m') + log(n))).

We now analyze k7. Let

e i=6-2794/202  +teg) +ex +2e2 + 27w/

=20 + 0"t + 2e 5 + 27/

be the upper bound on the privacy of AUTH (the expression follows from combining
Theorem [4.7} Proposition[4.12]and pcol). To achieve the desired privacy e, it suffices
that ¢’ < e. By substituting ' = § and solving for 7, we obtain ¢ < e —
o — %54 —927t2 < %e -0 — %54 — 2. From the latter expression, we see why
we cannot choose ¢ arbitrarily large, compared to ¢, because an upper bound for
¢z should of course not be negative. Note that this parameter-dependency is not
surprising; it stems from the fact that the privacy proof makes use of the security
proof. Therefore, we choose 0 < § < ¢/8,suchthatey < £ — £ — 552 — .

Lower bounding the RHS yields the simpler expression
Ez <e / 4.
Substituting this into the bound for & from Theorem [4.11] gives

kz = O(log(1/0) + log(n) + log(1/¢))
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We upper-bound max(q + kg, kz) by the sum ¢ + kg + kz:
k>2logl/é+kx+kz
= O(log(1/2) + (log(1/3) + log(m")) - (log(1/4) + log(m') + log(n)) ).

Remember that m’ = (m + d + v), where v = O(log(n) + log(1/ez)) =
O(log(n) + log(1/¢)) an

d = O((1og(1/3) +log(m")) - (log(1/0) + log(m') + log(n)) ).

4.7 The Fuzzy Case

Up to here, we assumed a scenario where Alice and Bob share identical copies of
the session key Xy . Let us now consider the “fuzzy” case, where Alice and Bob
hold keys that are only close in some sense, but not necessarily equal. This kind
of scenario naturally arises when Alice and Bob obtain their session keys in the
presence of noise. For simplicity and with our application (Section[4.8) in mind, we
use the Hamming distance to measure closeness between keys.

Consider the following simple approach. Let Bob’s key be called Xy;,. Before
executing the authentication protocol, Bob sends some error-correcting information
(like the syndrome of Xy with respect to some error-correcting code) to Alice, so
that she can correct the errors in her key, X {/V Since Eve has full control over the
communication channel, she can also modify this error-correction information.
In this case Alice might not correct X7y, successfully, in which case our protocol
is not guaranteed to be secure. However, as stated in Theorem 22 in [DWog], this
approach is secure (in the classical setting) if one uses alternating-extraction-based
instantiations of look-ahead extractors. (Note that the parameters change slightly
compared to the non-fuzzy case, to take into account the min-entropy loss due to
the error correction information.) For this solution to work it is important that
Xy has sufficient min-entropy when given Eve’s (classical) side information, and
that Bob sends the error-correcting information to Alice (i.e., the error-correction
information must be sent in the same direction as the seed for the look-ahead
extractor).

Because we currently do not have a provably secure construction for a look-ahead
extractor against quantum side information, we cannot say whether the approach
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above also works in the setting where Eve is allowed to have quantum side informa-
tion. This remains an open question that needs to be solved before protocol AUTH
can be used to improve the quantum protocol QID™.

One subtlety is that the error-correcting information must not leak information
about W, to preserve the privacy property. Exactly this problem is addressed
in [DSos], and is generalized to the quantum setting in [FSog|. Note that it is
straightforward to upper bound the min-entropy loss in Xy due to error correction:
by the chain rule this is at most the bitsize of the error-correction information.

Finally, we want to make a remark about how this min-entropy loss (caused by
sending the error-correction information) is incorporated in the parameters of
Theorem 22 in [DWog]: Ext, needs to be an (n, — (20 + «)t, £,)-extractor,® where
« is the bitsize of the error-correction information. In words, there is a loss of at in
the first parameter, where one would expect only a loss of a.. To us it seems that
the factor ¢ in front of « is not necessarys; it is merely a consequence of the proof
strategy of Theorem 22, which uses the alternating-extraction theorem (Theorem 9
in [DWog]) as a black box.

Furthermore, it seems that the requirement on the conditional min-entropy of W4
in Theorem 22 (from [DWog]) is not necessary; it is also not used in the proof.

4.8 Application: Password-Based Identification

We sketch here how an instantiation of protocol AUTH that a) is secure when Eve
has quantum side information about the weak key, and b) is still secure in the fuzzy
case, would lead to a truly password-based identification protocol in the bounded
quantum storage model with security against man-in-the-middle attacks. We want
to stress that to achieve a) and to be able to verify b), we still miss one building
block, i.e., look-ahead extractors against quantum side information. Furthermore,
recall that the protocols QID and QID* are briefly explained in Section (for
details, the reader is referred to [DFSSo7]]). In particular, recall that the need for
an additional high-entropy key in QID™ stems from the use of an extractor MAC,
which is used to authenticate all classical communication.

Our idea of obtaining security against man-in-the-middle attacks without a high-
entropy key is now simply to do the authentication of the classical communication by
applying protocol AUTH when using x7,, as weak session key. Our privacy property
guarantees that the authentication does not leak information on the password w.

®For comparison: in Theorem the non-fuzzy case, Extq is a (ng — 20t, e4)-extractor.
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We stress that previous protocols for authentication based on weak keys would
(potentially) leak here information on w.

As in Section we abbreviate the user and server by U and S respectively. If
the quantum communication is noisy (which it is in realistic scenarios) or if the
man-in-the-middle attacker modifies some of the qubits (but few enough so that
he is not detected) or €, then U’s and S’s version of 7, are not identical. Thus, we
indeed require that AUTH is secure in the fuzzy case.

If the analysis of the fuzzy case for the case of classical side information would
more or less directly carry over to the quantum setting, then this would mean
that we need a lower bound on the min-entropy of S’s version of 7, (when given
the adversary’s side information). Although the analysis of Damgard et al. only
guarantees min-entropy in U’s version, we can slightly modify the protocol to also
guarantee lower-bounded min-entropy on S’s side. Instead of measuring the BB84
qubits in basis ¢(w), S measures them in a random basis 0 and announces the
difference 7 = ¢(w) @ 6. Then, U and S update the code c by shifting every code
word by 7, so that with respect to the updated code c, S has actually measured the
BB84 qubits in basis ¢/(w). This trick has also been used in [DFL™ 09|}, though for
a different reason, and has no real effect on the analysis of the protocol. However,
since S now also measures in a random basis, we can apply the uncertainty relation
of [DFR " 07] to get a lower bound on the min-entropy on S’s side.

4.9 Open Problem

The main open problem of this chapter is showing the existence of (efficient) look-
ahead extractors that are secure against quantum side information. It remains
possible that the alternating-extraction construction also works against quantum
side information, but it might also be the case that totally different techniques are
needed.
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5.1 Introduction

In this chapter, we propose a new entropic uncertainty relation. Furthermore, we
present a modified version of the quantum identification protocol QID introduced in
Section that we will refer to as NEWQID. We will show how the new uncertainty
relation can be used to prove NEWQID secure in the bounded-quantum-storage
model (BQSM). Moreover, we will introduce another security model in this chapter,
which we call the single-qubit-operations model (SQOM), and show that NEWQID is
also secure in this model.

5.1.1 A New Uncertainty Relation

Uncertainty relations are quantitative characterizations of the uncertainty principle
of quantum mechanics, which expresses that for certain pairs of measurements,
there exists no state for which the measurement outcome is determined for both
measurements: at least one of the outcomes must be somewhat uncertain. Entropic
uncertainty relations express this uncertainty in at least one of the measurement
outcomes by means of an entropy measure, usually the Shannon entropy. Our new
entropic uncertainty relation distinguishes itself from previously known uncertainty
relations by the following collection of features:

1. It uses the min-entropy as entropy measure, rather than the Shannon entropy.
Such an uncertainty relation is sometimes also called a high-order entropic
uncertainty relation." Since privacy amplification needs a lower bound on
the min-entropy, high-order entropic uncertainty relations are useful tools
in quantum cryptography.

2. It lower bounds the uncertainty in the measurement outcome for all but one
measurements, chosen from an arbitrary (and arbitrarily large) family of pos-
sible measurements. This is clearly stronger than typical entropic uncertainty
relations that lower bound the uncertainty on average (over the choice of the
measurement).

3. The measurements can be chosen to be qubit-wise measurements, in the com-
putational or Hadamard basis, and thus the uncertainty relation is applicable
to settings that can be implemented using current technology.

""This is because the min-entropy coincides with the Rényi entropy H,, of high(est) order av = oo

(see Section.
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To the best of our knowledge, no previous entropic uncertainty relation satisfies
and (2) simultaneously, let alone in combination with (3). Indeed, as pointed out
in a recent overview article by Wehner and Winter [WW10], little is known about
entropic uncertainty relations for more than two measurement outcomes, and even
less when additionally considering min-entropy.

Explanation by means of a Simpler Entropic Uncertainty Relation

To explain our new uncertainty relation, we find it helpful to first discuss a simpler
variant, which does not satisfy , and which follows trivially from known results.
Fix an arbitrary family {5, . .., By, } of bases for a given quantum system, and let
us denote the state space of this given system by H. The maximum overlap of such
a family is defined as the real number

¢ = max{[(¢[)| : [#) € By, [¢)) € By, 1 <j<k<mj}.

Letd := — log(c?). Furthermore, let p € D(#) be an arbitrary quantum state, and
let X denote the measurement outcome when p is measured in one of the bases. We
model the choice of the basis by a random variable J, so that H(X |J =) denotes
the Shannon entropy of the measurement outcome when p is measured in basis B;.
It follows immediately from Maassen and Uffink’s uncertainty relation [MUS88] that

H(X|J=34)+H(X|J=k)>—log(c®) =d Vj#k.

As a direct consequence, there exists a choice j' for the measurement so that
H(X|J=j) > %l forall j € {1,...,m} with j # j'. In other words, for any state
p there exists j’ so that unless the choice for the measurement coincides with j/,
which happens with probability at most max; P;(j), there is at least d/2 bits of
entropy in the outcome X.

Our new high-order entropic uncertainty relation shows that this very statement
essentially still holds when we replace Shannon by min-entropy, except that ;'
becomes randomized: for any p, there exists a random variable J', independent of
J, such that?

Hoin(X|J=4,0"=7") 2 V 4,4 € [m] such that j # j’

N

no matter what the distribution of J is. Thus, unless the measurement .J coincides
with .J’, there is roughly d/2 bits of min-entropy in the outcome X. Furthermore,

*The rigorous version of the approximate inequality 2 is stated in Theorem
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since J' is independent of .J, the probability that .J coincides with .J’ is at most
max; Py(j), as is the case for a fixed .J'.

Note that we have no control over (the distribution of) J’. We can merely guarantee
that it exists and is independent of .J. It may be insightful to interpret J" as a
virtual guess for J, guessed by the party that prepares p, and whose goal is to
have little uncertainty in the measurement outcome X. The reader may think of
the following specific way of preparing p: sample j’ according to some arbitrary
distribution J/, and then prepare the state as the, say, first basis vector of Bj. It
the resulting mixture p is then measured in some basis B;, sampled according to
an arbitrary (independent) distribution J, then unless j = j’ (i.e., our guess for
J was correct), there is obviously lower bounded uncertainty in the measurement
outcome X (assuming a non-trivial maximum overlap). Our uncertainty relation
can be understood as saying that for any state p, no matter how it is prepared, there
exists such a (virtual) guess .J/, which exhibits this very behavior: if it differs from
the actual choice for the measurement then there is lower bounded uncertainty in
the measurement outcome X. As an immediate consequence, we can for instance
say that X has min-entropy at least d/2, except with a probability that is given by
the probability of guessing .J, e.g., except with probability 1/m if the measurement
is chosen uniformly at random from the family. This is clearly the best we can hope
for.

We stress that because the min-entropy is more conservative than the Shannon
entropy, our high-order entropic uncertainty relation does not follow from its
simpler Shannon-entropy version. Neither can it be deduced in an analogue ways;
the main reason being that for fixed pairs j # k, there is no strong lower bound
on Huyin (X|J=7) + Hmin(X|J=Ek), in contrast to the case of Shannon entropy.
More precisely and more generally, the average uncertainty ﬁ >0 Hmin(X]J =15)
does not allow a lower bound higher than log |.J|. To see this, consider the following
example for |J| = 2 (the example can easily be extended to arbitrary |.J|). Suppose
that p is the uniform mixture of two pure states, one giving no uncertainty when
measured in basis j, and the other giving no uncertainty when measured in basis k.
Then, £ Huin(X|J =j) + 3 Hmin(X|J=k) = 1. Because of a similar reason, we
cannot hope to get a good bound for all but a fixed choice of j'; the probabilistic
nature of J' is necessary (in general). Hence, compared to bounding the average
uncertainty, the all-but-one form of our uncertainty relation not only makes our
uncertainty relation stronger in that uncertainty for all-but-one implies uncertainty
on average (yet not vice versa), but it also allows for more uncertainty.

By using asymptotically good error-correcting codes, one can construct families
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{Bi,...,B} of bases that have a large value of d, and thus for which our uncer-
tainty relation guarantees a large amount of min-entropy (we discuss this in more
detail in Section|[5.2.1)). These families consist of qubit-wise measurements in the
computational or the Hadamard basis, and thus are implementable with current
technology.

The proof of our new uncertainty relation comprises a rather involved probability
reasoning to prove the existence of the random variable .J’ and builds on earlier
work presented in [Schoz].

Quantum Identification with Hybrid Security

As an application of our entropic uncertainty relation, we propose a new quan-
tum identification protocol (for an introduction into quantum identification, see
Section[z.11). Our uncertainty relation gives us the right tool to prove security of the
new quantum identification protocol in the BQSM. The distinguishing feature of our
new protocol is that it also offers some security in case the assumption underlying
the BQSM fails to hold. Indeed, we additionally prove security of our new protocol
against a dishonest server that has unbounded quantum storage capabilities and can
reliably store all the qubits communicated during an execution of the protocol, but
is restricted to non-adaptive single-qubit operations and measurements. 3 This is in
sharp contrast to protocol QID by Damgérd et al. (Section [2.11.1), which completely
breaks down against a dishonest server that can store all the communicated qubits
in a quantum memory and postpone the measurements until the user announces
the correct measurement bases. On the downside, our protocol only offers security
in case of a perfect single-qubit (e.g., single-photon) source, because multi-qubit
emissions reveal information about w. Hence, given the immature state of single-
qubit-source technology (as of 2012), our protocol is currently mainly of theoretical
interest.

We want to stress that proving security of our protocol in this single-qubit-operations
model (SQOM) is non-trivial. Indeed, as we will see, standard tools like privacy am-
plification are not applicable. Our proof involves certain properties of random linear
codes and makes use of Diaconis and Shahshahani’s XOR inequality (Theorem [2.8]
see also [Dia88])).

3Because secure identification belongs to the class of secure 2PC functionalities, it is well known
that some restriction is necessary (for references, see Section.
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5.1.2 Related Work

The study of entropic uncertainty relations, whose origin dates back to 1957 with
the work of Hirschman [Hirs7], has received a lot of attention over the last decade
due to their various applications in quantum information processing. We refer the
reader to [WW1o0] for a recent overview on entropic uncertainty relations. Most of
the known entropic uncertainty relations are of the form

1 .
i > Ho(X|J=j)>h,
j

where H,, is the Rényi entropy.* I.e., most uncertainty relations only give a lower
bound on the entropy of the measurement outcome X on average over the (ran-
dom) choice of the measurement. As argued in Section|5.1.1} the bound % on the
min-entropy can be at most log |./|, no matter the range of X. Furthermore, an
uncertainty relation of this form only guarantees that there is uncertainty in X for
some measurement(s), but does not specify precisely for how many, and certainly
it does not guarantee uncertainty for all but one measurements. The same holds
for the high-order entropic uncertainty relation from [DFR™ 07|, which considers
an exponential number of measurement settings and guarantees that except with
negligible probability over the (random) choice of the measurement, there is lower-
bounded min-entropy in the outcome. On the other hand, the high-order entropic
uncertainty relation from [DESSos] only considers two measurement settings and
guarantees lower-bounded min-entropy with probability (close to) %

The uncertainty relation we know of that comes closest to ours is Lemma 2.13
in [FHS1]. Using our notation, it shows that X is e-close to having roughly d/2
bits of min-entropy (i.e., the same bound we get), but only for all but an e-fraction
of all the m possible choices for the measurement j, where € is about \/2/m.

With respect to our application, backing up the security of the identification protocol
by Damgard et al. [DFSSo7|] against an adversary that can overcome the quantum-
memory bound assumed by the BQSM was also the goal of [DFL " 0g]. However, the
solution proposed there relies on an unproven computational hardness assumption,
and as such, strictly speaking, can be broken by an adversary in the SQOM, i.e.,
by storing qubits and measuring them later qubit-wise and performing (possibly
infeasible) classical computations. On the other hand, by assuming alower bound on
the hardness of the underlying computational problem against quantum machines,
the security of the protocol in [DFL™ 0g] holds against an adversary with much

*See Sectionfor the definition of H,,. Nevertheless, for most known uncertainty relations
a = 1, i.e., the Shannon entropy.
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more quantum computing power than our protocol in the SQOM, which restricts
the adversary to single-qubit operations.

We hope that with future research on this topic, new quantum identification (or
other cryptographic) protocols will be developed with security in the same spirit
as our protocol, but with a more relaxed restriction on the adversary’s quantum
computation capabilities, for instance that he can only perform a limited number of
quantum computation steps, and in every step he can only act on a limited number
of qubits coherently.

5.2 An All-But-One Entropic Uncertainty Relation

Throughout this section, {B1, ..., By, } is an arbitrary but fixed family of bases for
the state space H of a quantum system. For simplicity, we restrict our attention to
an n-qubit system, such that H = (C2)®" for n € N, but our results immediately
generalize to arbitrary quantum systems. We write the 2" basis vectors of the
j-th basis B; as B; = {|z); : « € {0,1}"}. Let ¢ be the maximum overlap of
{Bi,...,By} as defined in Section[s.1.1}

In order to obtain our entropic uncertainty relation that lower bounds the min-
entropy of the measurement outcome for all but one measurement, we first state an
uncertainty relation that expresses uncertainty by means of the probability measure
of given sets.

Theorem 5.1 (cf. Thm. 4.8 in [Scho7|]) Let p be an arbitrary state of n qubits.
For j € [m], let QI(-) be the distribution of the outcome when p is measured in
the Bj-basis, i.e., Q/(x) := (x|; p |z); for any x € {0,1}". And for all subsets
X C {0? 137, let Q7 (X) = > wex Q7 (z). Then, for any family {Ej}je[m] of
subsets £7 C {0, 1}", it holds that

QL)< 1+ce(m—1)- max 7] | CF).
J€[m] jVjSé[IT}

A special case of Theorem [5.1, obtained by restricting the family of bases to the
specific choice {B, By} with By = {|z) : x € {0,1}"} and Bx = {H®"|z) :
x € {0,1}"} (i.e., either the computational or Hadamard basis for all qubits), is
an uncertainty relation that was proven and used in the original paper about the
BQSM [DFSSos]|. The proof of Theorem 5.1 goes along similar lines as the proof in
the journal version of [DFSSos] for the special case outlined above. The proof of
Theorem 5.1 can be found in [Scho7], as well as in [BFGS12].
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In the same spirit as Corollary 4.17 in [Scho7| (see also the full version of [DESSos]),
we reformulate above uncertainty relation in terms of a “good event” £, which occurs
with reasonable probability, and if it occurs, then the measurement outcomes have
high min-entropy. The statement is obtained by choosing the sets £7 in Theorem
appropriately.

Because we now switch to entropy notation, it will be convenient to work with a
measure of overlap between bases that is logarithmic in nature and relative to the
number n of qubits. Hence, we define

1
§:=——logc?.
n

We will later see that for “good” choices of bases, ¢ stays constant for growing n.

Corollary 5.2 Let p be an arbitrary n-qubit state, let J be a random variable over
[m] (with arbitrary distribution Py), and let X be the outcome when measuring p in
basis By.> Then, for any € € R such that 0 < € < §/4, there exists an event € such
that
> PrlElJ=4]>(m—1)—(2m —1)-27"
J€m]
and 5
Hupin(X|J=4,&) > (5 — 2e)n

for j € [m] with Pye(j) > 0.

Proof. For j € [m] define
ST = {ze{0,1}": Qi(z) < 2—(5/2—e)n}

to be the sets of strings with small probabilities and denote by £/ := S their
complements.® Note that for all z € £7, we have that Q7 (z) > 27(9/2=9" and
therefore | £7] < 2(9/2=9" 1t follows from Theoremthat

Y QS = (1-QL) =m—(1+(m—1)-27")

Jjeim] Jjelm]
=(m—-1)—(m—1)27",

We define £ := {X € S’ A Q7(S7) > 27"} to be the event that X € S” and
at the same time the probability that this happens is not too small. Then Pr[€|J =

*Le., Px|;(z|7) = @’ (z), using the notation from Theorem
Here’s the mnemonic: S for the strings with small probabilities, £ for large.
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j] = Pr[X € 87 A QI(S7) > 27| J = j] either vanishes (if Q7(S7) < 27") or
else equals 7/ (S7). In either case, Pr[€|J=7j] > Q7(S’) — 27" holds and thus
the first claim follows by summing over j € [m] and using the derivation above.
Furthermore, let p = max; Py(j), then Pr[] = >iemm) Pr(d) Pri€|J =j] <
P jepm Pri€lT =j] < p(m—(Cjepm @7 (87)=27")) < p(14(2m—1)-27"),
and Pr[€] > (1 —p) —p(2m —1)-27"

Regarding the second claim, in case J = j, we have
. » B Q](SC) 2—(5/2—6)71
Huin(X[J=7,&) = —log (gé%% 03 (S9) > —log W
= (6/2 — €)n + log(Q’(S7)).

As Q7(87) > 27" by definition of &, we have Hyin (X|J = 7,&) > (5/2 —
2¢e)n. O

We are now ready to state and prove our new all-but-one entropic uncertainty
relation.

Theorem 5.3 Let p be an arbitrary n-qubit state, let J be a random variable over
[m] (with arbitrary distribution Py), and let X be the outcome when measuring p in
basis B j. Then, for any € € R such that 0 < € < /4, there exists a random variable
J' with joint distribution Py x such that (1) J and J' are independent and (2) there
exists an event Q with Pr[Q)] > 1 — 2 - 27" such that’

0
Huin(X|J = .7 = 7,2) = (5 —2¢)n — 1

forall j, j' € [m] with j # j" and Pj110(j,5') > 0.

Note that, as phrased, Theoremrequires that .J is fixed and known, and only then
the existence of J' can be guaranteed. This is actually not necessary. By looking at
the proof, we see that .J’ can be defined simultaneously in all m probability spaces
Pxj—; with j € [m], without having assigned a probability distribution to .J yet, so
that the resulting random variable .J' we obtain by assigning an arbitrary probability
distribution Py to J, satisfies the claimed properties. This in particular implies that
the (marginal) distribution of .J' is fully determined by p.

The idea of the proof of Theorem [5.3|is to (try to) define the random variable
J' in such a way that the event J # J’ coincides with the “good event” £ from

7Instead of introducing such an event 2, we could also express the min-entropy bound by means
of the smooth min-entropy of X given J = jand J' = j'.
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Corollary[s.2} It then follows immediately from Corollary [5.2] that Hyin (X |J =
g, JJ" # J) > (§/2 — 2€)n, which is already close to the actual min-entropy bound
we need to prove. This approach dictates that if the event £ does not occur, then J’
needs to coincide with .J. Vice versa, if £ does occur, then J' needs to be different
to .J. However, it is a priori unclear how to choose J' different from .J in case £
occurs. There is only one way to set J' to be equal to .J, but there are many ways to
set J' to be different from J (unless m = 2). It needs to be done in such a way that
without conditioning on £ or its complement, .J and J' are independent.

Somewhat surprisingly, it turns out that the following does the job. To simplify this
informal discussion, we assume that the sum of the m probabilities Pr[€|.J = j]
from Corollary|[s.2] equals m — 1 exactly. It then follows that the corresponding
complementary probabilities, Pr[€|.J = j] for the m different choices of j € [m)],
add up to 1 and thus form a probability distribution. .J’ is now chosen, in the above
spirit depending on the event &, so that its marginal distribution Pjs coincides with
this probability distribution: Py:(5') = Pr[€|J = j'] for all j” € [m]. Thus, in case
the event £ occurs, J' is chosen according to this distribution but conditioned on
being different from the value j, taken on by .J. The technical details, and how to
massage the argument in case the sum of the Pr[£|.J = j]s is not exactly m — 1, are
worked out in the proof below.

Proof of Theorem[s.3, From Corollary [5.2] we know that for any 0 < e < /4,
there exists an event & such that 3°;c(,,) Pr[€]J = j] = m — 1 — o, and thus
> jeim] Pr[€|J =j] =1+ a,fora € Rsuchthat —1 < a < (2m — 1)27". We
make the case distinction between o« = 0, & > 0 and o« < 0. We start with case
a = 0, we subsequently prove the other two cases by reducing them to the case
a = 0 by “inflating” and “deflating” the event £ appropriately. The approach for
the case & = 0 is to define J’ in such way that ¢ <= J # J/, i.e., the event
J # J' coincides with the event €. The min-entropy bound from Corollarys.2]
then immediately translates to Hpin (X|J = j,J' # J) > (6/2 — 2¢)n, and to
Hyin(X|J = 3,0 =73") > (6/2 — 2¢)n for j' # jwith P;y/(j,5") > 0, as we
will show. What is not obvious about the approach is how to define J’ when it is
supposed to be different from .J, i.e., when the event £ occurs, so that in the end J
and J' are independent.

Formally, we define J’ by means of the following conditional probability distribu-
tions:
e o)1 ifi=4
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and
B 0 ifj = j/
Pyyxe(f'ld,x) = PrlE|lJ =41 ..., .
el =01 g /
Pl =g 7

We assume for the moment that the denominator in the latter expression does not
vanish for any j; we take care of the case where it does later. Trivially, P T IXE isa
proper distribution, with non-negative probabilities that add up to 1, and the same
holds for Py |y xe:

ZPJ’UXE: Z PJ/\JXSZ Z

j'€lml] j'em\{7} j'elm]\{7}

PrEl =] _,
PrEl =]
where we used that ¢, Pr[€|J = j] = 1 (because o = 0) in the last equality.
Furthermore, it follows immediately from the definition of J’ that § = J = J'
and £ = J # J'. Hence, ¢ <= J # J', and thus the bound from
Corollary[s.2| translates to Hin (X |J = j,J' # J) > (§/2 — 2¢)n. It remains to
argue that J' is independent of .J, and that the bound also holds for Hpi, (X |J =
j,J' = j') whenever j # j'.

The latter follows immediately from the fact that conditioned on .J # J' (which is
equivalent to £), X, J and J' form a Markov chain X < J <+ J’, and thus, given
J = j, additionally conditioning on .J’ = j’ does not change the distribution of X.
For the independence of .J and .J/, consider the joint probability distribution of .J
and J', given by

Pyyi(4,5") = Prye(d', ) + Prye(d's j)
= Py (j) PrE|J = jIPyse(5'l7) + Py (3) Pr[E]T = j1Py 52(517)
= P;(j) Pr[€]J = ],

where the last equality follows by separately analyzing the cases j = j’ and j # j'.
It follows immediately that the marginal distribution of .J' is

Py => " Pyp(j.j") =Prl€|] = j],
J

andthusPJJ/ = PJ : PJ/.

What is left to do for the case &« = 0 is to deal with the case where there exists j* with
Pr[€]|J = j*] = 0. Since 3_ ¢ Pr[€|J = j] = 1, itholds that Pr[€]J = j] =0
for j # j*. This motivates to define J' as J' := j* with probability 1. Note that
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this definition directly implies that .J” is independent from .J. Furthermore, by the
above observations: £ <= .J # J'. This concludes the case o = 0.

Next, we consider the case & > 0. The idea is to “inflate” the event £ so that «
becomes 0, i.e., to define an event £’ that contains £ (meaning that & =— £’) so
that 3¢ Pr[€7[J = j] = m — 1, and to define J” as in the case v = 0 (but now
using £’). Formally, we define £’ as the disjoint union &’ = £ V &; of £ and an
event &. The event &, is defined by means of Pr[&,|E, J = j, X = z] = 0, so that
€ and &, are indeed disjoint, and Pr[&,|J = j, X = 2] = a/m, so that indeed

S Pl T =4]= > (Pr[€|J = j] + Pr&|J = j])

J€[m] J€[m]

=(m-1—-a)+a=m-—1.

We can now apply the analysis of the case &« = 0 to conclude the existence of .J/,

independent of J, such that J # J' <= &’ and thus (J # J') A E —
E'NE; < &. Setting Q) := &,, it follows that

Huin(X|J =4, J # J',Q) = Huin(X|J = 4,€) > (6/2 = 2¢)n,

where Pr[QQ) =1—-Pr[&]=1—-a/m>1—-(2m—-1)2"/m>1—-2.2"".
Finally, using similar reasoning as in the case o = 0, it follows that the same bound
holds for Hyin(X|J = j,J' = j',Q) whenever j # j'. This concludes the case
a > 0.

Finally, we consider the case av < 0. The approach is the same as above, but now
&’ is obtained by “deflating” £. Specifically, we define £ by means of Pr[£’|E, J =
4, X = x] = Pr[£|€] = 0, so that £ is contained in &£, and Pr[€'|E,J = j, X =
r] = Pr[€’|€] = 2L 5o that

m—1—a

S Pl J=4]= > PrlE|€] - PrlE|lJ =j]l=m—1.

Jjem] Jjem]

Again, from the & = 0 case we obtain J/, independent of .J, such that the event
J # J' is equivalent to the event &'.

It follows that
Hmin(X|J =7J,J 7é J/) = Hmin(X|J :j7g,) = Hmin(X‘J :j75/78)
> Hupin(X|J = 4,€) — IOg(P[g,|87J = .7]) > (6/2—2¢)n—1,

where the second equality holds because &’ —> &, the first inequality holds
because additionally conditioning on £’ increases the probabilities of X conditioned
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onJ = jand £ by at most a factor 1/ P[E’|E, J = j]), and the last inequality holds
by Corollary and because P[E'|€, ] = j]) = ;271 > 4, where the latter
holds since « > —1. Finally, using similar reasoning as in the previous cases, it
follows that the same bound holds for Hy,in (X |J = j, J' = j') whenever j # j'.

This concludes the proof. O

5.2.1 Constructing Good Families of Bases

Here, we discuss some interesting choices for the family {81, . . ., B, } of bases. We
say that such a family is “good” if § = — 1 log(c?) converges to a strictly positive
constant as n tends to infinity. There are various ways to construct such families.
For example, a family obtained through sampling according to the Haar measure
will be good with overwhelming probability (a precise statement, in which “good”
means d = 0.9, can be found at the very end of the proof of Theorem 2.5 of [FHS11]).
The best possible constant § = 1 is achieved for a family of mutually unbiased bases.
However, for arbitrary quantum systems (i.e., not necessarily multi-qubit systems)
it is not well understood how large such a family may be, beyond that its size cannot
exceed the dimension plus 1.

In the upcoming section, we will use the following simple and well-known con-
struction. For an arbitrary binary code C C F¥ of size m, minimum distance d and
encoding function ¢ : [m] — C, we can construct a family {5, ..., B, } of bases
as follows. We identify the jth codeword, i.e., ¢(j) = (c1, ..., ¢,) for j € [m], with
the basis B; = {HW|z) : € F}} = {(H*® --- @ H*)|z) : € F§}. In
other words, B; measures qubit-wise in the computational or the Hadamard basis,
depending on the corresponding coordinate of ¢(j). It is easy to see that the maxi-
mum overlap c of the family obtained this way is directly related to the minimum
distance of C, namely 6 = —% log(c?) coincides with the relative minimal distance
d/n of C. Hence, choosing an asymptotically good code immediately yields a good
family of bases.

5.3 A New Quantum Identification Protocol

Our main application of the new uncertainty relation is in proving security of a
new password-based identification protocol in the quantum setting. Recall that in
password-based identification, a user U wants to convince a server S that he (U)
knows a password w, in such a way that only a negligible amount of information
is leaked about w in case U is interacting with a dishonest server S*. Vice versa, a
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dishonest user U* (who does not know w) should not be able to gain information
about w by interacting with S.

It is known that without any restriction on (one of) the dishonest participants, se-
cure identification is impossible (even in the quantum setting). Indeed, if a quantum
protocol is unconditionally secure against a dishonest user, then unavoidably it can
be broken by a dishonest server with unbounded quantum storage and unbounded
quantum computing powers; this follows essentially from [Log7] (see also [DFSSo7]).
Thus, the best one can hope for (for a protocol that is unconditionally secure against
a dishonest user) is that in order to break it, unbounded quantum storage and
unbounded quantum computing power are necessary for the dishonest server. Note
that this is not the case for the existing quantum identification protocol QID, which
we reviewed in Section[2.11.1} a dishonest server who can postpone the measure-
ments of (most of) the qubits until the user announces the bases—by temporarily
storing the qubits in a quantum memory—completely breaks the protocol. Thus, no
quantum computing power at all is necessary to break QID, only sufficient quantum
storage.

In this section, we propose a new identification protocol, NEWQID, which can be
regarded as a first step towards closing the above gap. Like QID, our new protocol
is secure against an unbounded dishonest user and against a dishonest server
with limited quantum storage capabilities. Furthermore, and in contrast to QID, a
minimal amount of quantum computation power is necessary to break the protocol,
beyond sufficient quantum storage. Indeed, in addition to the security against a
dishonest server with bounded quantum storage, we also prove security against
a dishonest server that can store all the communicated qubits, but is restricted
to measure them qubit-wise (in arbitrary qubit bases) at the end of the protocol
execution. Thus, beyond sufficient quantum storage, quantum computation that
involves pairs of qubits is necessary (and in fact sufficient) to break the new protocol.

Restricting the dishonest server to qubit-wise measurements may look restrictive;
however, we stress that in order to break the protocol, the dishonest server needs
to store many qubits and perform quantum operations on them that go beyond
single-qubit operations; this may indeed be considerably more challenging than
storing many qubits and measuring them qubit-wise. Furthermore, it turns out
that proving security against such a dishonest server that is restricted to qubit-wise
measurements is already challenging; indeed, standard techniques (e.g., privacy
amplification) do not seem applicable here. Therefore, handling a dishonest server
that can, say, act on blocks of qubits, must be left to future research.

The security properties that we want to achieve are given in Section Similar to
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QID, the new protocol will be shown to be unconditionally secure against dishonest
users. The new uncertainty relation is the main ingredient for proving security
against a dishonest server with bounded quantum storage. Our security proof
against a dishonest server (having unbounded quantum storage) that is restricted
to non-adaptive qubit-wise measurements uses very different techniques.

5.3.1 Description of Our New Protocol

Let C C [F be a binary code with minimum distance d, and let ¢ : YW — C be its
encoding function. Let m := |W|, and typically, m < 2". Let F be the class of all
linear functions from {0, 1}" to ', where £ < n, represented as ¢ x n matrices
over [Fy. Note that F is two-universal and coincides with the family G; defined—
and proved to be two-universal—in Section [2.4.1} Furthermore, let G be a strongly
two-universal class of hash functions from W to 5. Protocol NEWQID is shown
below.

U picks 2<={0, 1}" and sends H**)|z) to S.

S measures in basis ¢(w). Let 2’ be the outcome.

U picks f<~F and sends it to S

S picks g@g and sends it to U

U computes and sends z := f(x) ® g(w) to S

S accepts if and only if z = 2’ where 2’ := f(2/) @ g(w)

AU R M

Protocol 5.1: Our new quantum password-based-identification protocol NEWQID.
The difference between this new protocol and the existing protocol QID by
Damgard et al. (see Protocol is the way how the user prepares the state in
step (1): in the new protocol the basis is chosen as a function of the password w,
whereas in QID it is chosen at random and communicated in a later step in the
protocol.

Note that our protocol is quite similar to QID (Section [2.11.1). The difference is that
in our protocol, both parties, i.e., U and S, use ¢(w) as basis for preparing/measuring
the qubits in step (1) and (2), whereas in QID only S uses ¢(w) and U uses a random
basis § € {0,1}" instead, and then U communicates # to S and all the positions
where 6 and ¢(w) differ are dismissed. Thus, in some sense, our new protocol is
more natural since why should U use a random basis when he knows the right basis
(i.e., the one that S uses)? In [DFSSo7], using a random basis (for U) was crucial for
their proof technique, which is based on an entropic uncertainty relation of a certain
form, which asks for a random basis. However, using a random basis, which then
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needs to be announced, renders the protocol insecure against a dishonest server S*
that is capable of storing all the communicated qubits and then measure them in
the right basis once it has been announced. Our new uncertainty relation applies to
the case where an n-qubit state is measured in a basis that is sampled from a code
C, and thus is applicable to the new protocol where U uses basis ¢(w) € C. Since
this basis is common knowledge (to the honest participants), it does not have to be
communicated, and as such a straightforward store-and-then-measure attack as
above does not apply.

A downside of our protocol is that security only holds in case of a perfect quantum
source, which emits exactly one qubit when triggered. Indeed, a multi-photon
emission enables a dishonest server S* to learn information on the basis used, and
thus gives away information on the password w in our protocol. As such, our
protocol is currently mainly of theoretical interest.

It is straightforward to verify that (in the ideal setting with perfect sources, no noise,
etc.) NEWQID satisfies the correctness property (Definition [2.66)) perfectly. In the
upcoming sections, we give proofs for server and user security.

5.4 (Unconditional) Server Security

First, we argue security of NEWQID against an arbitrary dishonest user U* (that is
merely restricted by the laws of quantum mechanics).

Theorem 5.4 NEWQID is e-secure for the server with ¢ = (7;)2_6.

Proof. Clearly, from the steps (1) to (5) in the protocol NEWQID, U* learns no infor-
mation on W at all. The only information he may learn is by observing whether S
accepts or not in step (6). Therefore, in order to prove server security, it suffices to
show the existence of a random variable W', independent of W, with the property
that S rejects whenever W’ # W (except with probability %m(m —1)27% and
that S accepts whenever W/ = W.

We may assume that VW = [m)]. Let py x’ ez E be the state describing the password
W, the variables X', F, G and Z occurring in the protocol from the server’s point
of view, and U*’s quantum state E before observing S’s decision to accept or reject.
For any w € W, consider the state p%, po7p = pPx'FGZE/W=w- Note that the
reduced state p, 1 is the same for any w € W; this follows from the assumption
that U*’s initial state is independent of W and because F, G and Z are produced
independently of W. We may thus write p%/ ., as px/, FGzE> and we can “glue
together” the states px/ pgzE for all choices of w. This means, there exists a state
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DX Xl FGZEy -+ En that correctly reduces to px/ raze, = px:; raze for any

m

w € W, and conditioned on F'G'Z, we have that X]E; is independent of X F;
forany i # j € W. It is easy to see that for any i # j € W, G is independent of
Xj, X} and . Therefore, by the strong two-universality of G, for any i # j it holds
that Z; # 7/ except with probability 27¢, where Z! = F(X!)) + G(w) for any w.
Therefore, by the union bound, 71, ..., Z/ are pairwise distinct and thus Z can
coincide with at most one of the Z/ s, except with probability e = %m(m —1)27¢
Let W’ be defined such that Z = Zj;; if there is no such Z;, then we let W' = L,
and if there are more than one then we let it be the first. Recall, the latter can
happen with probability at most €. We now extend the state p X! X! FGZW' By B,
by W, chosen independently according to Py . Clearly W is independent of V.
Furthermore, except with probability at most ¢, if W # W' then Z # Zj;,. Also
note that p X1, FGZW'W By 18 such that

pxi Fazwey = Y Pw(w)pxy, raze, @ [w)wl
w

= Z Py (w)pXipaze @ lwXw| = pxrazwe-
w

Thus, also with respect to the state px/pgzw E there exist W/, independent of W,
such that if W/ # W then Z # Z' except with probability at most e. Finally,
whenever W = W it follows by construction that Z = Z’ and S will always accept
in this case. This was to be shown. O

5.5 User Security in the BQSM

Next, we consider a dishonest server S*, and first prove security of NEWQID in the
bounded-quantum-storage model. In this model, as introduced in [DFSSos], it is
assumed that the adversary (here S*) cannot store more than a fixed number of
qubits, say ¢. The security proof of NEWQID in the bounded quantum storage model
is very similar to the corresponding proof in [DFSSo7] for their protocol, except
that we use the new uncertainty relation from Section 5.2} Furthermore, since our
uncertainty relation (Theorem 5.3) already guarantees the existence of the random
variable W' as required by the security property, no entropy-splitting as in [DFSSo7]
is needed.

In the following, let § := d/n, i.e., the relative minimum distance of C.

Theorem 5.5 Let S* be a dishonest server whose quantum memory is at most q
qubits at step 3 of NEWQID. Then, for any 0 < k < /4, NEWQID is e-secure for the
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user with
e = 273(0/2=2)n—1q=0) |y g=rn,

Proof. We consider and analyze a purified version of NEWQID where in step (1)
instead of sending H*(")| X) to S* for a uniformly distributed X, U prepares a fully
entangled state 27"/ 3" |x)|x) and sends the second register to S* while keeping
the first. Then, in step (3) when the memory bound has applied, U measures his
register in the basis ¢(7/) in order to obtain X . Note that this procedure produces
exactly the same common state as in the original (non-purified) version of NEWQID.
Thus, we may just as well analyze this purified version.

The state of S* consists of his initial state and his part of the EPR pairs, and may
include an additional ancilla register. Before the memory bound applies, S* may
perform any unitary transformation on his composite system. When the memory
bound is applied (just before step (3) is executed in NEWQID), S* has to measure
all but g qubits of his system. Let the classical outcome of this measurement be
denoted by y, and let £’ be the remaining quantum state of at most g qubits. The
common state has collapsed to a (n + ¢)-qubit state and depends on y; the analysis
below holds for any y. Next, U measures his n-qubit part of the common state
in basis ¢(W); let X denote the classical outcome of this measurement. By our
new uncertainty relation (Theorem 5.3) and subsequently applying the min-entropy
chain rule that is given in Proposition [2.62] (to take the g stored qubits into account)
it follows that there exists W/, independent of TV, and an event € that occurs at
least with probability 1 — 2 - 277", such that

Hmin(X|E,7 W =w, W' = w,a Q) > (5/2 - QK)TL —-1—gq.

for any w, w’ such that w # w'. Because U chooses F' independently at random
from a 2-universal family, privacy amplification guarantees that

donit(F(X)|E'F,W = w, W' = w') < & 1= =27 3((0/2-2m)n—1=4-0) 4 9. o=rn,

N

for any w, w’ such that w # w’. Recall that Z = F(X) & G(W). By security of
the one-time pad it follows that

dunit (Z|E'FG,W = w, W' =u') <€, (5.1)
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for any w, w’ such that w # w'. To prove the claim, we need to bound,

S(PWW ElW AW’ PW W' E[W£W" )
1
= EHPWW/E/FGZ|W;£W’ - pW<—>W’<—>E’FGZ|W;£W’H1
1 —¢
< slleww e raziwrw — pww e raww @ 27 1|1
1 -/
+ slleww erawsw @271 = pwow sprazwew i (5.2)
where the equality follows by definition of trace distance (Definition [2.48) and the
fact that the output state £ is obtained by applying a unitary transformation to the

set of registers (E’, F, G, W', Z). The inequality is the triangle inequality; in the
remainder of the proof, we will show that both terms in are upper bounded by

e

Howw s razwrw — pwwis rawew ® 20|
= Z PWW’|W7£W’(w7 w/) dunif(Z|E,FG, W = w, W/ = ’LU/) < 5/,

wH#w’

where the latter inequality follows from (5.1).For the other term, we reason as
follows:

1 )
slloww errawew © 271 = pwow e raziwzw 1

=3 D Pwwiwew (w, ') ”'OE’FG\W;&W’ © 271 = prpwew i

wFw!
bl ! _z

=3 > Pwwiwaw (w,w') |pg e ew ©27°1

wH#w’

= > By wzn (w0’ )p%’F%Z|W;éW’”1

s.t.w' #w'’

) ! —/

= 3> Puwanr W) D Pwwrwaew (w\w/)p%}?qul ® 271

w! s.t. g#w’

=Y Py wew (w,/|w/)ﬂz/ﬁ%Z|W¢W/ > Py wzw (wlw') |1

" w
st :5//;&1”/ s.t. w;éw’
1

=3 Z Py (w, w') ”pE’FG\W;éW' ©271- pE/FGZ|W7éW/||1

wH#w’

= Z PWW/|W¢W/(w,w/) dunif(Z’E/FG, W = w, W/ = w’) < 8/,
wH#w’
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where the first equality follows by definition of conditional independence (the
quantum version, see (2.10) on page[81) and by a basic property of the trace distance;
the third and fourth equality follow by linearity of the trace distance. The inequality
on the last line follows from (5.1). This proves the claim. O

5.6 User Security in the Single-Qubit-Operations Model

We now consider a dishonest server S* that can store an unbounded number of
qubits. Clearly, against such a S*, Theorem [5.5| provides no security guarantee
anymore. We show here that there is still some level of security left. Specifically, we
show that NEWQID is still secure against a dishonest server S* that can reliably store
all the communicated qubits and measure them qubit-wise and non-adaptively at
the end of the protocol. This feature distinguishes our identification protocol from
the protocol from [DFSSo7], which completely breaks down against such an attack.

5.6.1 The Model

Formally, a dishonest server S* in the SQOM is modeled as follows.

1. S* may reliably store the n-qubit state H*")|z) = HW|z)) @ - @
HeWn |y, ) received in step (1) of NEWQID.

2. At the end of the protocol, in step (5), S* chooses an arbitrary sequence
0 = (0y,...,0,), where each 6; describes an arbitrary orthonormal basis
of C2, and measures each qubit H e(w); |z;) in basis 6; to observe Y; € Fs.
Hence, we assume that S* measures all qubits at the end of the protocol.

3. The choice of # may depend on all the classical information gathered during
the execution of the protocol, but we assume a non-adaptive setting where
¢; does not depend on Y for i # j, i.e., S* has to choose 6 entirely before
performing any measurement.

Considering complete projective measurements acting on individual qubits, rather
than general single-qubit POVMs, may be considered a restriction of our model.
Nonetheless, general POVM measurements can always be described by projective
measurements on a bigger system. In this sense, restricting to projective mea-
surements is consistent with the requirement of single-qubit operations. It seems
non-trivial to extend our security proof to general single-qubit POVMs.
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The restriction to non-adaptive measurements (item 3) is rather strong, even though
the protocol from [DFSSo7] already breaks down in this non-adaptive setting. The
restriction was introduced as a stepping stone towards proving the adaptive case.
Up to now, we have unfortunately not yet succeeded in doing so, hence we leave
the adaptive case for future research.

We also leave for future research the case of a less restricted dishonest server S* that
can do measurements on blocks that are less stringently bounded in size. Whereas
the adaptive versus non-adaptive issue appears to be a proof-technical problem
(NEWQID looks secure also against an adaptive S*), allowing measurements on larger
blocks will require a new protocol, since NEWQID becomes insecure when S* can
do measurements on blocks of size 2, as we show in Section|[5.6.5

5.6.2 No Privacy Amplification

One might expect that proving security of NEWQID in the SQOM, i.e., against a
dishonest server S* that is restricted to single-qubit operations should be straight-
forward, but actually the opposite is true, for the following reason. Even though it
is not hard to show that after his measurements, S* has lower bounded uncertainty
in = (except if he was able to guess w), it is not clear how to conclude that f(x) is
close to random so that z does not reveal a significant amount of information about
w. The reason is that standard privacy amplification fails to apply here. Indeed,
the model allows S* to postpone the measurement of all qubits to step (5) of the
protocol. The hash function f, however, is chosen and sent already in step (3).
This means that S* can choose his measurements in step (5) depending on f. As
a consequence, the distribution of = from the point of view of S* may depend on
the choice of the hash function f, in which case the privacy-amplification theorem
does not give any guarantees.

5.6.3 Single-Qubit Measurements

Consider an arbitrary sequence § = (61, ..., 6,,) where each 6; describes an or-
thonormal basis of C2. Let |¢)) be an n-qubit system of the form

) = H" |21) © - @ H"[a,),

where = and b are arbitrary in . Measuring [¢)) qubit-wise in basis 6 results in
a measurement outcome Y = (Y3,...,Y,,) € F3. Suppose that x, b and 6 are
in fact realizations of the random variables X, B and O respectively. It follows
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immediately from the product structure of the state |¢/) that

n
Py xpe(ylz,b,0) = [ [ Py x,50,Wilzi, bi, 6;),
i=0

i.e., the random variables Y; are statistically independent conditioned on arbitrary
fixed values for X;, B; and ©; but such that Py, p,e, (%, b, 0;) > 0.

Lemmas.6 Thedistribution Py, x, p,e, (yi|Ti, bi, 0;) exhibits the following symme-
tries:
Py, x,B,0,(0(0,0:,0;) = Py, x,B,0,(1/1, i, 0;)
and
Py, x,B,0,(0[1,0:,0;) = Py, x,B,0,(1]0, i, 0;)
foralli € [n], for all b; and 0; with Px,p.e,(&,bi,0;) > 0 forall § € Fo.

Proof. Leta, 8 € Cbesuch that 6; := {@|0) + 3|1), 5|0) —a&|1)}. (We can always
find such « and .) Writing out the measurement explicitly gives
Py, x,5,0,(0lzi, bi, 0:) = |(a(0] + B H"[z;)[*  and
Py x50, (Lzi, bi, 0:) = |(B{0] — a(1)) H ;).
Hence, it suffices to prove that
| (0] + BN H |2i)[* = [(B(0] — a1 H|a; & 1) (5.3)
for every x;, b; € Fa.

We first show for b; = 0. Let 0 be the first Pauli matrix defined by 01 |a) =
|a @ 1) for every a € Fa. It follows immediately from the definition that oy is a
unitary matrix and it is easy to see that o is Hermitian. Then,

|( (0] + B )| = [(a(0] + B(1)oro|2:)* = |(afL] + B{0]) |zs © 1)[?
= (B0 = a(1])]a; & 1)

The last equation follows because the expression equals either |«|? or |3]? (de-
pending on x; € [3), hence we may freely change the sign of .. For b; = 1, we
have

(0] + B{LN H ) > = [(@(0] + BAN(J0) + (=1)™[1))[* = | + (=1)" ]
and
1(B0] —a (1)) Hlz; & 1) = |(B(0] — a(1])(|0) — (~=1)% 1)) = |8+ (~1)%a|>.

We see that those expressions are equal for every z; € Fa. O
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The symmetry characterized in Lemmals.6|coincides with that of the binary symmet-
ric channel, i.e., we can view Y as a “noisy version” of X, where this noise—produced
by the measurement—is independent of X.

Formally, we can write Y as
Y=XdA, (5.4)

where the random variable A = (Ay,...,A,) € Fy thus represents the error
between the random variable X € F% that is “encoded” in the quantum state and
the measurement outcome Y € [Fy. By substituting in Lemmals.6} we get the
following corollary.

Corollary 5.7 (Independence Between A and X)) For every i € [n] it holds that
Pa,1x, B0, (0il7i, bi,0;) = Pa, B0, (9ilbi, 0;)
forall §; € {0, 1} and for all z;, b; and 0; such that Px,,e,(zi, bi, 6;) > 0.

Furthermore, since the random variables Y; are statistically independent condi-
tioned on fixed values for X, B; and ©;, it follows that the A; are statistically
independent conditioned on fixed values for B; and O;.

Definition 5.8 (Quantized Basis) For any orthonormal basis 6; = {|v1), |v2)} on
C?, we define the quantized basis of 0; as

0; := j* € Fy, where j* € argmax max |(vg|H?|0)].
j€Fy ke 1,2}
If both j € Fs attain the maximum, then j* is chosen arbitrarily from Fs. The
quantized basis of the sequence § = (61, . . ., 6,,) is naturally defined as the element-

A

wise application of the above, resulting in § € F%.

We will use the bias (see Section [2.2.3) as a measure for the predictability of A;.
Theorem 5.9 When measuring the qubit H% |x;) for any x;,b; € Fo in any or-
thonormal basis 0; on C? for which the quantized basis 0; is the complement of b;,
ie, 0; = b; ® 1, then the bias of A; € Fo, where A; =Y, ® x; andY; € Fy is the
measurement outcome, is upper bounded by

1

bias(4;) < 7

Since the theorem holds for any z; € F5 and since Corollary 5.7 guarantees that
A; is independent from an arbitrary random variable X, the theorem also applies
when we replace x; by the random variable X;.
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In order to prove Theorem 5.9} we need the following lemma.

Lemmas.10 If, for any orthonormal basis 0; on C2, there exists a bit b; € Fy so that
when measuring the qubit Hbi |z;) for any z; € Fy in the basis 6; to obtain Z; € Fo
it holds that

bias(Z;) > 1/v/2,
then it holds that when measuring the qubit H*®!|x;) in the basis 0; to obtain
Yi € Fy,

bias(Y;) < 1/V/2.

Proof. First note that for any x;,b; € Fy and any orthonormal basis 6; on C2?,
measuring a state H |z;) in 0; = {|v), |w)} where |v) = a|0) + B|1) and |w) =
B|0) — «|1) gives the same outcome distribution (up to permutations) as when
measuring one of the basis states of f; (when viewed as a quantum state), say |w),
using the basis { H%|z;), H%|x; @ 1)}. To see why this holds, note that it follows
immediately that |(w|H% |x;)|? = |(x;|H% |w)|?. Furthermore, we have already
shown in the proof of Lemmals.6| that

(Wl H i) [* = [(w]H"|a; & 1)

holds.

Hence, we can apply Theorem [5.1 with p = |w)w| (this implies that n = 1),
m = 2and By and By are the computational and Hadamard basis respectively.
The maximum overlap between those bases is ¢ = 1/+/2. Theorem gives us that

R I (N S

ﬂa
{10),[1)} {1+):1-)}

where pmax' '’ and pmax respectively denote the maximum probability in the
distribution obtained by measuring in the computational and Hadamard basis. By
simple manipulations we can write this as a bound on the sum of the biases:

2
2> opllon)}y opll =)} _q

= bias(Y;) + bias(Z;). (5.5)

From this relation, the claim follows immediately. O]

Following [Scho7|, we want to remark that both biases in are equal to 1/ V2
when 0; is the Breidbart basis, which is the basis that is precisely “in between” the
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computational and the Hadamard basis:®
|v) = cos(g)|0) +sin(g)|1) and |w) = sin(g)|0) — cos(g)|1).

Proof of Theorem[s.9|. Let 0; = {|vo), |v1)}. We will make a case distinction based
on the value of R
= H%|0)]. .
p = max |{vg | H|0)] (5.6)

If st < cos(m/8), then we also have that maxyep, |(vp| HY |7;)| < cos(r/8) where
b; = 0; @1, this holds by definition of the quantized basis (Definition . Then, the
probability of obtaining outcome Y; = k*, where k* € F9 achieves the maximum

in (5.6), is bounded by

Py, (k") = |<Uk*|Hbl|a:Z)|2 < cos?(m/8) = % +

‘H

2

9

Hence,

bias(A;) = bias(¥3) = [Py, (k) — (1 = Py (k)| = 2Py, (&") — 1] < 1.
If ;1 > cos(m/8), then when measuring the state H 0; |z;) in 0; to obtain Z; € Fo,
we have that bias(Z;) > 1/+/2 (this follows from similar computations as per-

formed above). We now invoke Lemma 5.10|to conclude that when measuring the

state HV |x;) in 6; to obtain Y}, bias(A;) = bias(Y;) < % O

5.6.4 User Security of NEWQID

We are now ready to state and prove the security of NEWQID against a dishonest
user in the SQOM.

Theorem 5.11 (User Security) Let S* be a dishonest server with unbounded quan-
tum storage that is restricted to non-adaptive single-qubit operations, as specified in
Section Then, for any 3 € R such that 0 < 8 < L, user security (as defined in

Definition holds with

25t~

(3-0)d + (21)2% exp(—2d3?)

[
=

e <

N[

Note that d is typically linear in n whereas ¢ is chosen independently of n, hence
the expression above is negligible in d.

$1n [Schoyz], the corresponding state is called the “Hadamard-invariant state.”
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To prove Theorem [5.11]we need the following technical lemma and corollary. Recall
that F denotes the class of all linear functions from % to 5, where ¢ < n, repre-
sented as ¢ x n matrices over Fo. When F' € F acts on an n-bit vector x € F3,
we prefer the notation F'(z) over matrix-product notation F'x.® Furthermore, we
write span(F) for the row span of F': the set of vectors obtained by making all
possible 5 linear combinations of the rows of F), i.e., the set {sF : Vs € F§},
where s should be interpreted as a row vector and sF' denotes a vector-matrix prod-
uct. For two vectors v, w € 3, the Schur product is defined as the element-wise

product v ® w := (vViwi, Vowa, . .., vywy,) € FY, and the inner product between
v and w is given by vew := viw; & - - - & vywy, € Fao. For an n-bit vector vec-
torv = (v1,...,v,) in F3, we write |v| for its Hamming weight (as defined in

Section , and, for any subset Z C [n], we write vz for the restricted vector
(Ui)iel < FIQI|
Lemma 5.12 Let n, k and ¢ be arbitrary positive integers, let 0 < [ < i and let
T C [n] such that |I| > k, and let F be uniform over F = FY*". Then, it holds
except with probability 2% exp(—2k3?) (the probability is over the random matrix
F) that

(fog)z|> (G- Bk  Vf.g€span(F)\{0}

Proof. Without loss of generality, we will assume that |Z| = k. Now take arbitrary
but non-zero vectors r, s € F5 and let V := rF and W := sF. We will analyze
the case r # s; the case r = s is similar but simpler. Because each element of
F is an independent random bit, and r and s are non-zero and r # s, V and W
are independent and uniformly distributed n-bit vectors with expected relative
Hamming weight 1/2. Hence, on average |(V ® W)z| equals k/4. Furthermore,
using Hoeffding’s inequality (Theorem|2.11), we may conclude that

Pr % —(VoW)z| > Bk] =Pr [|(V O W)z| < (& - B)k| < exp(—2kB?).

Finally, the claim follows by applying the union bound over the choice of r and s
(each 2° possibilities). O

Recall that C C F¥ is a binary code with minimum distance d, ¢(-) its encoding
function, and that m := |W]|.

?When using matrix-product notation ambiguities could arise, e.g., in subscripts of probability
distributions like P x: then it is not clear whether this means the joint distribution of F' and X or
the distribution of F" acting on X?
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Corollary 5.13 Let 0 < 5 < %, and let F' be uniformly distributed over F. Then,
F has the following property except with probability (7)) 226 exp(—2dB?): for any
string s € Fy (possibly depending on the choice of F'), there exists at most one ¢ € C
such that for any code word c € C different from ¢, it holds that

lf O (cds)| > %(% —pB)d Vf € span(F) \ {0}

We prove the statement by arguing for two ¢’s and showing that they must be
identical. In the proof, we will make use of elementary properties of the Schur
product and the Hamming weight:

L |a] > |la ® b| for all a, b € F3. (Follows immediately.)

2. [a®bl+]la®cl >|a® (b&c)|foralla,b, c € Fy.

Proof. |a® (b&dc)|=]a®b®a®c| < |a®b|+|a® c|, where the equality
is the distributivity of the Schur product, and the inequality is the triangle
inequality for the Hamming weight. O]

Proof. By Lemma[s.12|with Z := {i € [n] : ¢; # ¢}} for ¢, ¢’ € C, and by applying
the union bound over all possible pairs (¢, ¢’), we obtain that except with probability
()22 exp(—2d3?) (over the choice of F), it holds that

fOge(cad) > (;—B)d (5.7)

forall f,g € span(F) \ {0} andall ¢, € C with ¢ # (.

Now, for such an F), and for every choice of s € F%, consider ¢;,¢2 € C and
f1, fo € span(F) \ {0} such that

o @es)| <33 -Fd and |0 (@®s)]<3(; - B)d.

We will show that this implies ¢; = ¢3, which proves the claim. Indeed, we can
write

G -Bd>|fio@as)|+|f0@es)
>1fi0 Lo @s)|+|fiof20(C@s)|>fiO f20 (c1®e)

where the second inequality is property (1) from above applied twice and the third
inequality is property (2). This contradicts unless ¢; = ¢s. O
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Proof of Theorem Consider an execution of NEWQID, with a dishonest server
S* as described in Section[5.6.11 We let W, X and Z be the random variables that
describe the values w, x and z occurring in the protocol.

From NEWQID’s description, we see that F’ is uniform over F. Hence, by Corol-
lary[5.13)it will be “good” (in the sense that the bound from Corollary|[s.13/holds)
except with probability ()22 exp(—2d3?). From here, we consider a fixed choice
for F' and condition on the event that it is “good,” we will take the probability that
F is “bad” into account at the end of the analysis. Although we have fixed F', we
will keep using capital notation for it, to emphasize that F is a matrix. We also fix
G = g for an arbitrary g; the analysis below holds for any such choice.

Let © describe the qubit-wise measurement performed by S* at the end of the
execution, and Y the corresponding measurement outcome. By the non-adaptivity
restriction and by the requirement in Definition [2.67/that S* is initially independent
of W, we may conclude that, once GG and F’ are fixed, © is a function of Z. (Recall
that Z = F(X) @ g(W).)

We will define W’ with the help of Corollary- Let © be the quantized basis
of ©, as defined in Definition[5.8] Given a fixed value 6 for ©, and thus a fixed
value @ for ©, we set s, which is a variable that occurs in Corollary L to s = 0.

Corollary[s.13now guarantees that there exists at most one ¢. If ¢ indeed exists, then
we choose w’ such that ¢(w’) = ¢ Otherwise, we pick w’ € W arbitrarily (any
choice will do). Note that this defines the random variable W', and furthermore
note that Z — © — © — W/ forms a Markov chain. Moreover, by the choice
of w’ it immediately follows from Corollary [5.13] that for all w # w’ and for all
f € span(F) \ {0} it holds that

1f © (c(w) @) > (1 - B)d. (5.8)

»N)—‘

We will make use of this bound later in the proof.

Since the model (Section 5.6.1) enforces the dishonest server to measure all qubits
at the end of the protocol, the system £ = (Y, Z, ©) is classical and hence the
trace-distance-based user-security definition (Definition [2.67) simplifies to a bound
on the statistical distance between distributions. Le., it is sufficient to prove that

SD(Pgw w'—w w'2w s Pwiw'—w . ww Peiwr—w waw) < €

holds for any w’. Consider the distribution that appears above as the first argument
to the statistical distance, i.e., PEW|W/:w/7W/¢W. By substituting £ = (Y, Z, 0),
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it factors as follows™

Py zewwrwrw = Pwiw wawr Preyww wew' Py|zeww:.wxw

= Pwyw waw' Pzeyw wxw' Py|rcoeww: w-w,
(5.9)

where the equality Pze|ww w+w' = Pzejw’wxw- holds by the following argu-
ment: Z is independent of W (since F'(X) acts as one-time pad)and Z — © — W’
is a Markov chain, and S* (who computes © from Z) is initially independent of
W by Definition [2.67 hence W is independent of Z, © and W', which implies the

above equality. The equality Py |zeww wxw' = Py|r(x)eww’,w-w holds by
the observation that given W, Z is uniquely determined by F'(XX') and vice versa.

In the remainder of this proof we will show that
dunit(Y|F(X) =u,0 =0, W =w, W =u') <

for all u, v, w such that w # w', where w’ is determined by v. This then implies
that the rightmost factor in is essentially independent of W, and concludes
the proof.

To simplify notation, we define £ to be the event
E={FX)=u,0=v,W=wW =u'}

for fixed but arbitrary choices u, v and w such that w # w’, where w’ is determined
by v. We show closeness to the uniform distribution by using the XOR inequality
from Diaconis ef al. (Theorem[2.8), i.e., we use the inequality

[N

dunit (Y|E) < %[Zblas a*Y|€) ]

where the sum is over all « in F% \ {0}. We split this sum into two parts, one for
« € span(F') and one for « not in span(F’), and analyze the two parts separately.

Since X is uniformly distributed, it follows that for any « ¢ span(F), it holds that

P e X|F( X)( lu) =  (for any u). We conclude that
=P a* X|F(X) — Pa°X|F(X)W P a* X|F(X)OWW'
=P e Y| F(X)OWW! = Pa-Y|5 Vo ¢ span(F).

'*Note that Convention [2.2|applies here.
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The second equality follows since W is independent of X. The third equality holds
by the fact that © is computed from F(X) @ g(W) and W’ is determined by ©.
The fourth equality follows by the security of the one-time pad, i.e., recall that
Y = X @& A, where by Corollary[s.7]it holds that A € F4 is independent of X
when conditioned on fixed values for B = ¢(WW) and ©. Hence, it follows that
bias(a*Y|€) = 0 for av ¢ span(F).

For any non-zero « € span(F'), we can write

bias(a*Y'|E) = bias(a* (X & A)|E)
= bias(a* X ® a*A|f) (distributivity of dot product)
= bias(a* X |€)bias(a*A|E) (Corollary[s.7)
< bias(a*AlE) (bias(a* X) < 1)
= H bias(a; - A|E) (A; independent)
i€[n]

= H bias(A;|€)

i€n]:a;=1

< H 2,% (Theorem|s.9)
i€[n]:a;=1
_ - }a0(w)od)| < 9-1(h-p)d (by (.8))

Combining the two parts, we get

[N

dunt(Y1€) < §[ 3 bins(a=Y[€)?

1
> biasarV]E)? +0]7 < parmild,
acspan(F)\{0}

N[
—

Incorporating the error probability of having a “bad” F' completes the proof. [

5.6.5 Attack against NEWQID using Operations on Pairs of Qubits

We present an attack with which the dishonest server S* can discard two passwords
in one execution of NEWQID using coherent operations on pairs of qubits.

Before discussing this attack, we first explain a straightforward strategy by which S*
can discard one password per execution: S* chooses a candidate password w € W
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and measures the state H°")| X') qubit-wise in the basis H*(*) to obtain Y € FJ.
S* then computes F'(Y') @ g(w) and compares this to Z = F(X) & g(W), which
he received from the user. If indeed Z = F'(Y) @ g(w), then it is very likely that
W = 1, i.e., that S* guessed the password correctly.

Let us now explain the attack, which is obtained by modifying the above strategy.
The attack is based on the following observation [DFSSos]: if S* can perform Bell
measurements on qubit pairs H?|z1) @ H%|xs), for a,x1,x2 € [y, then he can
learn the parity of 1 @ 2 for both choices of a simultaneously. This strategy
can also be adapted to determine both parities of a pair in which the first qubit is
encoded in a basis that is opposite to that of the second qubit, i.e., by appropriately
applying a Hadamard gate prior to applying the Bell measurement.

Let the first bit of Z be equal to f+X @ g(W)," where f € span(F) \ {0}.
Let w1, wo € W be two candidate passwords. With the trick from above, S* can
measure the positions in the set

P={icn]:fi=1rc(); =1 c(d2);}

pairwise (assuming |P| to be even) using Bell measurements, while measuring
the positions where ¢(w;) and ¢(w3) coincide using ordinary single-qubit mea-
surements. This allows him to compute both “check bits” corresponding to both
passwords simultaneously, i.e., those check bits coincide with f Y7 @ g(w1); and
f*Ya @ g(2)1, where Y7 € Fy and Ys € F3 are the outcomes that S* would
have obtained if he had measured all qubits qubit-wise in either ¢(;) or ¢(w2),
respectively. If both these check bits are different from the bit Z;, then S* can
discard both wy and ws.

We have seen that in the worst case, the attack is capable of discarding two pass-
words in one execution, and hence clearly violates the security definition. On
average, however, the attack seems to discard just one password per execution, i.e.,
a candidate password cannot be discarded if its check bit is consistent with Z1,
which essentially happens with probability 1/2. This raises the question whether
the security definition is unnecessarily strong, because it seems that not being able
to discard more than one password on average would be sufficient. Apart from this,
it might be possible to improve the attack, e.g., by selecting the positions where to
measure pairwise in a more clever way, as to obtain multiple check bits (correspond-
ing to multiple fs in the span of F') per candidate password, thereby increasing the
probability of discarding a wrong candidate password.

"By g(W')1 we mean the first bit of g(W).
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5.7 Conclusion

We view our work related to NEWQID as a first step in a promising line of research,
aimed at achieving security in multiple models simultaneously. The main open
problem in the context of the SQOM is to reprove our results in a more general
model in which the dishonest server S* can choose his basis adaptively. Also, it
would be interesting to see whether similar results can be obtained in a model where
the adversary is restricted to performing quantum operations on blocks of several
qubits.



Notation

Symbol Description Page
R  field of the real numbers
C field of the complex numbers
Z  ring of rational integers
N set of strictly positive integers
F, finite field of order g
F;  multiplicative group of I,
0 zero vector in an [P vector space of arbitrary dimension
O(-) Bachmann-Landau Big-Oh notation
©(-) Bachmann-Landau Big-Theta notation
[n] setofintegers {1,...,n}
[a,b] interval {x e R:a <z < b}
log Dbinary logarithm
e base of the natural logithm (2.718 .. .)
a complex conjugate of a € C
la|  absolute value of a € C
|X| cardinality of the set X
|v| Hamming weight of v € {0,1}" (used exclusively in
Chapters)
wt(v) Hamming weight of v € {0,1}" (used exclusively in
Chapter [3)
span(S)  linear span of the elements in the set S
span(A) linear span of the rows of matrix A
AT transpose of matrix A
AT Hermitian transpose of complex matrix A
A >0 matrix A is positive semi-definite
0i; Kronecker delta symbol
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pguess(X’E
Hin(A|B
A

dunif (X |E)

Appendix A. Notation

addition operator in 5 and Fan

tensor product / Kronecker matrix product
n-fold Kronecker product of matrix A

n-fold tensor product of Hilbert space H
Schur product

standard inner product on Fg

x is picked independently and uniformly at random from
the set X

support of the distribution Px

binary entropy function of p

min-entropy of X

conditional guessing probability of X given £
conditional min-entropy of A given B
max-entropy of A

2 x 2 Hadamard matrix

dimension of H

rank of p

trace of p

partial trace over B

identity operator

complex vector space of linear maps H — H’
complex algebra of operators H — H

set of density operators on H

ket vector

bra vector

inner product between |p) and |¢)

outer product between |¢) and [¢))

rank-1 projector (if and only if |¢) has norm 1)
trace norm of p

trace distance between p and o

statistical distance between p and ¢
distance-to-uniform of X when given £
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In de kwantumcryptografie wordt onderzoek gedaan naar het benutten van kwan-
tummechanische effecten voor cryptografische toepassingen, alsmede naar de vei-
ligheid van bestaande en nieuwe cryptografische protocollen wanneer een kwaad-
aardige partij (“de vijand”) berekeningen kan uitvoeren op een kwantumcomputer,
en/of kwantuminformatie bezit over stochastische variabelen (bijv. cryptografische
sleutels) die in deze protocollen een rol spelen.

Een bekende toepassing uit de kwantumcryptografie is sleuteldistributie (Engelse
afkorting: QKD). Met behulp van dit protocol kunnen twee samenwerkende partijen
via een onveilige kwantumverbinding (bijv. een optische vezel die gemanipuleerd
kan worden door de vijand) en een geauthenticeerd klassiek communicatiekanaal
op afstand een gezamenlijke en zeer veilige cryptografische sleutel genereren.

Hoewel de werking van het QKD-protocol op een intuitief niveau vrij eenvoudig te
begrijpen is, is het verre van triviaal om formeel te bewijzen dat de door het protocol
geproduceerde sleutel daadwerkelijk veilig is. In dit proefschrift wordt een nieuwe
bewijsmethode geintroduceerd, die vervolgens succesvol wordt toegepast op het
zgn. BB84-QKD protocol. Het resulterende bewijs is eenvoudiger dan de meeste
bestaande QKD-veiligheidsbewijzen, en geeft een inzichtelijke, niet-asymptotische
uitdrukking voor het bereikte veiligheidsniveau als functie van de protocolparame-
ters. De nieuwe methode blijkt ook toepasbaar om de veiligheid te bewijzen van een
kwantumprotocol voor het reduceren van oblivious transfer naar bit commitment.
Het is goed mogelijk dat de bewijsmethode nog meer toepassingen heeft.

In een ander deel van dit proefschrift wordt de taak van berichtenauthenticatie in
een nieuw scenario onderzocht. In dit scenario wordt aangenomen dat de vijand
een beperkte hoeveelheid kwantuminformatie heeft over de cryptografische sleutel
die gebruikt wordt voor authenticatie. Bovendien—en hiermee onderscheidt het
scenario zich van eerder werk op dit gebied—wordt aangenomen dat de authenti-
catiesleutel in feite een sessie-sleutel is, die steeds opnieuw wordt afgeleid van een
bron van randomness met behulp van een herbruikbare sleutel.

Het is onvermijdelijk dat een significante hoeveelheid informatie over de sessie-
sleutel openbaar wordt tijdens het uitvoeren van het authenticatieprotocol (en dus
tevens in handen komt van de vijand). Het doel van dit onderzoek is om een
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authenticatiemethode te vinden die voorkomt dat er ook een significante hoeveel-
heid informatie over de herbruikbare sleutel vrijkomt. In dit proefschrift wordt
een oplossing gepresenteerd voor het geval waarin de vijand louter klassieke infor-
matie over de sessie-sleutel bezit. Voor het generieke geval waarin de vijand ook
kwantuminformatie bezit is het voorgestelde protocol niet compleet.

Entropische onzekerheidrelaties zijn formele uitdrukkingen van het onzekerheids-
principe van Heisenberg, die gebruik maken van een entropiemaat om de onze-
kerheid te kwantificeren. In dit proefschrift wordt een nieuwe entropische onze-
kerheidsrelatie gepresenteerd en bewezen. Het is de eerste onzekerheidsrelatie
die een ondergrens geeft voor de min-entropie in het meetresultaat,' waarbij deze
ondergrens geldt voor op één na alle metingen, gekozen uit een willekeurige (en
willekeurig grote) familie van mogelijke metingen. Het gebruik van de min-entropie
als onzekerheidsmaat maakt de onzekerheidsrelatie bijzonder geschikt voor gebruik
in de kwantumcryptografie.

Als toepassing wordt een nieuw kwantum-identificatieprotocol gepresenteerd in
het bounded-quantum-storage model; de nieuwe onzekerheidsrelatie vormt de kern
van het formele veiligheidsbewijs voor dit protocol. In tegenstelling tot het oor-
spronkelijke kwantum-identificatieprotocol van Damgard et al. biedt het nieuwe
identificatieprotocol ook enige mate van bescherming in het geval dat de bounded-
quantum-storage-aanname niet geldt. Het protocol is nl. bestand tegen een vijand
die een ongelimiteerde kwantum-opslagcapaciteit heeft, maar enkel (niet-adaptieve)
operaties en metingen op afzonderlijke qubits kan uitvoeren. Het protocol van
Damgird et al. biedt geen enkele bescherming tegen een dergelijke vijand.

"Verkregen door het meten van een willekeurige kwantumtoestand van een bepaalde dimensie.
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