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INTRODUCTION

Many studies in developmental biology rely on the construction, simulation and analysis
of models. These models vary from schematic drawings, representing e.g. regulatory
pathways, to complex systems of equations, enabling accurate quantitative analyses of
processes. New modelling techniques are constantly being developed, as well as new
applications for already existing techniques. In particular, a growing interest can be
observed in employing computational modelling approaches to biological phenomena,
exemplified by the recently emerged field of computational biology.

This dissertation presents a broad view of modelling approaches for
developmental biology. In the first chapter an overview is given of modelling properties,
relevant when selecting a particular modelling approach, followed by a review of
frequently used modelling techniques in the field of developmental biology.

The first chapter establishes a context for the subsequent chapters, 2 to 6, in
which a series of case studies is presented for various modelling approaches. The
approaches have been selected on the basis of their particular merits for developmental
biology and each represents a different category from the review in chapter 1. Since
computation is becoming increasingly important for developmental biology, the case
studies presented in this dissertation make use of computational and/or computer-
assisted techniques. In chapters 2 and 3, 3D reconstructions are used to study heart
development in the turtle. Chapter 4 describes a general ontology system for vertebrate
heart development, incorporating the use of 3D reconstructions. Finally, chapters 5 and
6 present a modelling solution for the formation of biological gradients, using the
algorithmic approach of Petri nets, combined with the equation based approach of
differential equations.

In each of the case studies, optimization of captured knowledge and
functionality was strived after, by taking advantage of the specific characteristics of the
modelling approach. As a result, new ways of utilizing the techniques were developed,
in particular for ontologies and Petri nets (cf. chapters 4, 5 and 6), and new insights
were gained into biological phenomena, in particular for the cardiac development of the
turtle (cf. chapter 2 and 3). Furthermore, attention was paid to integration of modelling
approaches, in order to extend the functionality of the resulting models. Chapter 7
addresses this aspect of integration, for each of the separate instances. In this way the
dissertation presents a broad investigation of new approaches to modelling structures
and processes in developmental biology.
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CHAPTER1. MODELLING TECHNIQUES FOR DEVELOPMENTAL
BIOLOGY — AN OVERVIEW

T0 Te yap ppeioBal cupdutov Toig avBpwrolg ék maidwv £0Ti kai ToUT®
Sladepouot TV GAAWVY {HWV ETL LUNTIKWTOTOV £0TL Kai TOG HobnoeLg
TIOLETTOL SLOL LN CEWG TAG TTPWTAG

For it is an instinct of humans, from childhood, to engage in mimesis and
this distinguishes them from other animals: man is the most mimetic and it
is through mimesis that he gains his earliest insights.

- Aristotle, Poetica IV, v.4-8

1.1 MODELLING IN BIOLOGY

A first step in trying to understand the world around us is simplification. We tend to
create simplified mental images of both concrete and abstract entities. Looking up at
the night sky, for instance, we reduce the infinite number of stars to a set of easily
recognisable constellations. We simplify things to a basic set of features, which convey
all the information necessary to us. However, decisions about which information is
necessary depend entirely on the situation at hand.

Furthermore we try and distinguish patterns in the information we perceive. If
a pattern is underlying a series of events or objects, there is no need to remember each
of the separate instances, for remembering the pattern itself suffices. Recognizing these
patterns enables us to predict future events. Our knowledge of the movement of the
planets, for instance, illustrates the use of understanding patterns in observed
phenomena.

So, in order to comprehend concrete and abstract concepts, we build
(mental) models; instead of using all information at hand we select the most relevant
components and construct a simplified version of the entity we want to understand. The
word ‘model’ is defined in the dictionary as “a small object, usually built to scale, that
represents in detail another, often larger object” or “a schematic description of a
system, theory or phenomenon that accounts for its properties and may be used for
further study of its characteristics””. Although clearly distinct, these two definitions both

! The American Heritage College Dictionary, Boston and New York, 1993.

CHAPTER 1 — AN OVERVIEW OF MODELLING TECHNIQUES FOR DEVELOPMENTAL BIOLOGY
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focus on the representation of complex systems in a simplified manner. Here, as in
science in general, we are particularly interested in the second definition®.

Biological sciences are often concerned with complex systems and studying
these would be unthinkable without the use of models. For centuries scientists have
built models to aid the understanding of life in all its appearances. This modelling has
taken on many forms in diverse fields in the biological sciences, including the 19"
century papier maché models of Louis Thomas Jerome Auzoux, the double helix DNA
model by Watson and Crick, but also for instance statistical models in palaeontology and
the modelling by taxonomic trees in evolutionary biology. Here we will focus on one
particular research field, developmental biology, and the use of (computer assisted)
modelling in this field. Firstly, model properties will be discussed, important in choosing
a method and making modelling decisions. Subsequently a basic outline will be given of
the different types of modelling that play a role in studying development.

1.2 MODEL PROPERTIES

The way we model an entity depends on the requirements of the model and the aspects
of the structure or the process on which the model focuses. Which features of the
studied entity are important to us and which can be ignored given the specific study?
When we are interested in gene expression of immune cells in zebrafish we might omit
the cells’ metabolism from the model, but when studying solely the KREBS cycle the
gene expression is less relevant.

Along with the topic of study, the choice of what to include and how to
model the information is also dictated by the purpose of the model. Models are built for
various reasons: to educate, to test hypotheses, to examine which assumptions about a
system best fit the observed data, to predict future events, or to circumvent
experiments that are too costly, time consuming or ethically undesirable. All these
motives call for different properties of the modelling method. Here the most important
sets of properties to be considered when building a model will be introduced and
discussed. An overview of these properties is provided in Table 1.1.

? It is important to establish an unambiguous understanding of the concept ‘model’ in this text. The word has
many uses, not only in daily life but also in the life sciences. Apart from artificial man-made models there is
another very important type of model in biology: animal models. When studying human diseases and
physiological or developmental processes it is rarely possible to obtain experimental data from humans;
therefore animals are used that resemble the human physiological system under study. This type of model
will, however, be excluded from the overview presented in this chapter and the term ‘model’ refers
exclusively to artificial, man-made models, used to represent biological systems.

CHAPTER 1 — AN OVERVIEW OF MODELLING TECHNIQUES FOR DEVELOPMENTAL BIOLOGY
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First of all, models can be either descriptive or mechanistic. Descriptive
models represent observed data, but without modelling the underlying processes that
produce these data. For instance, a graph of the numbers of cells in a frog embryo,
plotted against time, describes the cell division but does not give us any information
about the process. Therefore we cannot determine which variables play a role in the
process and the model cannot be used to extrapolate and predict new data. A
mechanistic model, on the other hand, describes the underlying process and includes
the relevant variables and can thus be used to predict future events. Were we to model
the genetic pathways underlying the cell divisions, the resulting model would be
mechanistic. While mechanistic models teach us more about the workings of
developmental processes, frequently too little is known about a process to construct
such a model and constructing a descriptive model is the best option.

Secondly, models can be either static or dynamic. As the name implies static
models describe static non-changing states, without a time component. It is evident that
these models are by their very nature descriptive, as opposed to mechanistic. Dynamic
models, on the other hand, describe the changes in a system or entity over time (either
the simulated time of the modeled process or the running time of the model). They can
be descriptive or mechanistic. The Petri net model describing the formation of biological
gradients over time, presented in chapter 5 and 6, is an example of a mechanistic
dynamic model.

Another defining feature of a model is whether it is qualitative or
quantitative. Many processes can be understood and modelled in a qualitative way,
without using exact experimental data. In the case of gradient formation for instance
(cf. chapter 5), building a model to describe the process does not require exact
quantitative data. As such, a qualitative model is a good starting point for modelling a
new study, for which experimental data are still incomplete. When, on the other hand,
experimental data are available, a quantitative model will allow statistical analysis and
make quantitative predictions about future states. Qualitative models can be
transformed into quantitative models, by including exact variable values; this is explicitly
described for gradient formation in chapter 6.

This distinction between qualitative and quantitative models is directly
related to the distinction between theoretical and practical (or conceptual and
concrete, respectively). Theoretical models are aimed at furthering the theoretical
understanding of a system or concept. They do not call for numerical accuracy and are
often generic to a group of systems of similar mode of operation. Practical models are
used for specific practical situations, in which decisions are made using model
predictions and analyses. They are specific to a particular system and include detailed
guantitative data. The distinction theoretical versus practical is linked to the trade-off
between model generality and model (prediction) strength; a basic model with little

CHAPTER 1 — AN OVERVIEW OF MODELLING TECHNIQUES FOR DEVELOPMENTAL BIOLOGY
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detail will be applicable to a wide range of similar processes, but cannot accurately
predict future events for any of those. A highly detailed model, however, has greater
predictive power, but only for a specific instance of the process under study. The choice
for one or the other depends entirely on the purpose of the model, theoretical or
practical.

Models representing system behaviour can do so in a discrete or a
continuous manner. Discrete models represent the behaviour of systems in distinct
spatial and/or temporal steps. Continuous models, on the other hand, represent space
and/or time in the system’s behaviour in a continuous manner, in which no separate
steps are discerned. Particular attention is paid to these characteristics and the
translation from one to the other in chapter 6.

Furthermore, dynamic models can be either deterministic or
nondeterministic. Whereas series of events in deterministic models are determined at
the onset and are predictable, nondeterministic and stochastic models allow multiple
outcomes of a process. Stochastic models include the element of probability: events are
not set, but depend on levels of probability. In developmental biology nondeterminism
can arise through the concept of concurrency (cf. chapter 5 and 6) and interaction
between process components, while stochastic variables can reflect environmental
influences external to the system under study; for instance, the way a fertilized frog egg
cell comes to lie on the substrate can be considered a stochastic factor and determines
where the animal and vegetal poles of the cell will arise.

MODEL PROPERTIES

descriptive versus  mechanistic
static versus dynamic
qualitative versus quantitative
theoretical versus  practical
discrete versus  continuous

deterministic  versus nondeterministic

Table 1.1. An overview of model properties relevant
to modelling in developmental biology.

CHAPTER 1 — AN OVERVIEW OF MODELLING TECHNIQUES FOR DEVELOPMENTAL BIOLOGY
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Apart from these fundamental distinctions there are several other model
features that have bearing on the uses of a model. Models can be temporal (either
discrete or continuous), like the cell division graph mentioned above. Spatial models
include elements of space, e.g. 3-dimensional models of biological structures. These
features are not mutually exclusive, in fact many models in developmental biology are
both; for instance a model visualising the cell movement of neural crest cells during
early development is both spatial and temporal.

1.3 VERBAL AND VISUAL MODELS — NON-COMPUTATIONAL MODELLING

Now that the most significant model properties have been discussed, we will take a look
at the different types of models used in developmental biology. There are many ways to
divide models into groups, for instance based on the features described above (static
models, dynamic models, etcetera). In this overview four types of models are discussed:
verbal, visual, algorithmic and equation based models. The last two types are both
inherently computational and most often computer-assisted. The first two are not in
essence computational and are therefore distinguished in this overview from the
computational modelling techniques. However, computation is often possible and
useful for these types as well and many verbal and visual models used in studying
developmental biology are in fact computer-assisted and/or computational. Since
computation is becoming increasingly important for developmental biology, the case
studies presented in chapters 2 to 6 make use of computational and/or computer-
assisted techniques.

This section will deal with verbal and visual models, i.e. model types that are
not by definition computational. In 1.4 computational models will be discussed, divided
in algorithm and equation based model types. An overview of all four categories and
their model types is provided in Table 1.2. For all categories presented here emphasis
will be placed on computational and computer-assisted types of modelling since these
are rapidly gaining importance in developmental biology. The categorization of
modelling types is of course not strict and many models can be considered hybrid and
can therefore be assigned to more than one category.

1.3.1 Verbal models

On the most basic level we represent objects and concepts with words. We use
language to refer to entities and to enable communication. As such, it is an elementary
modelling system. Apart from our everyday, natural vocabulary, we have constructed
terminologies for many specific research fields, including developmental biology.

CHAPTER 1 — AN OVERVIEW OF MODELLING TECHNIQUES FOR DEVELOPMENTAL BIOLOGY
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VERBAL - terminollogies
- ontologies

SCHEMATIC REPRESENTATIONS
- 2D — schematic drawings
- 3D — tangible/virtual 3D models
- time — time series of schematic
representations
VISUAL DIAGRAMS
- informal diagrams
- formal diagrams / graphical visualisations of
computational models
GRAPHICAL REPRESENTATIONS OF TABULAR DATA
- charts

- automata based models:
e cellular automata

ALGORITHM e Lindenmayer systems
BASED - boolean networks

- process algebra/calculi

- Petri nets

- differential equations:

e gene regulatory networks
EQUATION e reaction diffusion systems
BASED o diffusion models
- enzyme kinetics
- organismal growth models

Table 1.2. An overview of the categories and types of models presented in this
chapter.

Classification of biological entities is by no means a new phenomenon.
Throughout the ages people have tried to define formal classifications and
terminologies; as early as the fourth century BC, Aristotle wrote extensively about
nature, classifying animals and plants (cf. Historia Animalium) in a system which has
influenced classifications all throughout the Medieval period and the Renaissance.
During the age of enlightenment the very nature of science and experimental studies
changed and scholars focused their energy on systematically collecting information and,
more importantly, sharing the new-found knowledge. Diderot’s Encyclopédie (1751-
1772) was as such an invaluable document, as was Linnaeus’ Systema Naturae (1735).
With modern science becoming more international, conventional terminologies and
definitions are crucial in communication between scientists of a particular research
field, and formal systems of knowledge are indispensible.

CHAPTER 1 — AN OVERVIEW OF MODELLING TECHNIQUES FOR DEVELOPMENTAL BIOLOGY
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The field of developmental biology relies heavily on terminologies and
therefore stands to gain from optimizing the efficient use of this knowledge. A useful
modern method of formally representing a terminology, containing the relevant objects,
concepts and entities and the relationships between these terms, is collecting this
knowledge in an ontology (Gruber, 1993). Put another way, an ontology is a verbal
model of a domain, comprising the knowledge of all concepts within that particular
domain and the way these are related. The knowledge is structured in the ontology in
‘classes’ (analogous to encyclopaedic lemmas), which are linked in a hierarchical system
by ‘IS_A’ relationships (e.g. ‘cow’ IS_A class in the superclass ‘vertebrates’). In addition
to the IS_A relationship further ‘properties’ (relationships between the classes) can be
defined within the ontology. In this way, ontologies allow researchers to describe an
area of research, using a shared standardized vocabulary, and to classify the concepts
and relationships in this area into groups and hierarchies.

Ontologies are becoming increasingly important in biology in general
(Dmitrieva, 2011), as exemplified by the successful Gene Ontology, GO (The Gene
Ontology Consortium, 2000), and the Sequence Ontology (Eilbeck et al., 2005). In an
attempt to oversee and coordinate the ever growing number of biological ontologies,
the Open Biomedical Ontologies consortium (OBO) was founded (Smith et al., 2007;
Bodenreider and Stevens, 2006). By providing shared principles, such as the use of a
common representation in the OBO format or the Web Ontology Language (OWL,
https://www.w3.org/TR/owl-features), the consortium helps make ontologies
interoperable and of greater use to biologists. Amongst other ontologies, OBO contains
a number of specific developmental ontologies, dealing with the development of model
species such as Arabidopsis thaliana, Caenorhabditis elegans and Drosophila
melanogaster. These ontologies include information about the different anatomical
structures present at particular developmental stages.

The most basic goal of ontologies is to formally capture the knowledge of a
specific research area and to provide researchers with a standardized vocabulary to
communicate. In addition to this, they can also be used to link terms in the vocabulary
to other resources in the research field, such as literature and images, as is possible with
for instance the GO. Over the last few years progress has been made on implementation
of a Semantic Web for the life sciences (Bodenreider and Stevens, 2006). Nowadays
ontologies are an integral part of bioinformatics and developmental biology, so much so
that the leading journal Bioinformatics now dedicates an entire section to this field.

In essence, ontologies are descriptive rather than mechanistic and static
rather than dynamic. However, since ontologies by their very nature provide great
freedom in relating terms using relevant properties (for instance concerning processes
taking place between structures under differing circumstances), they can be used to
include mechanistic and dynamic information. An example of this can be found in

CHAPTER 1 — AN OVERVIEW OF MODELLING TECHNIQUES FOR DEVELOPMENTAL BIOLOGY
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chapter 4, where dynamic information on heart physiology, under differing
circumstances, has been added to an ontology of heart anatomy and development.
Furthermore, while ontologies can be used entirely qualitatively by including solely
structure names and qualitative properties, it is also possible to add quantitative
information about the structures in data properties. This also allows one to transform a
theoretical model into a practical one. Since any semantic content can be modelled in
an ontology, the information can be both temporal and spatial.

In chapter 4 we introduce our use of ontologies to capture knowledge about
the anatomy, development and physiology of the vertebrate heart. This serves as a case
study for extending the functionality of ontologies for developmental biology; as will be
explained in more depth in chapter 4, it incorporates the whole range of information
types, from static, qualitative knowledge to dynamic, quantitative information in both
temporal and spatial domains. By connecting the ontology to 3D models (cf. 4.4.4) we
integrate verbal modelling and visual modelling. This integration of different types of
models will be further discussed in chapter 7.

1.3.2 Visual models

In the biological sciences visual information is very important, more so than in the
mathematical, physical or chemical sciences, where abstract formulas can more easily
be used to describe and study the systems at hand. Biological textbooks illustrate our
knowledge of biological structures with drawings and diagrams and more and more
journal publications refer to websites with supplementary figures and visual aids, to be
downloaded or viewed online (e.g. Noble, 2002). Not only can visual models help clarify
information, they can also lead to new insights that would be hard to achieve through
other means (lwasa, 2010); in science, as in life in general, a picture is worth more than
a thousand words.

Before looking at the different types of visual models, | would like to stress
that we are dealing with modelling techniques, not visualisation techniques in a broader
sense. In biology the concept of ‘visualisation’ encompasses (in addition to visual
modelling) both techniques with which biology can be made visible, i.e. a wide range of
microscopy modalities, and techniques with which this visual information can be
captured, i.e. imaging techniques. Whereas these techniques try and capture reality
without simplification or selection, models specifically reduce information from reality
to a set of essential features. These simplifications can have various purposes; they can
be used in education, to describe our knowledge of biology, or to present hypotheses.

CHAPTER 1 — AN OVERVIEW OF MODELLING TECHNIQUES FOR DEVELOPMENTAL BIOLOGY
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There are various types of visual models in developmental biology. Here |
present a division into three basic categories: schematic representations, diagrams and
graphical representations of tabular data, cf. Table 1.2.

Schematic representations

The first category comprises schematic representations; these are simplified yet faithful
reproductions of biological reality. Examples in 2D are the schematic drawings of the
turtle heart shown in Figs. 2.1, 2.2 and 2.3 (in the next chapter), drawings of animals or
plants found in identification guides and cutaway drawings of anatomical structures.
They are true to life (albeit in a simplified form) and are widely used to clarify
descriptions or present hypotheses about the nature of structures in (developmental)
biology. In three dimensions, schematic representations can be tangible 3D models, like
the papier-maché models made by Louis Auzoux in the 19th century or the plastic
models used by medical specialists to help patients understand; however, they can also
be virtual 3D models, like the 3D computer reconstructions of hearts presented in
chapters 2 and 3. Virtual 3D modelling has become increasingly important over the last
decennia with new advances in computer science leading to more sophisticated
software, e.g. Mimics (www.materialise.com/mimics), Amira (www.amira.com),
BioVis3D (www.biovis3d.com) and the software used to render the models in chapters 2
and 3, TDR3Dbase (Verbeek and Huijsmans, 1998). Computer graphics enable us to
display 3D structures using sophisticated rendering algorithms. Two of those commonly
used algorithms are volume rendering and surface rendering. Whereas volume
rendering does not explicitly define the surface geometry, surface rendering represents
the surface by polygons, most often using triangulation (Verbeek and Huijsmans, 1998;
Eils and Athale, 2003), cf. chapter 2. In addition to making 3D structures more insightful,
the conversion of 2D image sections to 3D surface models allows the user to perform
quantitative analyses on 3D features such as volume and shape (Eils and Athale, 2003).

These 2D and 3D schematic representations are descriptive and static. They
are qualitative and generally theoretical, although, as mentioned, quantitative analyses
can be feasible in 3D models. Furthermore they are essentially spatial models, without a
temporal aspect. However, by putting several of these representations (either 2D or 3D)
of different (developmental) moments together a temporal element can be introduced.
Chapter 2 presents a developmental series of turtle heart development, using models of
different developmental stages. In this way the static representations are combined in a
temporal model, albeit still consisting of static, discrete elements. Other examples of
these types of time series of schematic representations would be cell or life cycle
sequences. By animating the development in a continuous sequence (a movie), the
model becomes dynamic. Nowadays animations of biological events can be found on
numerous scientific websites, for instance the website of Molecular Movies
(www.molecularmovies.com). Even so, all models in this category, including the
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temporal ones, are still in essence descriptive rather than mechanistic; they merely
illustrate processes and structures as opposed to explaining them.

Diagrams

The second category of visual models contains diagrams; here | will define a diagram as
an abstract graphical representation of a process3. The keyword in this definition is
‘abstract’; whereas schematic representations are true to life and directly reflect reality,
diagrams reflect information about reality in an abstract, indirect way, using
conventional symbols.

Two main uses of diagrams can be distinguished in developmental biology.
Firstly they can be used informally to illustrate our knowledge of different steps of a
process. As such, informal diagrams are particularly helpful in the relatively new field of
systems biology. Signal transduction pathways, gene regulatory networks and metabolic
pathways are frequently illustrated in diagrams. Symbolic representations of the
elements in the process clarify the reactions taking place. These models are informative
and help us visualise processes but cannot be used for computational analysis.

Secondly, diagrams can be used as graphical visualisations of formal
computational models. In their most elementary form these diagrams are graphs
consisting of nodes, connected by arcs. Depending on the focus of the model the nodes
can represent (amongst others) classes, objects, processes or states. These diagrams can
be classified as class diagrams, object diagrams, flow charts or state diagrams,
respectively. As described in 1.4, there exists a wide range of computational modelling
techniques which allow the user to model and analyse processes underlying biological
events. Many of these techniques have a graphical component, illustrating the modelled
process (Biermann et al., 2004). The modelling technique of Petri nets, which is
discussed in depth in chapters 5 and 6, is for instance characterized by the combination
of graphical notation and exact mathematical definitions, to which we will come back in
1.4.1. Here the diagram, showing the entities and events of the process, contributes to
understanding the model. In addition to this graphical component, which focuses on
production and consumption of local resources and their transitions, the information
contained in a Petri net can also be visualised in state diagrams, showing the different
states and state changes of the system as a whole. Both visualisations belong to the
category of formal diagrams.

® Note that in colloquial use the difference between a schematic representation and a diagram is rather hard
to define. Here, | will not dispute the exact meaning of these words; the narrow definitions given are solely
meant to clarify the classifications of model types presented here.
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Another example of a diagram connected to an underlying formal model
would be the visualisation of an ontology; here the focus lies on the classes and their
mutual relationships and this type of diagram could therefore be categorized as a class
diagram (we will look at the visualisation of ontologies in more depth in chapter 7).

An important modelling system consisting of formal diagrams is the object-
oriented Unified Modelling Language (UML, www.uml.org). UML comprises fourteen
types of diagrams, amongst which class diagrams, object diagrams and activity diagrams
(which are related to flow charts). By assigning formal meanings to visual symbols, this
language and formal diagrams in general allow the user to formally communicate
knowledge. As is often the case with modelling techniques, UML was developed for
different purposes (the modelling of computing systems), but has recently been shown
to be useful in the field of biology as well (Roux-Rouquié et al., 2004).

Since diagrams are most frequently used to present the development of a
process, they often have a time element. This is not necessarily the case however, as
exemplified by ontology visualisations and certain types of UML models. Also informal
models depicting pathways and networks in systems biology cannot be said to have a
true time component; rather, different processes, that are in some way linked, are
shown in one diagram. On the other hand informal diagrams that represent a clear
sequence of events with time indications, like life cycles, are in fact temporal models. It
should be underlined that the difference with the temporal sequences mentioned under
‘Schematic representations’ is that diagrams consist of abstract symbols, whereas the
temporal sequences discussed earlier are composed of truthful representations.

Graphical representations of tabular data

The third and last category of visual models consists of graphical representations of
tabular data; tabular data are alphanumerical data (quantitative of qualitative) that can
be stored in rows and columns in a database, e.g. concentration levels of proteins over a
distance in a cell culture, but also the names of research group members in charge of
cleaning the lab over a series of months. These types of data can be modelled in a
variety of charts, such as histograms, bar charts, graphs, scatter plots or cartograms.
Since these charts are simplified visual representations of selective information from
reality, | include them in our overview of visual models. These models can be multi-
dimensional; simple charts plotting two variables are two-dimensional, but more
dimensions can be added for more variables. Models of tabular data are descriptive and
static; they are practical (pertaining to specific situations) and can be either quantitative
or qualitative, modelling spatial or temporal information, or both.
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1.4 ALGORITHMIC AND EQUATION BASED MODELS — COMPUTATIONAL MODELLING

As we have seen, verbal and visual models have been used for centuries in the field of
developmental biology. More recently new ways of modelling biology have been
developed; integration of biology with the field of mathematics and the relatively new
field of computing science has led to models that allow us to study biology through
calculation and simulation. For this new area of biology the term ‘computational
biology’ has been coined, which is defined by the NIH as “the development and
application of data-analytical and theoretical methods, mathematical modelling and
computational simulation techniques to the study of biological, behavioural and social
systems” (NIH, 2000)". This definition is followed throughout this chapter. The essential
and binding element of the models discussed in the remainder of our overview is
therefore computation.

For computational modelling the same holds true as for the entire field of
models in developmental biology: models can be categorised in more than one way.
Here a distinction is made between algorithmic process models and equation based
models. While both types are concerned with biological processes, the difference
between models based on algorithms and those based on equations is a difference of
focus on operation versus denotation (Fischer, 2007; Priami, 2009); i.e. equations
abstract away from the actual process and solely describe the changes in terms of
variable values when a system moves from one state to another, making them
denotational. They model systems by functions which transform input into output.
Algorithms, on the other hand, focus on the process and describe how and why the
system changes between states, which makes these models operational. The distinction
between algorithmic process models and equation based models corresponds to the
distinction Fischer (2007) makes between computational and mathematical models,
respectively; since the terms "'mathematical” and "‘computational” can both be used in
various and sometimes interchangeable ways, these classifications are avoided here and
the word ‘computational’ is used only in the broad sense, as specified by the definition
given in this chapter.

The distinction between algorithm and equation based models is directly
related to three important pairs of polar opposites in process models :

1) discrete versus continuous; algorithmic models describe a system in discrete state
spaces (i.e. the set of all states a system can be in), whereas state spaces in equation
based models are generally continuous (although they can be discretised, cf.6.1).
However, there are hybrid techniques, for instance Hybrid Petri Nets (David and Alla,

* This definition is slightly circular, for it does not explain the term ‘computational’. Here we understand this
term to refer to using either calculation or a computer.
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2001; Matsuno et al., 2003), in which both discrete state spaces and continuous
variables are used.

2) concurrent versus sequential, most processes in developmental biology are
characterised by concurrency (cf. chapters 5 and 6), making it an important factor in the
choice of a modelling technique. Algorithmic models are typically applied when
modelling cause and effect which can lead to concurrency or nondeterminism.
Equations on the other hand lend themselves more readily for modelling sequential
processes, in which input information determines global behaviour. These models are
strictly functional (i.e. based solely on mathematical functions; specific input always
yields the same output) and are therefore deterministic.

3) averaged versus individual; equation based models generalise the process behaviour
by describing the average global behaviour of the system. By contrast, for algorithms
each simulation describes the exact behaviour of one execution of the process.

With these distinctions in mind, we will now look at some algorithmic and equation
based models, commonly used in developmental biology.

1.4.1 Algorithmic process models

Algorithmic process models focus on describing the dynamics of systems. As such they
are particularly useful in developmental biology, where researchers are most often
interested in the biological process itself. Over the past decades several algorithmic
modelling techniques have been developed, often originating in the computing sciences,
and have come to be used in the field of bioinformatics.

In a highly simplified form the behaviour of a system can be described as
follows: at the start of the process an input state is provided and this is followed by an
output state; in this context a state is a particular configuration of the information in the
system. This simplification forms the basis for the development of automata theory
(Hopcroft et al., 2000). In this field processes are seen as automata, which are abstract
state machines for which a number of states is provided along with a set of rules, which
govern transitions from one state to another, taking the current state as input. In
addition to the set of states and transition rules also one or more initial states and final
states are specified. The process starts off in an initial state and for each next step the
provided rules determine the next state of the system, until a final state is reached.

John von Neumann extended this system and developed cellular automata
(Von Neumann, 1966), which have several biological applications. Cellular automata
consist of a grid of identical, interdependent automata, referred to as cells. Again each
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of the cells is in a certain state and its next state is determined by a set of rules. Here
the rules take as their input not only the current state of that particular cell but also the
states of a set of neighbourhood cells (and possibly external factors); this allows local
interaction between cells to be modelled, making the technique suitable for modelling
more complex systems, characterized by concurrent and locally determined behaviour.
In developmental biology cellular automata have commonly been used to study the
formation of patterns, such as pigmentation patterns in seashells (Meinhardt, 1982;
Plath et al., 1997).

A related modelling system was developed by Aristid Lindenmayer in 1968, the
Lindenmayer system or L-system (Lindenmayer, 1968). This system resembles the
system of cellular automata but while cellular automata only change the states of cells
but never remove or add cells, Lindenmayer systems allow the appearance of new cells
and the disappearance of existing cells. Put differently, cellular automata use state
transition rules, while Lindenmayer systems use rewriting rules. This makes
Lindenmayer systems interesting for biologists looking to model growth and
development; due to this feature L-systems have been used successfully to model plant
development, e.g. through arborisation (Prusinkiewicz, 1995).

Another related approach is the boolean network, which in a sense is a
generalization of the cellular automata. The network consists of nodes, analogous to the
cells in cellular automata, but while the next states of cells in cellular automata depends
on the states of the direct neighbours, nodes in a boolean network can be connected to
and therefore influenced by any other node in the network. The nodes can be in one of
two states, one or zero, and as in cellular automata the next state of a particular node is
determined by the states of the connected nodes (and the current state of that node),
depending on certain logical functions. This system was originally developed by Stuart
Kauffman to model genetic regulatory networks (Kauffman, 1969), in which genes are
either active (in state 1) or inactive (in state 0) and interact through the network. These
modelling systems can be used more generally to study the interaction of biological
networks, consisting of e.g. proteins and genes. Although this technique strongly
simplifies the biological process, it can still yield useful results regarding pathways and
gene regulatory networks (Fischer and Henzinger, 2007). A downside to this technique is
that the networks cannot be integrated into larger models, ie. they cannot be
constructed from smaller sub-parts which are combined in a hierarchical structure.

In contrast to this, process algebras, or process calculi, allow a hierarchical
organization of sub-parts, i.e. compositional modelling. This field of modelling is
concerned with studying concurrent or distributed systems by algebraic means, i.e. the
methods of algebra are applied to the behaviour of a system (Baeten, 2005). The
compositionality of the system implies that the behaviour of the system as a whole is
expressed through the behaviour of its components and their interaction. This

CHAPTER 1 — AN OVERVIEW OF MODELLING TECHNIQUES FOR DEVELOPMENTAL BIOLOGY



25

interaction can be synchronous or asynchronous (with components changing states
independently), the latter resulting in nondeterminism since different sequences of
events might lead to different outcomes (Fischer and Henzinger, 2007). These aspects in
particular make process algebras suitable for modelling biological behaviour; in biology,
as in distributed systems, many processes are active simultaneously and compete over
the use of resources while also cooperating to accomplish a common goal (Priami and
Quaglia, 2005). Process algebras have been used successfully in modelling biological
pathways and networks within the fields of systems biology and developmental biology
(Priami and Quaglia, 2005; Fischer and Henzinger, 2007).

A strong emphasis on concurrency and local independence can also be found in
Petri nets, which have been mentioned before in 1.3.2 and will be discussed more
thoroughly in chapters 5 and 6. A Petri net is an abstract model of information flow. It
has both a graphical representation and a formal mathematical definition. The model
consists of places (representing passive entities like resources), transitions (representing
actions or events) and the flow relation between them. Graphically the net is presented
as a bipartite directed graph with places depicted as circles and transitions depicted as
rectangles; these two types of nodes are connected by edges, depicting the flow
relations. The state of the net is represented by the distribution of tokens (black dots)
over the places and the dynamic behaviour of the system is represented by the
production and removal of these tokens, governed by occurrences of the transitions.
The graphical component makes the net intuitively understandable, while the formal
definition enables precise analysis. Petri nets are well-established as models of
concurrent and distributed systems and have recently gained importance in the field of
biology, in particular biochemistry and developmental biology (Steggles et al., 2007;
Heiner et al., 2008; Krepska et al., 2008).

This list of algorithmic process models for developmental biology presented
here is far from complete. In addition to lesser known models already in use, new
modelling techniques are constantly being developed. Furthermore, already existing
modelling techniques, used for instance in computing sciences, are being ‘re-used’ for
biological purposes on a regular basis. As is obvious from their focus on processes,
algorithmic models are dynamic. There are both quantitative or qualitative algorithmic
models (cf. chapter 6), both descriptive or mechanistic (depending on whether their
representation of the underlying biological process is true to life or solely meant to
produce correct outcomes), theoretical or practical and deterministic or
nondeterministic. Finally, they may or may not include temporal and spatial elements.
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1.4.2 Equation based models

The final category of models, discussed in this overview, comprises the equation based
models. These do not model the stepwise executing of natural processes the way
algorithms do and allow exact quantitative analysis. As such they complement the
qualitative process models. By combining the analysing strength of equation based
models with the operational focus of algorithmic models, developmental processes can
be studied in detail from different perspectives.

Equations can help study a great number of processes in biology in general and
developmental biology in particular. Of special importance are differential equations,
which constitute by far the most used formalism to model dynamical systems (De Jong,
2002; Priami and Quaglia, 2004; De Jong and Geiselmann, 2005) and have been applied
to a variety of biological phenomena, of which gene regulatory networks, reaction-
diffusion systems and diffusion models will be discussed here.

The first category of cellular processes, relevant to developmental biology and
modeled using differential equations, comprises gene regulatory networks. The process
of gene expression takes place in two steps: transcription (in which ‘reading out’ a string
of DNA produces a complementary mRNA copy in the cell nucleus) and translation (in
which proteins are produced by ‘reading out’ the mRNA at the ribosomes in the cell).
Both processes are influenced by additional reactions and proteins; in order for
transcription to take place a polymerase has to attach to the promotor site of the string
of DNA and, upon transcription, to detach at the terminator site. This binding of the
polymerase to promotor is regulated by other proteins, both repressor proteins
(inhibiting transcription) and activator proteins (actively promoting transcription). These
repressor and activator proteins are themselves products of gene transcription and
translation and the combined interactions between these proteins and gene expression
patterns are captured in gene regulatory networks. As is obvious from this description,
these networks can become very complex, all the more so since they often include
positive or negative (self) feedback loops. A simple example of such a loop is a gene
which codes for a protein that actively inhibits the expression of that same gene.

These complex processes play an important role in the field of systems and
developmental biology and a vast amount of models exist, mainly focused on
differential equations (DEs) (De Jong, 2002; De Jong and Geiselmann, 2005). Nonlinear
ordinary DEs model gene regulation by rate equations, in which the rates of change in
space and/or time of one component in the system is expressed as a function of the
concentrations of other components. The regulatory interactions of the network under
study are captured by functional and differential relations between these concentration
variables. Depending on the number of independent variables of the unknown function,
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either ordinary DEs (in case of a single variable) or partial DEs (in case of multiple
variables) are used.

Nonlinear ordinary DEs give an adequate description of the dynamics of gene
regulation, but can be mathematically difficult to analyse. Linear ordinary DEs simplify
the system and are easier to analyse, but this is countered by a reduced ability to
include essential properties of the system (De Jong and Geiselmann, 2005). An
intermediate solution is provided by piecewise-linear DEs, which are globally nonlinear
and locally linear. They simplify the system, by abstracting biochemical details and
approximating the continuous sigmoid curves of the gene behaviour in discontinuous
step functions, but still retain the ability to adequately represent the system (De Jong
and Geiselmann, 2002).

Apart from gene regulation many other biological processes can also be
modelled using differential equations. Another type of model concerned with
biochemical interactions is the reaction-diffusion system. This model was proposed by
Alan Turing in his influential paper of 1952 (Turing, 1952), in which he showed how the
interaction of two substances with different diffusion rates can lead to pattern
formation. In developmental biology this corresponds to a system of chemicals, called
morphogens, diffusing through a tissue and interacting, which results in stable patterns
underlying morphogenesis; patterns arise, of alternating high and low concentration
areas of a morphogen, accounting for instance for pigment stripes (Gilbert, 2000). The
wavelength of these patterns is determined by the diffusion constants and reaction
rates of the different morphogens involved. A reaction-diffusion system can be
modelled by partial differential equations, consisting of a diffusion component and a
reaction component.

The reaction-diffusion system can be simplified by leaving out the reaction
component, which results in a diffusion model. This describes the spread of particles
from areas of higher concentration to areas of lower concentration, like the spreading of
a drop of ink in water. In 1970, Francis Crick proposed to apply this model to the
biological process of gradient formation (Crick, 1970). This is a pivotal developmental
process, which plays an important role in the establishment of body axes and
morphogenesis. He modelled this process as a source-sink system, in which a
morphogen gets produced at the source, spreads through Brownian motion and gets
removed again at the sink. This model has formed the basis for many DE models
describing gradient formation (Gregor et al., 2005; Kicheva et al., 2007; Yu et al., 2009).
We will come across this use of DEs or gradient formation in chapter 6, in which the
modelling of this process by DEs will be complemented by a Petri net model.

In addition to differential equation models, several other equaion based
models are used for biology. Essential to many processes in the cell are enzyme-
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mediated biochemical reactions, in which a substrate undergoes a reaction, instigated
by an enzyme. The dynamics of these are described by models of enzyme kinetics. As
early as 1913 Leonor Michaelis and Maude Leonora Menten developed an equation to
describe the rate of single-substrate enzyme kinetics, based on the reaction rate, the
concentration of the substrate and the Michaelis constant of that substrate (Menten
and Michaelis, 1913). The importance of this model stems from its general applicability;
it describes the reaction behaviour of thousands of enzymes and therefore allows
biologists to study and predict enzyme reactions in a wide range of biological processes
(Jungck, 1997).

Finally, the important developmental process of growth is described by models
of organismal growth. Here a distinction can be made between isometric and allometric
growth. Isometric growth refers to an increase in volume and size, while retaining the
original proportions, i.e. the shape is preserved because all parts grow at the same
speed. This growth is for instance seen in the spiral growth of shells and can be
expressed in equation models (Gilbert, 2000). Allometric growth or allometry refers to
the process in which some parts grow at a different rate than others, thereby changing
the overall proportions. Human allometry can easily be seen when comparing the head-
limb ratio of babies to that of adults. Another clear example is the growth of the male
fiddler crab; its claws are initially the same size, but as the crab grows the crushing claw
becomes proportionally larger (Gilbert, 2000). The underlying laws of these types of
growth can again be captured in mathematical equations.

These equation based models are first and foremost quantitative and
deterministic. Their abstraction from the actual processes makes them descriptive and
often practical rather than theoretical. Both spatial and temporal information can be
included in these models; each of these properties will be discussed in chapter 6, when
we will compare an algorithmic modelling technique with an equation based technique
in order to develop new methods to combine the strengths of these approaches.

This concludes the overview of models used for developmental biology. It goes
without saying that this modest chapter can by no means offer an exhaustive overview;
many other models are used for a wide range of developmental phenomena. The
outline of the dissertation follows the theoretical overview, provided in this
introductory chapter. Each of the four model categories is addressed in a case study.
Chapters 2 and 3 present several 3D models, visualising aspects of heart development in
the turtle Emys orbicularis. These visual models illustrate the importance of 3D
modelling in understanding complex anatomical structures. As such they belong to the
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class of schematic representations, within the category of visual models. Chapter 4
concerns the construction of a multi-species ontology of the vertebrate heart,
exemplifying the category of verbal models. In chapters 5 and 6 two modelling
approaches of the process of gradient formation are presented, both in the modelling
framework of Petri nets; while chapter 5 focuses on a qualitative approach, chapter 6
integrates parameters of differential equations into the Petri net model. These chapters
are therefore connected to the categories of algorithmic and equation based models,
respectively. Apart from exemplifying the different modelling categories, each of the
studies presented in the following chapters also features integration of modelling
methods. In the final chapter we look into these different types of integration,
encountered in the presented studies.
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CHAPTER 2. A VISUAL MODEL: 3D RECONSTRUCTIONS OF CARDIAC
DEVELOPMENT IN THE TURTLE EMYS ORBICULARIS

The scientist gave a superior smile before replying, "What is the tortoise
standing on?" "You're very clever, young man, very clever," said the old
lady. "But it's turtles all the way down!"

- Stephen Hawking, A brief history of time

We begin our series of case studies by looking at a visual model of developmental
anatomy: a series of 3D reconstructions of the turtle heart. There are significant benefits
to using a computer-assisted technique in studying development and the development
of the turtle heart is particularly suited to illustrate these benefits; the embryonic turtle
heart is very small, necessitating a high level of magnification, and is spatially complex.
While schematic drawings, based on histological sections, can be misleading, 3D
computer reconstructions closely resemble reality and allow us to get a better
understanding of the spatial properties of the structure. Furthermore, by providing the
models online with our TDR-viewer applet, the reader is able to interactively explore the
reconstructions as well as the corresponding histological sections, which optimizes the
communication of information by these models.

Based on: Bertens L.M.F., Richardson M.K., Verbeek F.J., ‘Analysis of cardiac
development in the turtle Emys orbicularis (Testudines: emidydae) using 3-D computer
modelling from histological sections’, Anatomical record 293:7 (2010), 1104-1114.

LIST OF ABBREVIATIONS

A, atrium; AA, aortic arch; ACV, anterior cardinal vein; AVC, atrioventricular canal; AVV,
atrioventricular valve; CA, cavum arteriosum; CAVV, cushion tissue forming the atrioventricular
valve; CP, cavum pulmonale; CCV, common cardinal vein; CV, cavum ventrale; DC, distal cushions;
F, foramen; HS, horizontal septum; HSt, heart stalk; IAS, interatrial septum; IHC, inner heart curve;
IVC, intraventricular canal; LAA, left aortic arch; LA, left atrium; LAVC, left atrioventricular canal;
MC, mesenchymal cap; OFT, outflow tract; PA, pulmonary artery; PC, proximal cushions; PCV,
posterior cardinal vein; PM, pectinate muscle; PV, pulmonary vein; RAA, right aortic arch; RA, right
atrium; SV, sinus venosus; TC, trabeculae carneae; V, ventricle; VS, vertical septum; VV, possible
venous valve of the superior cardinal vein.
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2.1 INTRODUCTION

Many features of cardiac development in turtles correspond to those in birds and
mammals (Goodrich, 1958; Holmes, 1976; Quiring, 1933; Shaner, 1962; Greil, 1903).
These shared features include cardiac looping, ventricular trabeculation, formation of an
inner heart curvature and presence of a major pair of atrioventricular endocardial
cushions that give rise to the atrioventricular valves. Other aspects of the turtle heart,
however, differ greatly from the avian and mammalian heart. The septation of the
ventricle for instance is remarkably different in the turtle and the developmental origins
of this septation are still not fully understood. As opposed to the fully separated hearts
of mammals and birds, the turtle heart is only partially separated by two incomplete
septa. An attempt at explaining the development of these horizontal and vertical septa
(see below) has been made by Holmes (1976), but no conclusive study of this process
exists.

The aim of this chapter is twofold; the main biological purpose is to elucidate
the embryonic development of the horizontal septum in the turtle, which is shown to be
closely linked to the looping of the heart. To this end we present a detailed
developmental series of cardiogenesis in Emys orbicularis, the European pond terrapin,
clarifying the development of the horizontal septum and the looping of the heart tube.
Because of the intricate 3-dimensional nature of cardiogenesis and especially the
looping, studying histological sections in merely two dimensions does not suffice. For
that reason we have complemented the histological studies with computerised high-
resolution 3D reconstructions of three different developmental stages, produced with
our in-house software environment, TDR-3Dbase (Verbeek et al., 1995; Verbeek and
Huijsmans, 1998; Verbeek, 1999; Verbeek and Boon, 2002).

The second aim of this chapter is therefore to underscore the indispensable
nature of high-resolution 3D reconstructions in studying embryonic morphology. Our
software is particularly well suited for solving complex biological problems in three
dimensions, as it enables the construction of high-resolution 3D models, directly from
histological sections, and allows us to distinguish between different structures in the
heart and study them separately and from every viewpoint. To offer the reader full
access to the material, we provide the 3D reconstructions along with additional images
on a public website: http://bio-imaging.liacs.nl/galleries/. Here the models can be
viewed interactively using our 3D model browser, TDR-viewer, a Java applet which
complements our TDR-3Dbase software package and enables online viewing of 3D
reconstructions. This ensures optimal insight into the obtained results and serves as an
easy reference for anyone studying cardiogenesis. To the best of our knowledge, this is
the first application of these modern techniques to the study of the chelonian heart,
enabling the study of all structures separately.

CHAPTER 2 — CARDIAC DEVELOPMENT IN THE TURTLE EMYS ORBICULARIS



33

Besides the findings on the ventricular septation we have, in the course of this
study, also come across an interesting finding regarding the developmental origin of the
pulmonary vein, which adds to the current debate on the origin of this vein in mice,
humans and chicks and is described in the conclusions.

Below, a review of the available literature on the adult chelonian heart is
provided, followed by a detailed description of the developmental series, using both
histological studies and 3D reconstructions. The construction methods of the models are
explained and finally the results of the study are discussed, considering both new
insights into the ventricular septation of the turtle heart and the relevance of using 3D
reconstruction techniques in supporting biology.

2.2 CURRENT KNOWLEDGE OF THE ADULT TURTLE HEART

The reptilian order Testudines includes the aquatic and semi-aquatic ‘turtles’, as well as
the terrestrial ‘tortoises’ (Family Testudinidae). We are concerned here with a species of
the former group, the European pond turtle, Emys orbicularis L. For a long time,
researchers considered the turtle heart a transitional stage between the single
circulatory system, found in most fish, and the double circulatory system of lungfish and
tetrapods, including mammals and birds. As such it was considered inefficient and
‘unfinished’, only a stepping stone in the evolution from using gills (i.e. branchiate
respiration) to using lungs (i.e. pulmonate respiration) for gaseous exchange. This idea
originated from the observation that most reptiles have only partly separated
ventricular cava, whereas mammals and birds have completely separated ventricles. At
present it is commonly agreed that the turtle heart is in fact a highly specialized organ,
adapted to its typical function in turtles — animals that possess lungs, but spend much
of their time under water.

Like other tetrapods, the adult turtle possesses two thin-walled atria lined with
pectinate muscles and separated by an interatrial septum (cf. Fig. 2.1). The sinus
venosus is partly absorbed into the right atrium and receives the systemic veins, (Fig.
2.2; Gasch, 1888; O’Donoghue, 1918; Rau, 1924). The pulmonary vein opens into the left
atrium. The atria open through the atrioventricular canal. This canal is divided into right
and left atrioventricular junctions by the free margin of the atrial septum (Johansen and
Burggren, 1980; Burggren and Warburton, 1994), from which hang two leaflets with
rudimentary chordae tendinae. Nayak et al. (1995) suggest that the two leaflets
correspond functionally to the septal leaflet of the human right atrioventricular valve
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Figure 2.1. Schematic drawing of the
adult testudine heart, shown in ventral
view (drawing based on Hicks and Wang,
1996). For the meaning of abbreviations,
see List of abbreviations.
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and the aortic leaflet of the human left atrioventricular valve. The valve leaflets are
single-flapped and membranous and develop from endocardial cushions which meet
and fuse along the free end of the developing interatrial septum (Goodrich, 1958). The
valves project into the ventricular opening (Goodrich, 1958).

The interior surface of the apical region of the ventricle is heavily trabeculated
and the ventricular cavity is partially divided by two incomplete septa into three cavities
(Fig. 2.1, 2.2 and 2.3). A large muscular septum, the ‘horizontal septum’ demarcates the
cavity known as the cavum venosum from the cavum pulmonale, while a smaller
‘vertical septum’ separates the cavum venosum from the cavum arteriosum; in the
figures the cavities are referred to as CV, CA and CP.

The horizontal septum (in the horizontal plane, from left to right sides of the
ventricle) is complete on the caudal end of the ventricle, but incomplete on the cranial
end. It is sometimes called ‘Muskelleiste’ in German, or ‘muscular ridge’ in English
(Webb et al., 1971; Burggren, 1988; Hicks and Wang, 1996; Van Mierop and Kutsche,
1984; Van Mierop and Kutsche, 1985). However, like Holmes (Holmes, 1976) we
consider these terms rather confusing, since ‘Muskelleiste’ can be translated as
‘muscular ridge’, which in turn is a term used for both vertical septum and in general for
all trabeculae carneae. The septum is also referred to as interventricular septum, but
this is equally misleading, since this term is also commonly used for the vertical septum.
Therefore we will call this septum, as do many other authors, the horizontal septum.
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Figure 2.2. Schematic drawing of the blood flow in the chelonian heart shown in ventral view, during
atrial systole (A) and ventricular systole (B); note that in order to illustrate the blood flow, the cavum
pulmonale has been schematically drawn next to the cavum venosum, as opposed to ventro-laterally
(drawing based on Webb, 1971).
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Figure 2.3. Schematic drawings of
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transverse sections through the
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heart, in A, and progressing in the

» RAA cranial direction up to the
LAA ‘ CA intraventricular canal, in D
C CP IVC D cp PA (drawing based on White, 1968).
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The vertical septum runs dorso-ventrally, in the same sagittal plane as the
interatrial septum (which means it runs vertically when the animal is on its feet). It is
complete at the caudal apex of the ventricle, but incomplete at the cranial end of the
ventricle, leaving a passage open between the cavum venosum and the cavum
arteriosum. The septum is thought to develop from one of the trabeculae carneae and
has a similar structure as the trabeculae (Holmes, 1976). Its size differs between species
(Webb et al., 1971; Holmes, 1976). Its relation to the interventricular septum in chick
and mouse has recently been studied on the gene level by Koshiba-Takeuchi et al.
(2009); they found a significant difference in the gradient formation of Thx5 in the
ventricle between reptiles on the one hand and chick and mouse on the other,
suggesting that a steep left-right gradient early in development is essential for
ventricular septation. In reptiles this gradient is delayed and less pronounced, resulting
in varying degrees of partial septation by the vertical septum.

The cavum arteriosum lies on the left side of the vertical septum. This cavity
receives blood from the left atrium through the left atrio-ventricular canal. Over the free
margin of the vertical septum, we find a passage from the cavum arteriosum on the left
to the adjacent cavity, the cavum venosum, on the right. This passage is situated under
the atrioventricular valves and is called the intraventricular canal (Johansen and
Burggren, 1980). The canal was first described by White (White, 1968), but there, in our
opinion erroneously, called the interventricular canal. Using the term ‘interventricular’
implies the existence of two completely separated ventricles, which is the case in
mammals, birds and crocodilians, but not in turtles. This intraventricular canal is the
only exit from the cavum arteriosum, since this cavity does not connect directly to any
arteries leaving the heart. During atrial systole the intraventricular canal is closed by the
atrio-ventricular valves, which are forced caudally, into the ventricle, by the pressure of
the blood flowing from atria into the ventricle. In this way all blood from the left atrium
is pumped into the cavum arteriosum (White, 1968; Johansen and Burggren, 1980; Hicks
and Wang, 1996). This process is illustrated in Figure 2.2A.

The cavum venosum lies to the right of the atrio-ventricular canal and
according to Webb (Webb et al., 1971) it is actually more of a canal than a cavity for
retention of blood, but others claim that this is in fact the largest cardiac cavity
(Burggren, 1988). Together the cavum arteriosum and the cavum venosum are
sometimes called the cavum dorsale (White, 1968), since they occupy the most dorso(-
lateral) part of the ventricle (cf. Fig. 2.3). As can be seen in Figure 2.2A blood from the
left atrium is pumped into the cavum venosum during atrial systole and continues into
the cavum pulmonale (described below). The cavum venosum is separated from the
cavum arteriosum by the atrio-ventricular valves, which are forced caudally (White,
1968; Johansen and Burggren, 1980; Hicks and Wang, 1996).
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The third ventricular cavity is the cavum pulmonale. This cavity is also referred
to as the cavum ventrale (White, 1968). It lies deeper (i.e. protrudes more apically) than
the other cavities, lies ventro-laterally (on the right) of the other cava and is connected
to the cavum venosum. The cavum pulmonale, separated from the rest of the heart by
the horizontal septum, has a peculiar location, since neither of the atrio-ventricular
canals is directly connected to it. Therefore, the only way blood can reach the cavum
pulmonale is through the cavum venosum, over the free edge of the horizontal septum
(Holmes, 1976), as seen in Figure 2.2B.

In turtles and squamates, three arterial trunks arise from the ventricle, a right
and a left aortic arch and a pulmonary trunk (Van Mierop and Kutsche, 1984; a thorough
description is given in 3.3.3, along with several visualisations of the arches in Fig. 3.3).
Each of these trunks possesses a pair of bicuspid semilunar valves (Fig. 2.2; Goodrich,
1958; Burggren, 1988), originating from endocardial cushion tissue in the outflow tract.
The carotico-systemic aortic arch, i.e. the right aorta, begins at the cavum venosum,
dorsal to the horizontal septum (Fig. 2.3). The systemic arch, i.e. the left aorta, begins
somewhat to the right and slightly more ventrally, near the free margin of the horizontal
septum, but still originating from the cavum venosum. The pulmonary trunk arises
ventrally to the horizontal septum from the cavum pulmonale (Holmes, 1976).

During ventricular systole deoxygenated blood from the cavum pulmonale
enters the pulmonary trunk, whereas oxygenated blood from the cavum arteriosum
enters the aortic arches, as shown in Figure 2.2B (White, 1968; Johansen and Burggren,
1980; Hicks and Wang, 1996). However, during periods of apnoea an increase in the
pulmonary vascular resistance results in a shunt, which causes a decrease of pulmonary
blood flow. This means that when the turtle is under water (and will therefore not
benefit from pulmonary circulation) most of the blood in the cavum venosum will end
up in the aortic arches, as opposed to the pulmonary trunk (White, 1968; Hicks and
Wang, 1996).

In crocodilians, possessing complete interventricular septa, a similar shunting
of blood can be found; like other reptiles, crocodilians possess two aortic arches, of
which the left emerges from the right ventricle (along with the pulmonary arch).
Communication between these aortic arches is possible through a foramen between the
two arches, the foramen of Panizza, and an aortic anastomosis (Van Mierop and
Kutsche, 1984; Van Mierop and Kutsche, 1985; Axelsson et al., 1996; Axelsson, 2001;
Eme et al., 2009). Through this communication shunting can arise, resulting in a
pulmonary bypass; this resembles the shunting found in turtles, due to changes in
pulmonary vascular resistance.

During embryonic development, the turtle outflow tract initially possesses two
proximal and two distal cushions; two additional distal cushions arise later (Hart, 1968;
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Langer, 1894; Van Mierop and Kutsche, 1984). Similarly, in the mammalian heart two
proximal cushions and four distal ones are observed (Webb et al., 2003); however, the
development and fusion of these cushions differs from that seen in reptiles (Van Mierop
and Kutsche, 1984). A full account of these differences is given in chapter 3, in which we
will look at the development of the cushions and the septation of the distal component
of the outflow tract.

2.3 MATERIALS AND METHODS

The process of constructing the 3D models can be described in three main steps. First,
suitable specimens were prepared and sectioned. Subsequently, the sections were
digitized in order to build an acquisition database. Finally, this acquisition database was
used to construct a database containing delineations of the anatomical domains
relevant to the study. This database contains the 3D model of the heart and was used to
generate the visualisations. For each model a database was created.

Preparation of the embryos

A total of 12 embryos was studied. Three embryos were used to construct the 3D
models, of stages 8, 10 and 15 (staging according to Yntema, 1968). These stages were
chosen because they span the period in which the basic plan of the heart is appearing,
but has not fully differentiated yet. In addition to these three stages, serial histological
sections of 9 embryos were also studied of the following Yntema stages: 6, 8, 9, 10, 11,
12, 14, 15 and 16. Stages 6 to 11 correspond to the following stages in chick (HH stages;
Hamburger and Hamilton, 1951), mouse (Theiler stages; Theiler, 1989) and human
(Carnegie stages; O’Rahilly and Miller, 1987): Yntema 6 corresponds to HH 9, Theiler 13,
Carnegie 10. Yntema 8 corresponds to HH 16-17, Theiler 14, Carnegie 11. Yntema 9
corresponds to HH 18, Theiler 14, Carnegie 11. Yntema 10 corresponds to HH 19-20,
Theiler 15, Carnegie 12. And Yntema 11 corresponds to HH 20, Theiler 13, Carnegie 10.
Gravid females were collected under license from the French government. Standard
injection with oxytocin was used to induce laying. Eggs were placed on a layer of sand in
an incubator at 25-30°C. Embryos were fixed in Bouin’s fluid for 2 days and embedded in
Fibrowax according to standard protocols, serially sectioned at 7um and stained with
Haematoxylin, Eosin and Alcian Blue.

Acquisition of section images

Images of the sections containing the heart (of the three embryos used for the 3D
modelling) were made using a Zeiss Axioskop microscope (Zeiss, Jena Germany),
equipped with a JAI M10-RS CCD camera (JAl, Denmark) and a Marzhauser stage
controller (Marzhauser, Germany) using the MAC 4000 (Marzhauser, Germany). The
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MAC 4000 connected to the computer through the RS-232 interface. The CCD camera, in
combination with a PCVision frame grabber (Imaging Technology, MA, USA), was used
for image digitization. Our acquisition software, 3Dacq, version 2.0 (Verbeek et al.,
1998; Verbeek and Huijsmans, 1998; Verbeek, 1999; Verbeek and Boon, 2002),
controlled both the MAC 4000 and the PCVision frame grabber. Using the video overlay
option of the PCVision frame grabber, images were aligned prior to acquisition. The
metadata was stored in an XML acquisition database referring to the section images
which were stored in PNG format.

Construction of 3D models

The annotation and subsequent visualisation of the resulting 3D models was realized
with a software suite developed in our group for this purpose, the TDR-3Dbase program
(Verbeek et al., 1995; Verbeek and Huijsmans, 1998; Verbeek, 1999; Verbeek and Boon,
2002). The acquisition database, with the section images and other relevant
information, is seamlessly integrated in TDR-3Dbase; all relevant information is directly
transferred. In each of the section images the relevant anatomical structures, labelled
with separate colours and names, were traced using a WACOM LCD tablet (PL series,
WACOM, Europe). Each contour was stored as an annotation to the section image in a
TDR-3Dbase database. This database was then used in TDR-3Dbase to visualise the
anatomical structures of the heart, using surface models (Verbeek et al., 1995). These
surface models were derived through an automated triangulation procedure using the
contour models in the database.

The TDR-3Dbase software allows one to work in different geometrical
representations; the storage is optimized for each representation and allows easy
publication on internet. The data do not have to be transformed as is the case with
other software environments (Ruthensteiner and Hess; 2008). The 3D models are made
available via internet using our 3D model browser application, TDR-viewer (Potikanond
and Verbeek, 2012). This viewer is a java applet and requires that java 3D is installed on
the local host, i.e. the user’s computer. Instructions and links are provided from the
gallery pages. The viewer is able to use all the available geometrical model information
so that the user has maximal freedom in inspecting the 3D models. The viewer opens
with a 2D view (Fig. 2.4C) while on request the 3D view is loaded. Selections of the
separate anatomical domains can be made from the interface and will be
instantaneously altered; the 3D views are interactive (Fig 2.4A) and allow for active
exploration of the 3D model information (Fig 2.4B).
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2.4 RESULTS AND DISCUSSION

The 3D models, together with the histological studies, provide a developmental
overview of the heart of Emys orbicularis. In this section a full description is given of this
developmental series, with a focus on the looping of the heart and the development of
the horizontal septum. Several figures illustrate the major findings; all material has been
made available on http://bio-imaging.liacs.nl/galleries/. Here one can find additional
figures and animation sequences and view the 3D reconstructions interactively, using
the TDR-viewer.

Below a description of the developmental features is given for each of the
studied stages, some based on histological sections, others on 3D models. This is
followed by some technical comments on the different models and the morphological
structures presented in them.

Developmental anatomy

In this section we discuss the morphological findings from our histological sections and,
for stages 8, 10 and 15, the 3D models. From laying till hatching 26 stages have been
described by Yntema (1968), which can be divided in three periods: presomite period
(stages 0-3), somite period (stages 4-10) and limb period (stages 11-26). In order to
allow comparison of the described data to development in other animals, some defining
characteristics have been given for each described stage; complete descriptions can be
found in Yntema (1968).

Stage 6

At this stage eight pairs of somites can be seen and a small cranial neuropore persists.
The cardiac endocardial tubes have just fused. The dorsal mesocardium of the atrium is
present, but mesenchyme cannot yet be found between its layers. The pericardial
coelom can be seen, as well as small amounts of cardiac jelly. No other developmental
characteristics were discernible at this stage.

Stage 8 (Fig. 2.5A and 2.6A)

Fourteen pairs of somites are present at this stage and the neural folds are completely
closed cranially. Cardiac looping is well underway and clearly visible in the 3D model
(Fig. 2.5A). The S-looping, described by Manner et al. (2000, 2009), is in progress, but is
still in the early phase, corresponding to the third phase in the chick heart; the proximal
part of the outflow tract is still on the right side of the heart and the common atrium on
the left. The caudal end of the original heart tube, now on the dorsal side of the heart,
has ended up in a fold, which is forming the atria. In the cranial direction along the tube
lie the ventricle and outflow tract, which are still continuous regions. In this part of the
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tube a distinct bending process is taking place. On leaving the primitive ventricle the
tube first passes cranially, then bends caudally and to the left, which forms a first,
proximal bend. Subsequently it bends again, cranially and to the left, thereby forming a
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Figure 2.4. Screenshots of the TDR-
viewer showing the three 3
reconstructions in different modes.
In (A) a surface representation of
stage 8 is shown; in addition to the
standard interactive visualisation the
opacity of each of the anatomical
domains can be changed
interactively. Anatomical domains
can also be deselected so that
internal structures come into view. In
(B) a surface representation of stage
10 is shown in combination with a 2D
cursor that corresponds to the
original section. And in (C) a 2D
screenshot of stage 15 is shown; here
the legend indicates all anatomical
domains in the entire model, with
the ones seen in this section image
highlighted using green boxes.
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Figure 2.5. Overview of the 3D reconstructions of three Emys orbicularis embryos, Yntema stages 8 (A), 10 (B)
and 15 (C), shown in ventral, left and dorsal view. The ventral view of A shows the direction of the looping of
the heart tube (indicated by the arrow). The asterisks in the dorsal view of C correspond to the cutaway views
in figure 10. The schematic drawing of the embryo, in a lateral left view, corresponds to the orientation of the
left view of the models. The color labeling of the models is explained in the List of abbreviations.
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Figure 2.6. Cutaway views of the
3D reconstructions of three Emys
orbicularis  embryos,  Yntema
stages 8 (A), 10 (B) and 15 (C),
showing (part of) the atria and
mesenchymal cap in caudal view.

Dorsal

second, distal bend. The bending is starting to separate the outflow tract and cavum
pulmonale from the rest of the ventricle and is responsible for the future development
of the horizontal septum (explained below). In the outflow tract two distal and two
proximal cushions are visible. Cardiac jelly is still present in the ventricle. Small
trabeculae carneae are just becoming visible. None of these trabeculae, however, can
vet be identified as the vertical septum. Furthermore, the cavum arteriosum and cavum
venosum are still indistinguishable.

The interatrial septum is barely indicated as a slightly thickened ridge in the
ventral part of the atrial wall. This ridge, the presumptive septum primum, is covered
with cushion tissue, forming the ‘mesenchymal cap’ (Fig. 2.6A). Although the
endocardium overlying the pulmonary pit is not yet perforated, the pulmonary ridges
are thickened. The atria are still in open connection with the ventricle. In the passage
between common atrium and ventricle, two thick endocardial cushions can be seen,
continuous with the mesenchymal cap, which will go on to form the atrioventricular
valve leaflets at a later stage.
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Figure 2.7. Section image of the
heart of a stage 9 Emys orbicularis
embryo in caudal view.
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Stage 9 (Fig. 2.7

Nineteen pairs of somites are present, the lens pit is visible and the first pharyngeal slit
is open. Cardiac jelly is still present in both the atria and the ventricular part of the
heart, with early signs of cell delamination in the future atrioventricular and ventricular
region. Trabeculae carneae are clearly visible in some embryos at this stage, but still
developing in others.

Stage 10 (Fig. 2.5B and 2.6B)

At this stage twenty-four pairs of somites have developed, the first two pharyngeal slits
are open and all four limb buds are present. At this stage cardiac looping is still in
progress and the distal bend of the heart tube is moving towards the apex of the
ventricle (Fig.2.5B). The heart can still be seen as one folded tube and is in the phase of
late S-looping, the fourth phase as described by Manner (2000, 2009); the outflow tract
is moving to the left and the common atrium has expanded to the right. In the ventricle
trabeculae are still developing and the vertical septum is not yet evident. The cavum
arteriosum and cavum venosum cannot be distinguished. In some embryos trabeculae
were only just arising, while in others some trabeculae were found to be two or three
times as high as they were wide. In the outflow tract the two proximal and two distal
cushions were very clear.

In the common atrium the interatrial septum is forming (Fig. 2.6B). The dorsal
mesocardium has not yet lumenised to form the pulmonary vein. Cardiac jelly is still
present in both the atrium and the ventricle, but is diminishing. In the atrium pectinate
muscles have started to develop. Atrioventricular cushions are now distinct and will go
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Figure 2.8. Section image of the heart

of a stage 11 Emys orbicularis embryo
Caudal in caudal view.
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Figure 2.9. Section images of the heart of
a stage 14 Emys orbicularis embryo in
Dorsal caudal view; A lies cranial to B.

on to form the atrioventricular valve leaflets and the atrioventricular septum. Cell
delamination is still in its early stages, with only a few cells delaminating in the outflow
tract and the atrioventricular cushion tissue. In one of the four embryos cushions were
noted in the outflow tract. The outflow tract is still an undivided channel.
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Stage 11 (Fig. 2.8)

Thirty-one pairs of somites are present, the first pharyngeal slit is still open, but the
second is covered by the hyoid arch. The cervical flexure has increased prior to turning
of the embryo onto its left side.

The atrium is now partially divided by the atrial septum, which extends
approximately half way through the common atrium. The mesenchymal cap is still
present and is almost completely acellular at this stage, as can be seen in Fig. 2.8. The
dorsal mesocardium has advanced since the previous stage and now contains vacuoles,
joining to form the pulmonary vein. The pulmonary vein opens through the pulmonary
pit into the left atrium, immediately left of the septum primum. In the atria, cardiac jelly
is still very prominent and in the atrioventricular canal the cushions are even more
apparent. Endocardial cell delamination is very clear in the inner parts of the cushions
(Fig. 2.8).

In the ventricle hardly any cardiac jelly remains in the trabeculated area. The
trabeculae are now up to three to four times as high as they are wide. In the distal part
of the outflow tract two endocardial cushions, a ventral and a dorsal one, are clearly
visible and, as in the atrioventricular cushions, cell delamination can be seen in the inner
parts. The inner heart curvature is lined with endocardial tissue, connecting the ventral
cushion in the outflow tract to the superior atrioventricular cushion. The aorto-
pulmonary septum is not present at this stage.

Stage 12

The embryo now lies on its left side, the pharyngeal slits have disappeared, the retina is
pigmented and the apical ridge is beginning to form in the forelimb bud.

The septum primum in the common atrium has not developed much since the
previous stage and still spans only half of the length of the atrium. The pulmonary vein
can be traced from both lung buds to the left atrium. In the atria small pectinate
muscles can be seen. Cardiac jelly is also still present in the atria. In the atrioventricular
cushions cell delamination has advanced little if any.

In the ventricle trabeculae are very prominent. The endocardial cushions in the
outflow tract are more heavily populated with cells than before. The distal cushion
spirals to the left as it extends proximally. The outflow tract is still undivided at this
stage.
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Stage 14 (Fig. 2.9A and B)

The maxillary and lateral nasal processes have fused and the forelimb is in early peddle
stage, with the digital plate vaguely indicated.

The right and left sinus valve ridges are both present at this stage. The septum
primum now spans approximately two thirds to three quarters of the common atrium.
The mesenchymal cap is completely acellular. In one of the three embryos a small
additional septum was noted in the atrium, possibly the venous valve of the superior
cardinal vein. The pectinate muscles in the atria are now more distinct, generally as high
as they are wide and the cardiac jelly has vanished. The atrioventricular cushions are
prominent and completely infiltrated with cells. The cushions have not yet fused (Fig.
2.9A and 2.B), but seem to be touching, although this could be due to the phase in
which the cardiac activity has been arrested.

In the outflow tract six endocardial cushions can be seen, two proximal and
four distal cushions (Fig. 2.9A and B). The distal cushions account for the H-shaped form
of the lumen, when seen in transverse sectioning. Like the atrioventricular cushions the
proximal outflow tract cushions are completely infiltrated with cells. The cushions
approach each other, but are not yet touching.

Stage 15 (Fig. 2.10A, Band C; 2.11A, B and C)

The cervical sinus is closed and the digital plate of the forelimb is well formed with no
digital grooves present.

By now the distal bend of the original heart tube has reached the apex of the
ventricle and the walls of both have merged. The heart is in the fifth phase described by
Manner (2000, 2009), the phase of cardiac septation. The caudal apex of the bend has
formed the cavum pulmonale, continuous on the cranial end with the outflow tract (Fig.
2.5C). The merged wall between the cavum pulmonale and the rest of the ventricle has
formed an incomplete septum, the horizontal septum. This is clearly visible in the
cutaway views of the 3D model of this stage, shown in (Fig. 2.12). The cavum pulmonale
can be seen on the ventral side of the incomplete septum, at the base of the outflow
tract, as a distinct cup-shaped chamber. It is almost completely separated from the rest
of the ventricle, save for a small passage on the cranial side, connecting it to the cavum
venosum. From this developmental series it can be concluded that the cavum pulmonale
develops at the proximal end of the outflow tract and the horizontal septum is formed
through bending of the tube (cf. 2.5).
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Figure 2.10. Section images of the heart of a Figure 2.11. Section images of the heart of
stage 14-15 Emys orbicularis embryo in a stage 15 Emys orbicularis embryo in
caudal view, progressing from cranial (A) to caudal view, progressing from cranial (A)
caudal (C). to caudal (C).

It is interesting to note that the cavum pulmonale has almost no trabeculae at
this stage, while the rest of the ventricle is heavily trabeculated, with trabeculae five to
seven times as high as they are wide (Fig. 2.11B and C). One of these trabeculae is
slightly bigger and its dorso-ventral base forms a septum at the apex of the ventricle.
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Figure 2.12. Cutaway views of the 3D reconstruction of a stage 15 Emys orbicularis embryo, showing only
the ventricle in cranial view, at three craniocaudal levels. The asterisks in Fig. 2.3 correspond to the planes
of section (* corresponds to A, ** to B and *** to C).

Figure 2.13. Cutaway view of the
3D reconstruction of the stage 15
Emys orbicularis embryo, showing
parts of atria, ventricle and
atrioventricular  canal in a
ventrolateral view in A. B shows the
atrioventricular valves separately in
the same plane of view.
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Figure 2.14. Cutaway view of the 3D reconstruction of the stage 15 Emys orbicularis embryo, showing
the distal cushions in the outflow tract, together with a section image in A. The position of the section
image in relation to the entire heart is shown in B.

CHAPTER 2 — CARDIAC DEVELOPMENT IN THE TURTLE EMYS ORBICULARIS



50

This is the vertical septum, dividing the cavum venosum from the much smaller cavum
arteriosum (Fig. 2.11C and 2.12). This septum is about half the size of the horizontal
septum. It is not covered by a mesenchymal cap and is therefore more of a muscular
ridge than a true interventricular septum.

The atrioventricular cushions are still developing and by now approximately
two thirds or three quarters of their bulk is infiltrated by cells. The cushions are touching
but have not yet fused (Fig. 2.10B, 2.10C and 2.11B). The atria and ventricle are no
longer in open connection, but are separated by an atrioventricular canal, in which the
atrioventricular cushions are suspended (Fig. 2.10B, 2.13 and 2.15). The ventral
atrioventricular cushion is still connected at one end to the proximal cushion tissue in
the outflow tract and at the other end to the mesenchymal cap (as can be seen in the
animation sequence of the cushion tissue, wich can be found at htpp://bio-
imaging.liacs.nl/galleries/). In the outflow tract the four distal and the two proximal
cushions are now clearly visible (Fig. 2.10B and 2.14). Two of the distal cushions are
nearly fusing and the most distal of the proximal cushions is continuous with one of the
distal cushions (Fig.2.10C and 2.11C); a more detailed account of this is given in section
3.3.3.

The atrial septum now extends three quarters of the total distance to the
atrioventricular canal and its two limbs are easily distinguishable (Fig. 2.6C). The
mesenchymal cap is still present, but very small and is completely infiltrated with cells.
In one of the four embryos, perforations in the atrial septum were seen. Immediately
left of the septum is the pulmonary pit, in which the lumen of the pulmonary vein is
now unequivocally present (Fig. 2.11A).

Early stage 16

This is the latest stage in developmental series available to us in this analysis and it
resembles the preceding stage in most aspects. The septum primum remains
approximately the same. The pectinate muscles have grown a little and are now two or
three times as high as they are wide. The trabeculae are still about five to seven times as
high as they are wide. Both the atrioventricular cushions and the outflow tract cushions
are completely infiltrated with cells. The cushions are clearly touching but still have not
fused.

Source data and annotation of the 3D models

In each of the 3D models the following structures have been labelled: atria, ventricle,
outflow tract, aortic arches and endocardial cushion tissue (Fig. 2.5). In two models (Fig.
2.5B en C), the veins entering the heart have also been traced. All of the structures have
been divided into smaller sub-structures enabling the user to study smaller parts
separately and from the inside.
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In this study the models were based on sectioned embryos and the recognition
of different tissue types was facilitated by staining methods. Alternatively, a non-
invasive technique could have been used; given the size of the Emys heart, micro
Magnetic Resonance Imaging (UMRI) could have been a good candidate. However, a
UMRI study of an adult heart (not published) has taught us that the level of detail is
significantly lower than could be achieved using invasive techniques, combined with
histological staining. For this reason, physical sectioning was preferred.

The manual delineation of the anatomical domains was, for this specific section
material, favoured over automated methods. Given the standard staining of the
sections, functional differences between parts of the same tissue type could not have
been distinguished automatically; e.g. by using automated tracing the atria and ventricle

dorsal

Figure 2.15. Cutaway views of the 3D
reconstructions of stages 8 (A), 10 (B) and
15 (C) Emys orbicularis embryos, showing
the caudal parts of the ventricle in a cranial
view, including the ventricle and cushion
tissue which will form the AV-valves. The
division between the cavum pulmonale and
the rest of the ventricle, by the developing
horizontal septum, is visible.

ventral
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would all have become part of one structure, based on their tissue type.
Manual delineation allowed us to distinguish between structures based on their
functionality. Atria and ventricle are therefore annotated as different structures, which
makes the models more useful. Furthermore the structures are more detailed and more
reliable than would have been possible using computerised tracing; irrelevant material
(e.g. blood remaining in the lumina) or artefacts from staining and sectioning would
have been falsely included using automatic tracing.

For the stage 8 model (Fig. 2.5A), 154 section images were used. The ventricle
and outflow tract could not be clearly demarcated from one another at this stage, and
so have been assigned the same colour label (orange). The common atrium has not yet
divided into right and left parts and is therefore shown as one structure. The veins
entering the heart were similar to those seen at stage 10 and were not included in this
model.

The stage 10 model (Fig. 2.5B) was constructed from 163 section images. The
outflow tract and ventricle are still not completely developed and are therefore
presented in orange as one structure. Although the interatrial septum is beginning to
form, the atria are not yet easily distinguishable and are therefore also shown as one
structure. The arterial arches leaving the heart and the veins entering it are shown in
detail, as well as the cushion tissue.

In the model of stage 15 (Fig. 2.5C), built from 196 section images, the ventricle
and outflow tract are clearly separated and have each been given a different colour
(green and orange, respectively). The interatrial septum is almost completely closed
(save for several foramina) and it is now possible to distinguish between the left and
right atrium. We have therefore assigned different structure labels to the atria (as
opposed to one label for the common atrium in the other models), thereby enabling the
user to study the atria simultaneously and separately. Since the dividing line between
the atria is very clear from the outside of the model, no difference in colour between
the two structure labels was deemed necessary. As in the previous model, veins,
arteries and cushion tissue are visible. The atrioventricular canal, which at this stage can
be distinguished from the ventricle and atria, is labelled as a separate structure.

All section images, annotated domains and 3D representations are available on
the website. Our interactive TDR-viewer application (see Fig. 2.4 and website) provides
the user with a wealth of functionalities, which help understand the 3-dimensional
structure of the hearts. The 2D view allows the user to browse through the annotated
sections (Fig. 2.4C). In a section image, annotated domains can be selected or hidden
and the opacity of selected structures can be adapted. Selecting a particular domain
from the legend results in the selection of the first section image in which this domain
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occurs; in this manner quick inspection and exploration of specific structures is made
possible. A slider below enables browsing through all consecutive section images.

The model can be inspected in 3D using the 3D contour or surface view. It can
be moved around and inspected from all viewpoints, both as a whole and only showing
selected domains. In the surface representation the opacity of each of the anatomical
domains can be changed interactively (Fig. 2.4A). A 2D cursor can be added, showing the
original section image (Fig. 2.4B). Switching from the 3D to the 2D view allows one to
inspect of the annotated areas in that particular section image.

2.5 CONCLUSION

This study yields important new insights into the developmental origins of the
horizontal septum in the turtle. From the 3D models it becomes clear that the septation
is closely linked to the looping of the heart. This looping is responsible for the formation
of the horizontal septum and the demarcation of the cavum pulmonale and outflow
tract. The looping of the turtle heart is quite distinct from that found in human
development. In humans, the part of the heart tube leaving the ventricle has one clear
bend, originally termed the ‘bayonet bend’ (Orts LLorca et al., 1982) and later described
as the ‘dog-leg’ bend (Webb et al., 2003); this separates the distal part of the outflow
tract from the proximal part. The proximal part of the outflow tract, leaving the
ventricle, is relatively straight. The two developing ventricles lie next to each other (seen
in @ more or less coronal plane) and become separated by an interventricular septum,
through expansion of the ventricles, while the medial walls of the ventricles grow
together gradually and fuse.

The situation in the turtle is markedly different. Here the part of the heart tube
leaving the primitive ventricle does not have one but two very clear bends. The tube
first passes cranially, bends caudally and to the left, forming a first, proximal bend; it
then bends a second time, cranially and to the left, forming a second, distal bend. These
bends are very clear in the cranial views of the 3D reconstructions of stages 8 and 10
(Fig. 2.5A and B).

Because of this difference in heart looping the establishment of septa in the
primitive ventricle in humans and turtles occurs in a strikingly different way. In the turtle
the second, distal bend of the tube comes to lie ventrally to the ventricle and where the
walls of bend and ventricle touch they merge to form the horizontal septum, which can
be seen in Figures 2.5, 2.12 and 2.15. We can see the distal bend moving gradually in the
caudal direction during development, to reach the level of the apex of the ventricle. The
lumen of this bend becomes the cavum pulmonale and is connected to the rest of the
ventricle over the free margin of the horizontal septum.
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So whereas the ventricles in the developing human heart lie next to each other
in the coronal plane, the cavum pulmonale lies in front of the rest of the ventricle in the
turtle heart. And whereas the human interventricular septum forms through expansion
of the ventricles, the horizontal septum in the turtle forms through merging of the
ventral part of the ventricular wall with the dorsal wall of the distal (i.e. second) bend in
the outflow tract.

Our findings contradict the theory proposed by Holmes (1976) on the
development of the horizontal septum. He suggests that the cranial part of this septum
derives from the spiral fold of the conus arteriosus, while the caudal part derives from
hypertrophied trabeculae that join the cranial part. Van Mierop and Kutsche (1984) also
suggest that a cranial part of the septum may be formed by condensation of trabeculae.
It is clear from Figures 2.5, 2.12 and 2.15 however, that the septum consists of merged
walls and that the walls of the cavum pulmonale are smooth and do not contain any
trabeculae.

Another interesting biological finding concerns the developmental origin of the
pulmonary vein. The development of this vein in human, mouse and chick has been the
matter of some debate (Blom et al., 2001; Webb et al., 2001). This debate centres
around the relationship between the vein and the systemic venous sinus (sinus
venosus). Although immunohistological studies have suggested that the human
pulmonary vein originates from the sinus venosus (Blom et al., 2001), recent studies in
chick and human indicate that the vein canalizes as a newly formed channel within the
developing posterior mediastinum and uses the remnants of the dorsal mesocardium to
establish a direct connection with the atrium (Webb et al., 2001; Webb et al., 2000).

Our findings in the turtle support these recent findings in chick and human. The
sections show that the pulmonary vein in turtles also derives from the mediastinal
myocardium and not from the sinus venosus. It forms in the pulmonary pit of the left
atrium as was described for the chick (Webb et al., 2003). The sinus in reptiles is partly
absorbed into the right atrium and receives the systemic veins (left and right precaval
veins and postcaval veins) and coronary sinus (Gasch, 1888; O’Donoghue, 1918; Rau,
1924). The left atrium receives only the pulmonary vein or veins (Gasch, 1888;
O’Donoghue, 1918; Rau, 1924).

With respect to 3D reconstruction techniques this study illustrates the
indispensable nature of these techniques when studying morphogenesis in the turtle
heart. Many biological studies would benefit from high-resolution 3D reconstructions.
Our software, which allows high-resolution modelling and manual discernment between
functionally separate structures, is therefore of great use. By enabling the readers to
study the models in an interactive way, using our TDR-viewer application, we hope to go
beyond a descriptive reporting of our findings, using merely static 2D images, and to
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invite the readers to join the ongoing search for a more thorough understanding of
cardiogenesis in the turtle.
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CHAPTER 3. A VISUAL MODEL AT HIGH RESOLUTION: OUTFLOW
TRACT DEVELOPMENT IN THE TURTLE SPECIES EMYS ORBICULARIS

‘What is the use of repeating all that stuff,” the Mock Turtle interrupted, ‘if
you don’t explain it as you go on? It’s by far the most confusing thing / ever
heard!’

- Lewis Carroll, Alice’s adventures in Wonderland

The next case study is an elaboration on the study of the turtle heart development
presented in the previous chapter. The transition can be considered as zooming in to a
higher level of magnification. Again a series of 3D models has been constructed, in order
to study the spatial aspects of developmental anatomy, but while the previous chapter
was based on models of the entire heart, the current study focuses on reconstructions
of one particular element of the heart: the outflow tract. To this end, high resolution
section images were acquired and used as the basis for the reconstructions, enabling a
detailed study of the development of this structure. In this way new insights were
gained concerning the development of the cavum pulmonale, the outflow tract and the
outflow tract cushions. The case study exemplifies the use of high resolution modelling
for developmental biology.

Manuscript, to be submitted as: Bertens, L.M.F., Richardson, M.K., Poelman, R.E.,
Verbeek, F.J., ‘Outflow tract development in the turtle Emys orbicularis’.
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3.1 INTRODUCTION

Numerous studies have examined development of the mammalian and chicken hearts.
However, far less is known about the development of the reptilian heart (i.e. diapsids,
excluding the birds). While several studies have addressed the anatomy and physiology
of the adult reptilian heart, they often arrive at conflicting conclusions, mostly regarding
ventricular septation (Webb et al., 1971; Holmes, 1975; Johansen and Burggren, 1980;
White, 1986; Burggren and Warburton, 1994; Bertens et al.,, 2010). Studying the
development of the anatomy and physiology is important in this respect because it can
shed new light on these issues. Furthermore, with the current interest in phylogenetic
relationships between reptiles, birds and mammals, and particularly the placement of
the turtles (Chelonia) within reptiles, (Webb, 1979; Farmer, 1999; Lyson, 2011) studies
in evolutionary development are highly relevant.

In the previous chapter a series of 3D reconstructions was presented of
different developmental stages in the cardiogenesis of the turtle Emys orbicularis. The
early looping of the turtle heart was described, along with the finding that the double
loop gave rise to the cavum pulmonale. This hypothesis has implications for the
positioning of the valves derived from the distal cushions in the outflow tract, the
septation of this tract and the roles of the endocardial cushions and aortopulmonary
septum in this process. Furthermore, in the adult heart the ventricle is functionally
three-chambered and this has led to the conventional assumption that the presumptive
ventricle becomes partially divided into three cavities. Interestingly, this arrangement of
three ventricular cava strongly resembles the ventricular morphology of Squamata
(snakes and lizards) and differs substantially from the partitioned ventricle of
Archosauria (crocodilians and birds). However, our findings raise the possibility that the
turtle ventricle may not be three-chambered in origin, but in fact two-chambered, with
the cavum pulmonale arising from the outflow tract. This would represent a type of
cardiac septation unknown in any other vertebrate, meriting further investigation of the
outflow tract development.

In the current chapter, the development of the outflow tract of the turtle heart
is examined using 3D reconstructions, assembled from histological sections of the turtle
Emys orbicularis (the European pond turtle), at different stages of embryonic
development. Subsequently, the findings are discussed in relation to current theories on
chelonian and reptilian outflow tract development.

3.1.1 Current knowledge of outflow tract development in reptiles

Chapter 2 provides an overview of the developmental anatomy of the turtle heart
(section 2.2). Here, further aspects of ouflow tract (OFT) development in reptiles are
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discussed. Note that ‘reptiles’ is used here with the knowledge that it is a paraphyletic
group, and that the placement of the turtle is controversial. However, it is clear that the
crocodile and chick (Archosauria) among reptiles have completely septated ventricles,
while the Chelonia (turtles and tortoises) and the Squamata (lizards and snakes) have a
partially septated ventricle with three cavities (cavum arteriosum, venosum and
pulmonale). We will now further discuss the similar pattern of cardiac development
between Chelonia and Squamata.

In the adult heart of these species, three arterial trunks leave the ventricle:
right and left aortae and the pulmonary trunk. These arise from the septation of a
common OFT. At the root of each of the trunks in the formed heart, semilunar valves,
with two leaflets, are present. The brachiocephalic artery branches off from the right
aortic arch and gives off the subclavian and carotid arteries.

The connection of these arterial trunks to the ventricular outlet arises from the
septation of the OFT and the development of valves, guarding the roots of the trunks.
These developmental processes are not yet fully understood in the reptilian heart. It is,
however, clear that these processes differ significantly from the mammalian situation. In
both the mammalian and the reptilian heart, a curvature arises in the developing OFT,
described for the human heart as a ‘bayonet bend’ by Orts Llorca et al. (1982) or a
‘dog-leg bend’ by Webb et al. (2003). This bend demarcates the transition between
proximal and distal components of the OFT. Previous researchers have referred to these
structures as: (i) conus or bulbus and (ii) truncus, respectively. In the turtle, the proximal
component of the OFT comes to lie ventrally to the ventricle and forms the cavum
pulmonale (Bertens et al., 2010). This has important implications for the development of
the valves of the arterial trunks and the septation of the OFT.

Both the proximal and distal components of the OFT contain endocardial
cushions. The distal endocardial cushions give rise to the leaflets and sinuses of the
semilunar valves, which are located during development at the dog-leg bend. The
number of cushions in the distal and proximal components of the OFT has been shown
to differ between taxonomic groups and no consensus exists as yet concerning the
relations between the cushions in different species (Qayyum et al., 2001; Webb et al.,
2003; Okamoto et al., 2010). Goodrich (1958), Shaner (1962) and Hart (1968) all give
accounts of OFT development in the reptilian heart. The authors agree that four
cushions are found in the distal component of the OFT and two in the proximal
component. Both in descriptions and 3D reconstructions we follow the numbering of
the cushions used by Shaner (1962) and Hart (1968); one of the distal cushions is
markedly bigger and this cushion is designated number DC1. Numbering continues in
clockwise fashion when looking at a rostral view. The proximal cushions are designated
by Hart (1968) as PCA and PCB (corresponding to proximal ridges 1 and 4 in Shaner,
1962).

CHAPTER 3 — OUTFLOW TRACT DEVELOPMENT IN THE TURTLE EMYS ORBICULARIS



60

Hart (1968) states that DC1 and DC3 arise at a later stage than DC2 and DC4.
This temporal differentiation between the cushions is relevant in relation to the
different distal and intercalated cushions observed in mammals and birds. DC1 and DC4
are said to merge very early in development at their proximal end with PCA and PCB,
respectively (Shaner, 1962; Hart, 1968). The location of the proximal cushions and their
fusion with the distal cushions in the reptilian heart, as described by Shaner (1962) and
Hart (1968), differs from the situation observed by Qayyum et al. (2001) in the chick
heart; in early development three distal cushions arise in the avian heart, later followed
by two intercalated cushions. Of the three initial cushions the first two to develop
correspond to DC1 and DC3 in reptiles. Furthermore, DC1 is seen to merge with PCA, but
unlike in the reptilian OFT, DC3 does not merge with PCB.

In addition to the endocardial cushions, the aortopulmonary septum (AP
septum) is said to play an important role in septating the distal end of the OFT and the
allocation of the cushions between the resulting arterial trunks (Goodrich, 1958; Shaner,
1962; Hart, 1968). The AP septum is formed by migratory neural crest cells, and is visible
as dense ectomesenchymal tissue on histological sections (Hart, 1975; Bartelings and
Gittenberger, 1989; Qayyum et al., 2001; Webb et al., 2003). The main body of the
septum runs through the distal end of DC1 in the direction of the heart. It gives off two
lateral prongs and is described by Shaner (1962) as being Y-shaped. One of the prongs
extends from DC1 in between DC2 and DC3, the other one in between DC3 and DCA4. In
this way each of the developing arterial trunks receives one complete distal cushion and
a fragment of DC1. These cushions form the valve leaflets providing each of the three
arterial trunks with a bicuspid semilunar valve (Shaner, 1962). So far this pattern of
reptilian septation has been illustrated only in schematic drawings of histological
sections (Goodrich, 1958; Shaner, 1962; Hart, 1968; Holmes, 1975). No clear 3D
visualisation has been presented in literature. Our 3D reconstructions of the turtle OFT
provide a more informative view of the septum and the cushions in the dividing distal
OFT.

3.2 MATERIALS AND METHODS

Preparation of the embryos

Five developmental stages were selected, Yntema stages 8, 15, 16+/17, 19 (Yntema,
1968) and an adult stage (18 months). Of these, the histological sections of the stage 8
and stage 15 embryos have also been used in reconstructing models presented in
chapter 2; here the same histological sections have been used, but new reconstructions
have been made, of different structures.
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The embryos were selected for the presence of significant developmental
aspects of the OFT. Gravid females were collected under license from the French
government. Standard injection with oxytocin was used to induce laying. Eggs were
places on a layer of sand in an incubator at 25-30°C. Embryos were fixed in Bouin’s fluid
for 2 days and embedded in Fibrowax according to standard protocols, serially sectioned
at 7 um and stained with Haematoxylin, Eosin and Alcian Blue. The material examined is
summarized in table 3.1.

Yntema (1968) stage | Embryo code | Plane of section | Shown in figure
8 CP245 transverse 3.2A; 3.3E

15 CP46 transverse 3.1A-C; 3.2B,C
16+/17 CP450 transverse 3.4F,G

19 CP436 transverse 3.1D,F; 3.4A-E
adult, 18 months CP434 coronal 3.3A-D; 3.1G

Table 3.1. Overview of embryos used in the study.

Acquisition of section images

Sections containing the outflow tract were digitized using the microscope and camera
setup described in 2.3. Section images were captured with our inhouse software 3D
acq, version 2.0 (Verbeek and Boon, 2002); using this software an image stack was
created for each of the specimens. Using the video overlay function of the PCVision
frame grabber, images were aligned prior to acquisition. The metadata was stored in an
XML acquisition database referring to the section images which were stored in PNG
format.

Using the metadata database, a second high resolution image stack was
obtained for two of the hearts. 3D acq allows the user to construct section images of
higher resolution and at a higher microscopic magnification from separate image tiles
which are digitally stitched together. Using the frame grabber coordinates stored in the
metadata for the original images, the software can automatically relocate the right
position of a previously captured image on a slide. Subsequently, a set of image tiles
(number, magnification and overlap between tiles are set by the user) is acquired which,
when stitched together, form a high resolution image of the original image. In this way
high resolution images were obtained at 16 x magnification, constructed of 4 x 4 image
tiles, with 32 pixels overlap. Metadata for these high resolution images was added to
the original XML acquisition database and the images were stored in PNG format.
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Construction of 3D models

From the obtained section images 3D reconstructons were produced with the inhouse
software TDR-3Dbase (Verbeek and Boon, 2002; Bertens et al., 2010). All relevant
anatomical structures in the images were traced and labeled with different colors and
names. Using these annotations the structures were visualised in surface models,
derived through automated triangulation (details on the method can be found in 2.3).
The models are provided via internet using our 3D model browser application TDR-
viewer (Potikanond and Verbeek, 2012) and can be found here: http://bio-
imaging.liacs.nl/galleries/. The viewer allows the user to inspect the annotations and
visualisations both in 2D (i.e. the histological section images) and 3D. The 3D views are
interactive and allow for active exploration of the model information; the user can
select anatomical structures to be displayed and a 3D visualisation of this selection is
instantaneously rendered.

Anatomical conventions

For the left and right aortic arches leaving the ventrical, two different nomenclatural
conventions have arisen, one based on the position at the base of the arterial arches,
i.e. the point where the arches connect to the ventricle (Shaner, 1962), and the other
based on their position further away from the ventricle, after the point of spiralling
(Langer, 1894; Hochtstetter, 1901; Goodrich, 1958). Inconsistent identification of
structures, as a result of these different terminologies, is exemplified by the description
of Holmes (1975), who follows the naming convention according to Goodrich (1958) in
his written account and his illustrations of the entire heart, but includes transverse
section drawings taken from Shaner (1962), in which left and right aortae are reversed,
resulting in inconsistencies within the publication itself. Here (as in the previous
chapter), we follow the convention of naming the structures based on their position
further away from the heart, since this coincides with the naming of e.g. the venae
cavae and the left and right pulmonary vein. Therefore, the carotico-systemic arch is
identified here as the right aorta and the systemic arch is identified as the left aorta.

3.3 RESULTS

Based on histological sections, we have reconstructed the outflow tract structures in
five hearts of the turtle Emys orbicularis, at different developmental stages. Using these
reconstructions we have examined 1) the way in which septation of the OFT is related to
the looping of the heart, 2) the development and fusion of the cushions and 3) the
growth and shape of the three-pronged AP septum. We provide all 3D reconstructions
discussed in this chapter on the following website: http://bio-imaging.liacs.nl/galleries/.
There, the reader can use our 3D-browser application, TDR-viewer (Potikanond and
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Verbeek, 2012) to study the modelled anatomy, both as a whole and in separate
structures.

First, we address the developmental relation between outflow tract and cavum
pulmonale, and the implications this has for the positioning of the cushions and the
septation of the proximal OFT. This is followed by a detailed description of the
development and fusion of the distal, proximal and atrioventricular cushions. Finally, a
description is given of the arterial arches and the separation of their roots by the AP
septum.

3.3.1 Developmental origin of the cavum pulmonale and its relation to the OFT cushions

In the previous chapter, we described the early looping of the turtle heart and
suggested that this double looping gave rise to the cavum pulmonale. This finding has
implications for the positioning of the valves derived from the distal cushions. It has
been proposed that in the mammalian heart the proximal cushions take part in
partitioning the ventricular outflow tract, while the distal cushions develop the aortic
and pulmonary roots and give rise to the valves guarding these vessels (Van Mierop,
1979). However, theories stating that the valves arise from distal cushions have to
account for the shifting position of these valves from their location in the OFT to the
arterial roots. Several solutions have been proposed for the mammalian heart, including
migration of the aortic root towards the left ventricular outlet (Goor et al., 1972) and
absorption of the proximal component of the OFT into the ventricle, resulting in
relocation of the aortic root (Anderson et al., 1974; Webb et al., 2003).

The situation in the turtle heart is significantly different. Due to looping of the
heart tube at an early developmental stage, the proximal OFT comes to lie ventral to the
ventricle (see 2.4). The dorsal wall of the proximal OFT fuses with the ventral wall of the
ventricle, forming the horizontal septum (Fig. 3.1C). Through this looping, the proximal
component of the OFT develops into the cavum pulmonale (CP) and comes to lie in front
of the right cavity in the dorsal part of the ventricle, the cavum venosum (CV). The
observation that the CP derives from looping of a component of the OFT is supported in
the current study by the fact that both proximal cushions were found in the CP (Figs.
3.1A and B). The 3D reconstructions provide us with a clear insight into the spatial
positioning of these cushions. At Yntema (1968) stages 8 and 15 one of the proximal
cushions was seen straddling the horizontal septum, while the other was located in the
cranial roof of the CP (Figs. 3.1B and 2). Therefore, we confirm the proximal outflow
tract origin of the cavum pulmonale and its positional identity as being derived from the
proximal component of the OFT.
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Dc2

Figure 3.1. Section images of Yntema (1968) stages (A-C) 15, (D-F) 19 and (G) the adult stage (including the 3D
reconstruction of the right aortic arch). Abbreviations: CP, cavum pulmonale; DAVC, dorsal atrioventricular
cushion; DC, distal cushion; HS, horizontal septum; LA, left aorta; LAt, left atrium; LPA, left pulmonary artery;
LVRA, left valve of right aorta; PC, proximal cushion; RA, right aorta; RAt, right atrium; RPA, right pulmonary
artery; RVRA, right valve of right aorta; VAVC, ventral atrioventricular cushion. The fusion of PCA and the dorsal
AV cushion is indicated in B by *; the fusion of DC1 and PCA is indicated by ** in C. The prongs of the AP septum
are indicated in D (*, main root), E (**, prong between DC2 and DC3) and F (***, prong between DC3 and DC4).
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Figure 3.2. Positioning of the distal and proximal OFT cushions. (A) stage 8 in ventrolateral view, isolated (left)
and in situ with OFT and ventricle, partially transparent (right); (B) stage 15 in ventrolateral view, isolated (left)
and schematically represented to clarify the fusion of DC, PC and AVC; (C) stage 15, in situ in the caudal half of the
ventricle, in rostral view (left) and right lateral view (right). Abbreviations: CP, cavum pulmonale; DAVC, dorsal
atrioventricular cushion; DC, distal cushion; HS, horizontal septum; PC, proximal cushion; V, ventricle; VAVC,
ventral atrioventricular cushion.
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The developmental origin of the CP from the proximal OFT has two major
implications for the OFT and its cushions. The first concerns the positioning of the distal
cushions in the OFT. Unlike the mammalian situation, the distal cushions do not need to
be actively relocated within the OFT in order to become aligned with the ventricular
outlet. Due to the inclusion of the proximal OFT in the functional ventricle, the distal
cushions, and therefore the arterial valves arising from them, come to lie at the outlet of
the functional adult ventricle, i.e. the distal border of the CP. Meanwhile, the proximal
cushions come to lie on the junction between cavum pulmonale and the rest of the
ventricle, i.e. within the functional ventricle. The relative shift in position of the distal
cushions, due to the looping, is very clear when comparing the reconstructions of the
OFT at stages 8 and 15 (Fig. 3.2). This constitutes a major difference between outflow
tract development in mammals and birds on the one hand, and reptiles on the other.

The second implication concerns the septation of the proximal OFT. The
separate ventricles of the mammalian heart each become connected to a separate OFT,
requiring complete septation of the initial proximal OFT. We found that the proximal
component of the turtle OFT does not become divided, since it develops into the
undivided CP. The developmental origin of the CP from the OFT, and the two discussed
implications, constitute important new insights into the general theory of reptilian heart
development.

3.3.2 Development and fusion of distal and proximal cushions

While Hart (1968) states that DC2 and DC4 arise earlier in reptilian development than
the other cushions, Qayyum et al. (2001) show that DC1 and DC3 develop first in the
avian heart. Our findings correspond with those of Hart (1968). At Yntema stage 8, two
proximal cushions were found; only two distal cushions were present, and neither of
these could be identified as DC1, due to their position in relation to PCA (Fig. 3.2A). We
identify these latter two distal cushions as DC2 and DC4, confirming the reported
difference between avian and reptilian OFT development. At Yntema stage 15, DC1 and
DC3 had developed; at stage 19, DC1 was more prominent than the other three
cushions. Several authors describe the fusion of two of the distal cushions with the two
proximal cushions in the mammalian heart (Shaner, 1962; Icardo, 1990; Okamoto et al.,
2010), as well as in the avian and reptilian heart (Shaner, 1962). At Yntema stage 8, we
found the distal cushions and proximal cushions to be clearly distinct. These cushions
stayed distinct from the proximal cushions at all stages examined. This is in accord with
previous descriptions of DC2 and DC4 (see 3.1), neither of which is described to fuse
with a proximal cushion. At Yntema stage 15, we observed a fusion between DC1 and
PCA, but no fusion of PCB with any of the distal cushions was found (Figs. 3.2B and C). At
stage 16+/17 the fusion between PCA and DC1 was such that the individual cushions

CHAPTER 3 — OUTFLOW TRACT DEVELOPMENT IN THE TURTLE EMYS ORBICULARIS



67

could no longer be distinguished; PCB and DC4 lay much closer than at earlier stages and
were nearly touching, but not fusing. At stage 19, PCB and DC4 seemed to fuse with
each other, but this could not be confirmed with certainty and will need to be examined
further.

At Yntema stages 8 and 15, PCA was seen cranially to PCB and both were in the
same horizontal and sagittal planes. At stage 8, neither PCA nor PCB were continuous
with the AV cushions, whereas at stage 15 PCA had become continuous with the ventral
AV cushion (Figs. 3.2B and C). At the adult stage, tissue at the base of the right AV valve
could be seen touching the base of the right aortic leaflet deriving from DC1 (Fig. 3.1G).
At all stages examined, PCB was clearly distinct from the AV cushions, which is in conflict
with the description by Shaner (1962).

Thus, according to our findings, in the turtle Emys orbicularis DC2 and DC4
develop before DC1 and DC3. DC1 fuses with PCA while PCB remains separate from the
distal cushions at least until Yntema (1968) stage 16+/17. PCA fuses with the ventral AV
cushion between stage 8 and 15, while PCB remains distinct from the AV cushions. This
fusion of one distal cusion, one proximal cushion and one AV cushion into a long ridge is
also seen in the chick heart (Qayyum et al., 2001). However, the distal cusion that
contributes to this fused mass is early-developing in the chick (Qayyum et al., 2001), but
develops later in the turtle.

3.3.3 Development of the arterial arches and semilunar valves by means of the
aortopulmonary septum

The following description is based on observations in the reconstruction of the adult
heart (CP434). The pulmonary artery is positioned ventrally, overlying the cavum
pulmonale. 1t bifurcates close to the ventricular outlet into left and right pulmonary
arteries. Dorsal to this, the left aortic trunk overlies the cavum venosum, and dorsal to
this, the right aorta is also continuous with the cavum venosum. Close to its origin, the
right aorta bifurcates into the aorta proper and the brachiocephalic artery. The latter
splits into four smaller arteries: the left and right subclavian arteries ventrally, and
dorsal to these, the left and right carotid arteries (Figs. 3.3A-D). The early development
of these aortic arches can be seen in the reconstruction of stage 8 (Fig. 3.3E).

Semilunar valves develop at the roots of the arterial trunks, and are derived
from the distal endocardial cushions. The allocation of these distal cushions over the
arterial roots is brought about by the aortopulmonary septum growing proximally along
the OFT and separating the cushions. Up to now, no clear illustrations have been
presented in literature of the three-dimensional structure of the reptilian AP septum.
Accounts of the AP septum in reptiles have been limited to descriptions, accompanied
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by images of histological sections and schematic 2-dimensional drawings (Goodrich,
1958; Shaner, 1962; Hart, 1968).

We have constructed 3D models of this septum at two relevant developmental
stages, 16+/17 and 19. These clarify the spatial distribution of what we assume to be
neural-crest mesenchyme, of which the prongs of the septum are constituted. For birds
and humans the division between the aorta and pulmonary artery has been illustrated
as a trouser shape (Bartelings and Gittenberger, 1986; Qayyum et al., 2001), i.e. a ridge
of tissue from which two prongs extend proximally. However, in agreement with Webb
et al. (2003) we do not find a clear bar-shaped septal ridge distal to the prongs. The
neural-crest derived tissue can be seen to form two wedges between the vessels at the
points of their bifurcation. Distal to this point, the arteries are separated by myocardial
tissue which is seen to move in between the arches from the outer myocardial sleeve
(Figs. 3.1E and F).

As can be seen at stage 19 (Figs. 3.1D-F and 3.4A-E) the mesenchymal tissue
extends in three directions; the main root invades DC1 from its distal end and gives off
two further prongs. Shaner (1962) describes a Y-shaped septum, but does not specify
the direction of the three legs of this Y-shape. From our reconstructions, both secondary
prongs can be seen attaching to the main root in a perpendicular direction, i.e. in the
transverse plane (Figs. 3.1D-F). As such, the tissue resembles a three-pointed caltrop,
with each of the prongs perpendicular to the other two (Figs. 3.4D and E). One of these
prongs splits off more proximally and this prong divides the aortic arches from the
pulmonary arch; together with the main root this constitutes the so-called
aortopulmonary septum. It extends from the root between DC2 and DC3, and thereby
splits off the pulmonary artery, which therefore contains a segment from DC1 and the
complete DC2. It corresponds to the prong extending between DC2 and DC3 in the avian
OFT (Qayyum et al., 2001). The position of this split leaves the pulmonary artery furthest
removed, both in the ventrodorsal and in the rostrocaudal planes, from the transition
between OFT and ventricle, over the free margin of the horizontal septum. This
represents the definitive conformation of the adult turtle arterial trunks (Figs. 3.3A-D).

The second prong splits off more distally. It extends between DC3 and DC4 and
splits the common aortic channel into left and right aortic arches. This constitutes the
so-called aortic septum, which is not found in the avian OFT (Shaner, 1968). The position
of the split locates the root of the left aorta just dorsal and to the right of the pulmonary
artery; the left aorta contains a segment from DC1 and the complete DC3. The right
aorta in turn is located dorsally and to the left of the left aorta and contains a segment
from DC1 and the complete DC4.
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Figure 3.3. Overview of the arterial arches at their origins from the ventricle. (A-D) arterial trunks and their
semilunar valves in a reconstruction of the adult heart in ventral (A and D), dorsal (B) and right lateral (C) views;
(E) aortic arches 3, 4 and 6 in a reconstruction of stage 8, in ventral view. Abbreviations: BA, brachiocephalic
artery; CP, cavum pulmonale; CV, cavum venosum; LA, left aorta; LcA, left carotid artery; LPA, left pulmonary
artery; LsA, left subclavian artery; PA; pulmonary artery; RA, right aorta; RcA, right carotid artery; RPA, right
pulmonary artery; RsA, right subclavian artery; v, valves.
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Figure 3.4. Division of the distal cushions by neural crest derived mesenchyme. (A-E) reconstruction of a stage 19
heart showing the aortopulmonary septum and the separation of the distal cushions; (F-G) reconstruction of stage
16+/17 heart showing separation of the distal cushions. Abbreviations: APS, aortopulmonary septum; DC, distal
cushion; LA, left aorta; LPA, left pulmonary artery; NCM, neural crest derived mesenchyme; PC, proximal cushion;
RA, right aorta; RPA, right pulmonary artery.
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3.4 CONCLUSION AND DISCUSSION

We have constructed five 3D models of the outflow tract at different developmental
stages in the turtle species Emys orbicularis. Examination of these models has yielded
significant new insights into the development of the turtle outflow tract. This extends
the account, presented in the previous chapter, of the origin of the ventricular cavities
or cava in this species, by adding additional stages and using high resolution modelling.

We find that the cavum pulmonale arises from the proximal OFT segment in
the early embryo, although in the adult it is functionally one of the three ventricular
cavities. Surprisingly, therefore, this ventricular cavity is developmentally derived from
part of the outflow tract that has become displaced into the ventricular region by the
looping pattern of the primary heart tube. Therefore the cavum pulmonale is
functionally, but not developmentally a ventricular structure.

This has important consequences for other aspects of cardiac development.
One of these is that the proximal OFT does not become divided, in contrast to the
mammalian and avian proximal OFT. Second, the distal OFT cushions do not undergo an
active positional shift, but come to lie at the ventricular outlet as a result of the
inclusion of the proximal OFT in the functional adult ventricle. Together, these features
represent a type of cardiac development not previously described in any vertebrate.

The study presented here is based on 3D reconstructions of histological
sections, using high resolution section images. These images were acquired and
annotated with our in-house software, and the models are provided to the reader at
http://bio-imaging.liacs.nl/galleries/. Schematic drawings can confuse due to their
intrinsic level of abstraction. In contrast, 3D reconstructions are more true to nature and
allow one to examine a 3-dimensional structure from different viewpoints, thereby
clarifying the particular spatial characteristics of the structure. Secondly, by digitally
stitching image tiles together high resolution images were obtained, which present a
higher microscopic magnification with a higher resolution. Changing solely the
magnification or the resolution cannot yield a higher level of detail while retaining the
same field of view.

Finally, by allowing the reader full access to both the histological sections and
the 3D reconstructions, we hope to optimise the knowledge gained from these models.
The viewing applet, available via the website, lets the user browse through the 2-
dimensional section images in the image stack, with the option to show our annotations
of the relevant structures. In the 3D view, the annotated structures can be examined
separately or together and from all viewpoints. In this way the user can verify the
findings and further investigate aspects of the outflow tract and relate these to our 3D
models of the entire heart, discussed in chapter 2.
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CHAPTER 4. A VERBAL MODEL: AN ONTOLOGY SYSTEM FOR THE
VERTEBRATE HEART

510 mpdtov 1} kapdia dpaivetal StwpLopevn aot Toig Evaipolg: dpxn yop
adTn Kol TV OLLOLOUEPRDV KO TAV GVOUOLOUEPDV

Therefore it is that the heart appears first, distinctly marked off in all the
sanguinea, for this is the origin of both homogeneous and heterogeneous
parts.

- Aristotle, De generatione animalium 740a, v.18

In the previous two chapters we have looked at visual modelling. In this chapter we will
shift our attention to verbal modelling. An ontology system is presented, which provides
a framework for modelling anatomical, developmental and physiological information.
We have chosen to use the vertebrate heart as a proof of concept for the proposed
approach, since this facilitates the integration of this study with models from the studies
presented in chapters 2 and 3. However, the framework is designed in a generic
manner, making it applicable to a wide range of biological structures. In constructing the
framework we have taken a novel approach, which has yielded a dynamic ontology
system, thereby extending the functionality of ontologies for the field of developmental
biology.

Based on: Bertens L.M.F., Slob J, Verbeek F.J., ‘A generic organ based ontology system,
applied to vertebrate heart anatomy, development and physiology’, Journal of
integrative bioinformatics 8:2 (2011), 167.
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4.1 INTRODUCTION

Over the last few years, ontologies have become increasingly important in biology as a
formal basis for collecting and sharing knowledge, cf. section 1.3.1. Ontologies are used
in several fields, such as genetics, biochemistry and anatomy. A vast amount of
literature can be found on the use of ontologies in biological sciences, ranging from
overview articles (Bodenreider and Stevens, 2006; McEntire, 2002) to textbooks
(Baclawski and Niu, 2006; Burger et al., 2008; Staab and Studer, 2004). Journals such as
Computers in biology and medicine have devoted special issues to bio-ontologies (issues
7-8, vol. 36, 2006) and the well-established journal Bioinformatics dedicates a
permanent section to databases and ontologies. A collaboration, the OBO foundry, has
been set up to bring ontologies in biological and biomedical fields together (Bodenreider
and Stevens, 2006; Smith et al., 2007). This foundry contains a number of anatomy
ontologies for different species, e.g. the Foundational Model of Anatomy (FMA; Rosse
and Mejino, 2003; Rosse and Mejino, 2008) for humans, the Mouse Gross Anatomy and
Development Ontology (EMAP; Baldock et al., 2003), the Amphibian Gross Anatomy
(AAO; Maglia et al., 2007) and the Zebrafish Anatomy and Development Ontology (ZFA;
Bradford et al., 2011). Each of these ontologies describes the anatomy of the particular
species in great detail and is a valuable source for the field of developmental anatomy.
However, since they all use different class hierarchies to describe the anatomy,
comparative studies between species are often hampered. Therefore we propose an
additional approach, which combines the anatomical knowledge of multiple species in
one generic class hierarchy. As a case study we use the vertebrate heart. Put another
way, the single species ontologies can be described as following a vertical approach (see
Fig. 4.1), modelling the entire anatomy of one species. In contrast we use a horizontal
approach, modelling the anatomy of one organ system, the heart, for a wide range of
species, the subphylum of vertebrates.

The collected knowledge is structured in a system of three ontologies: one
comprising all anatomical structures (referred to as the anatomy ontology), another
providing developmental staging information (the development ontology) and thirdly
the taxonomical species database of the National Center for Biotechnology Information
(the NCBI; Sayers et al., 2008). In addition to the ontologies a set of instances is used to
capture the information for specific species. By founding the class hierarchy of our
anatomy ontology on the basic biological distinctions (such as atrial versus ventricular)
as opposed to species-specific distinctions (such as right versus left heart chambers) we
ensure that any vertebrate species can be added to the system without losing the
consistency of the anatomical class hierarchy.
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Foundational Mouse Gross Anatomy Amphibian Gross Zebrafish Anatomy
Model of Anatomy and Development Anatomy Ontology

FMA EMAP AAO ZFA

Vertebrate Heart Anatomy Ontology

Figure 4.1. lllustration of the vertical approach, adopted by most anatomy ontologies in the OBO Foundry, and
the horizontal approach presented here. The one-species ontologies contain the entire anatomy, but of
species only, while the proposed ontology contains only data concerning the heart, but includes all
vertebrates.

By using these three ontologies, a generic framework is created, in which
anatomical, physiological and developmental information for different species can be
brought together, by using instances for structures in different species. This makes the
system suitable for comparative studies in the field of evolutionary development.

In the remainder of the chapter, we will provide relevant biological background
information regarding anatomy, physiology and development, used to construct the
knowledge base. Subsequently we will lay out the architecture of the system, discussing
the different ontologies, properties and the use of instances. The anatomy and
development ontologies have been constructed in the ontology editor Protégé and are
provided on our website; the reader can download and use the ontologies to include his
or her own data or to study and query the content, using an editor such as Protégé
and/or SPARQL queries. Furthermore an interface is being developed (see section 4.4.4)
which allows the user to query the system from our website, without the need for an
ontology editor. The ontology system allows one to formulate different types of queries
and we describe four of these as case studies in using the system. They concern cross-
species comparisons, developmental questions, context-dependent queries about the
physiology (using SWRL rules; website SWRL) and 3D visualisation of query results from
interface queries. Future additions to the functionality of the system and extensions of
the information contained in it will be discussed in section 4.5. Throughout this chapter,
whenever we speak of structures, we do so in a biological sense; the terms classes and
instances refer to the elements in the ontology.

4.2 BIOLOGICAL BACKGROUND INFORMATION

The vertebrate heart is a highly diverse structure and although the basic developmental
plan is similar for the entire subphylum, the anatomy can vary quite extensively
between species. This and the vast body of literature on the topic make it a suitable
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case study for our horizontal approach. Through our ontology we aim to provide a
framework that can be used to bring together anatomical information for vertebrate
species. For this reason three anatomically diverse species have currently been
annotated in the system: the zebrafish (Danio rerio), the European pond terrapin (Emys
orbicularis) and the saltwater crocodile (Crocodylus porosus). In future, mammalian and
avian species will be added to the ontology. Here we will briefly describe the cardiac
anatomy and relevant physiology of these species, followed by a short description of
developmental staging as used in biology.

4.2.1 Anatomy

In all vertebrates the heart arises as a tube. During development two distinct structures
arise in this tube, the atrial and the ventricular chambers. The basic heart can therefore
be said to contain four elements: the inflow tract (where blood enters the atria), the
atrial compartment, the ventricular compartment and the outflow tract (where blood
leaves the ventricle). The classification in the ontology is built on this basic lay-out.

In fish this anatomical plan stays essentially the same; the fish heart has one
atrium and one ventricle, connected through the atrio-ventricular canal (the AV canal)
and guarded by atrio-ventricular valves (see Fig. 4.2A). Blood enters the atrium through
the sinus venosus and leaves the ventricle through the bulbus. In higher vertebrates the
heart tube develops into a multi-chambered heart through looping and further dividing.
In mammals and birds looping and septation lead to a four-chambered heart, with two

PV

Jﬂl/w@
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Figure 4.2. Schematic drawings of the hearts of (A) zebrafish, (B) crocodiles and (C) non-crocodilian reptiles. A,
atrium; ant C, anterior cardinal; AVC, atrioventricular canal; B, bulbus; CA, cavum arteriosum; CC, common
cardinal; CP, cavum pulmonale; CSA, carotico-systemic aorta; CV, cavum venosum; DA, dorsal aorta; fp,
foramen of Panizza; LA, left atrium; LAo, left aorta; LPV, left pulmonary vein; LV, left ventricle; PA, pulmonary
artery; post C, posterior cardinal; RA, right atrium; RAo, right aorta; RPV, right pulmonary vein; RV, right
ventricle; SA, systemic aorta; SV, sinus venosus; V, ventricle; VA, ventral aorta; VC, vena cava.
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atria and two ventricles. In reptiles the heart contains two atria and one or two
ventricles; the crocodilian order has two completely separated ventricles, divided by an
interventricular septum (resembling the mammalian heart but differing significantly in
its physiology), whereas the other three reptilian orders have one ventricle, partially
divided by two septa into three cavities (see Fig. 4.2B and C). The looping of the non-
crocodilian heart is discussed more thoroughly in chapters 2 and 3. As case studies for
the generic use of our ontology we have chosen, in addition to the zebrafish, two reptile
species representing these two different heart types: the Crocodylus porosus of the
Crocodilian order and the turtle Emys orbicularis of the Testudine order. These two
reptile species have very distinct heart structures, not found in other types of
vertebrates. As shown in the next paragraph, the classification of the ontology allows
users to add these structures without losing consistency in the classification.

4.2.2 Physiology: shunting

In addition to the distinctive anatomy of these hearts the two reptilian species have also
been chosen as case studies here for their specific physiology. In both the crocodile and
the turtle heart blood flow can be regulated for different physiological situations,
according to pressure changes in the different heart compartments (Axelsson et al.,
1996; Axelsson et al., 1997; Axelsson, 2001; Bertens et al., 2010; Grigg and Johansen,
1987; Grigg, 1991; Johansen and Burggren, 1980; Hicks and Krosniunas, 1997). The
physiology is therefore dependent on environmental factors. We will focus first on the
crocodile as a case study for context-dependent querying (as explained in section 4.4.3);
this animal is unique in having a completely separated ventricle while at the same time
retaining the ability to adapt its blood flow to differing circumstances through shunting
(Axelsson, 2001; Burggren, 1987; Axelsson et al., 1996). In addition to the pulmonary
artery, the right ventricle also opens into a right aorta. This aorta communicates with
the left aorta through the foramen of Panizza (Bertens et al., 2010; Johansen and
Burggren, 1980), as can be seen in Fig. 4.2B (structure fp). When pressures in the
ventricles and aortas change, blood flow can be redirected from the pulmonary to the
systemic circuit, causing a pulmonary-to-systemic shunt (a right-to-left or R-L shunt).
This allows blood from the right ventricle to bypass the lungs and be recirculated into
the systemic circulation (Axelsson, 2001). It is because of this ability to both separate
blood flows completely and establish shunts, that Axelsson has described the crocodile
heart as probably the most functionally sophisticated found among vertebrates
(Axelsson et al., 1996); this makes it an excellent case study for the functionality of our
ontology.

Although we focus on the crocodile in presenting the dynamic blood pressure
querying of our ontology, this functionality is not limited to this species. Again the
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structuring of information in the ontology is kept generic and is therefore applicable to
all vertebrates in which shunting is present. The turtle has a very intricate shunting
system (cf. section 2.2 and Fig. 2.2), including both R-L and L-R shunts, for which
information will be added to the ontology. Furthermore, shunting plays an important
role during development in for instance the human embryo (between left and right atria
through the foramen ovale and between pulmonary artery and aorta through the
ductus arteriosus). Since the modelling of shunting in the ontology is generic, shunting
via these embryological structures can also be modelled within this framework.

4.2.3 Development

In addition to anatomical structures present in the adult heart, we have chosen to
include developmental structures in the ontology system. These are often transient,
arising during a particular developmental stage and disappearing (or merging with other
structures) at a later stage. For many species, in particular model species such as
zebrafish and mouse, conventional staging systems exist; e.g. for zebrafish Kimmel et al.
(1995) have provided names and descriptions of all developmental stages, which are
used by scientists all over the world to refer to zebrafish development. Similar stage
descriptions have been provided by Yntema (1968) for reptiles, Theiler (1989) for mice,
Carnegie (O’Rahilly and Madller, 1987) for humans and Hamburger and Hamilton (1951)
for chickens. These staging systems are specific for particular species (or related groups
of species) and in our development ontology (described in section 4.3.3) we include the
staging systems for the main vertebrate model animals. In addition to these staging
systems other features are often used when discussing development; development can
be measured in absolute time, i.e. hours post fertilization. Alternatively, developmental
landmarks can be used, structures that arise at a certain point during development and
are used as indicators of developmental progress. For vertebrates the number of
somites is often used to this end. As described in section 4.3.3, we use several of these
features in our development ontology.

4.3 ARCHITECTURE OF THE SYSTEM

The system is constructed out of four components: three ontologies and a set of
instances. In this section we describe these components, starting with the ontology of
anatomical structures, followed by a description of its properties and subsequently the
ontology of developmental stages. For both ontologies we will explain the biological
reasoning behind choosing the classes and properties. Lastly the use of instances is
described, including the way these are linked to the first two ontologies as well as to the
NCBI database of taxonomy.
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4.3.1 The anatomy ontology

We have strived to make the anatomy ontology generically applicable to all vertebrate
species. On the highest level in the classification tree a division is made between the
superclasses cavitated structures, embryological structures, heart valves, heart septa
and tissue types (see Fig. 4.3, presenting a screen dump of the ontology in Protégé).

The cavitated structures comprise all anatomical structures that contain a
lumen, through which blood can flow, which means that blood flow is located entirely in
this superclass. The class of embryological structures comprises all structures that are
present during development, but are no longer present in the adult animal. Since some
of the embryological structures can also be categorised under one of the other
superclasses (e.g. the common atrium is an “embryological structure” as well as an “atrial
structure’), these classes have been assigned two superclasses and can be found under
both. For classes which can have both embryological and adult instances for different
species (e.g. the sinus venosus, which is a transient structure in humans, but an adult
structure in zebrafish), the class itself is not linked to the embryological superclass, but
the specific instances are. Having a separate superclass for embryological structures
enables the querying of only adult structures for a particular species, by specifically
leaving out all structures categorised as embryological. Similarly, the adult structures
can be disregarded, in case only structures from development are relevant to a query.
Information about developmental staging is also captured in the development ontology
(as described below), but by adding the superclass ‘embryological structure’ to the
anatomy ontology we ensure that even when quantitative staging information is not
known or included it is still possible to separate the structures qualitatively;
furthermore, it means that this information is also available when only the anatomy
ontology is used, without linking this to the development ontology.

Heart septa and valves both comprise anatomical structures in the heart which
(partially) separate cavitated structures (heart compartments and blood vessels),
thereby directing blood flow. The final superclass in the first tree division is of tissue
types; this stands apart from the other structures in the sense that its classes are not
specific anatomical structures in their own right, but indicate the cell types of which
anatomical structures consist. As such they have been assigned their own superclass,
next to the anatomical superclasses, allowing the user to link classes and instances to
both the relevant anatomical structure and the tissue type.

On the next level in the hierarchy the majority of cavitated structures get
divided into arteries, veins and heart compartments, thereby separating the heart
proper from the connected blood vessels (which could be extended to include the entire
circulation if so required). Subsequently the heart compartments are divided into

CHAPTER 4 — AN ONTOLOGY SYSTEM FOR THE VERTEBRATE HEART



80

(%]

El

v Thing

Cardiovascular system
Cavitated structure
b @ Artery
----- Body circulation
-~ Developing heart
: Heart_primordium
Heart rudiment
Heart tube
Primitive heart tube
~{JHeaxrt_compartment
: Atrial part
Atrioventricular connection
Inflow structure
> Outflow structure
b @ Ventr icular part
p--(JRespiratory organ capillary
b O Vein
ryological structure

Foramen of Panizza

Heart

Heart_ septum
----- Rortic_septum
----- Rorticopulmonary septum
----- Horizontal septum
----- Interatrial septum
----- Septum_ primum
----- Septum_secundum
----- Vertical septum

Heart valve
p--(DAtrioventricular valve

----- Bicuspid semi-lunar valve

----- Cog_teeth _valve

----- Sinoatrial valve

----- Ventriculo-bulbo valve
Inner heart curvature
Pectinate muscle

Tissue type

~()Endocardial precursor

Endocardium

Epicardium

Myocardial precursor

Myocardium

Presumptive_endocardium

Trabecula

Figure 4.3. Screen dump of the
partially unfolded anatomy
ontology in Protégé, showing
the main superclasses and
several further subdivisions of
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downward indicate that the
subclasses of a class are shown,
arrows pointing to the right
indicate that the subdivisions
are not shown.

‘inflow’, ‘atrial’, ‘ventricular’, ‘atrioventricular connecting’ and ‘outflow’ structures. This
division directly reflects the basic anatomical plan of the vertebrate heart and allows us
to add structures of even highly diverse vertebrate species in a consistent system. For
instance, even though not all vertebrates have the same number of atrial and
ventricular chambers, all have at least one atrial and one ventricular structure. The
three species currently annotated in the system illustrate this issue: while the zebrafish
has only one atrium and one ventricle, the crocodile has two of both and the turtle has
two atria and one ventricle, partially divided into three cavities. In this sense the
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ontology differs from the main ontologies in OBO, which focus on the entire anatomy of
one species.

Note that general information, applicable to all vertebrates, is added in classes;
species-specific information however, is added in instances, as described below. A clear
illustration of the importance of this difference is given by the structures in the outflow
tract: the outflow tract comprises structures as the bulbus, conus and truncus. These
terms are used in diverse ways in different species and by using instances to add the
species-specific information in our system we avoid confusion about the definitions; the
classes in the anatomy ontology are general, which means we do not have to include
different classes of for instance the bulbus for the different uses of the term in different
animals. Each instance on the other hand is specific for one species and therefore only
has one exact definition, preventing ambiguities. The same applies to the inflow
structures, of which for instance the sinus venosus can be either an embryological
structure (as in humans), or an adult structure (as in zebrafish).

Further subdivision of the hierarchy follows the same method: at each step
down a level in a tree, superclasses are chosen in such a way that each vertebrate
anatomical class can be categorised in a consistent way. The ontologies (provided as
OWL files), as well as additional information about the entire ontology system, are
available at http://bio-imaging.liacs.nl/ontologies/ontologies.html.

Besides being directly based on biological distinctions, the hierarchy in our
anatomy ontology is also compatible with the class structuring of CARO (Haendel et al.,
2008). CARO is an upper-ontology for anatomy terms. Top-level classes of our anatomy
ontology can be placed under CARO classes; the heart is a subclass of the CARO class
‘cavitated compound organ’ and nearly all of our structures can be placed as sub-classes
under the CARO class ‘compound organ component’. This is a relevant feature for future
integration and interoperability purposes.

4.3.2 Properties used in the anatomy ontology

Apart from the is_a relationship with which the class hierarchy is built, information
about the relationships between the different classes and instances is provided through
a set of properties. These can be either object properties, linking classes or instances
together, or data properties, assigning pieces of data to classes or instances, e.g.
integers, strings, booleans or floats. The properties specify spatial, developmental,
taxonomical and physiological information.

To include information about the spatial relationship between structures we
use the object properties part_of and bounds; in part_of a distinction is made between
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constitutional_part_of and regional_part_of, as in the FMA (Rosse and Mejino, 2003;
Rosse and Mejino, 2008; Mejino et al., 2003). The property constitutional_part_of
indicates that a structure is a fundamental element of a bigger structure; the parts are
not just positioned in the bigger structure, but the bigger structure consists of the parts
(e.g. the atrial and ventricular parts of the heart). The property regional_part_of, on the
other hand, signifies that a structure is positioned in another structure, e.g. the
atrioventricular valves are positioned in the atrioventricular canal; without the valves
the canal is still a valid structure. Furthermore, the property bounds denotes that a
structure is a boundary of another structure; this is particularly relevant for valves and
septa.

Physiological information concerning blood flow is provided through a set of
properties. Some of these are object properties, specifying which structures receive
blood from which other structures. This can change for different physiological situations
by means of blood shunts, as described above, and we use a hierarchy of several
properties to enable modelling each of these situations. In addition to the object
properties we use a set of data properties, with which the blood pressure values can be
stored, for each of the cavitated structures and again for different physiological states.
The implementation of these properties and their functionality, based mainly on
inheritance rules, will be discussed in section 4.4.3.

Taxonomical information is provided by the structure_from_species property;
this property links instances of anatomical structures to species codes in the
taxonomical database of the NCBI (Sayers et al., 2008). We chose to make use of this
comprehensive, well established database, as opposed to including classes for the
species in our system in the anatomy ontology itself; in this way we incorporate the
knowledge gathered in the NCBI database to optimize the functionality of our system
for comparative studies in the field of evolutionary development. Since the NCBI codes
are widely accepted, using these makes our system easily accessible and amenable to
interoperability approaches; i.e. no knowledge is needed of the naming convention in
the anatomy ontology itself, instances of particular species can be found using the
property structure_from_species with the corresponding NCBI code. Furthermore, by
using this external database we maintain a division between the generic knowledge in
the anatomy ontology and the species specific information, preserving the generic
nature of the anatomy framework.

Two types of developmental information are included through object
properties; the property develops_from links an anatomical structure to the
embryological structure that it developed from. Secondly, information about the
developmental stage of structures is included using the properties end_stage and
start_stage. The uses of these are explained in the next paragraph, which describes the
structure of the development ontology.
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4.3.3 The development ontology and its properties

In several anatomy ontologies, such as the ontology of Human Developmental Anatomy,
the EHDA (Hunter et al.,2003), the hierarchy starts with a division in developmental
stages. The anatomical structures that are present at that time point are added to the
stage structure, using a part_of relation. Although this gives a good overview of the
entire anatomy for each stage, it means that the same biological structure exists in the
ontology as many times as there are stages at which it is present. Not only is this
potentially confusing, it also increases the size of the ontology dramatically, since it
forces the developer to add all relevant properties for each of the versions of the
biological structure.

An alternative solution, adopted here, is to use developmental stages and
singular versions of the anatomical structures and to relate these via properties, which
denote the start stage and end stage for each of the anatomical structures. This way,
querying for a particular developmental stage remains possible, without having to
include a separate version of a biological structure for each of the stages it is present in.
Some ontologies, such as the ZFA, include the developmental stages in the anatomy
ontology itself. We have opted to build a separate ontology containing the
developmental stages. Whereas the anatomical classes are generically applicable, the
instances and developmental stage classes are specific to individual species. By setting
these apart from the anatomy ontology we separate general information from species-
specific information, leaving the framework generically applicable. Furthermore the
development ontology serves a purpose in its own right by bringing together and
relating staging information for diverse species (as described below) and can be used
independently from the anatomy ontology. Lastly, the division enables the use of a
different external ontology for the developmental stages, if so required.

Instances of classes in the anatomy ontology can be linked to developmental
stages in the external ontology by means of the object properties start stage and
end_stage in the anatomy ontology. Since staging information is not always exactly
known for all structures the start and end stage properties both have two additional
properties (_at_earliest and _at_latest). These serve as a terminus post quem and
terminus ante quem and thereby enable the inclusion of inexact staging information.
Limiting contributors to the ontology system to providing only exact staging properties
results in loss of information, since some structures are only known to appear or
disappear after or before a certain stage. Using these additional properties
developmental ranges for the presence of structures can be established.

As discussed above, each species or group of related species has its own
staging system. We include in the development ontology staging systems for the major
vertebrate model species. In some cases information is available to map these systems
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onto each other (Schneider and Norton, 1979) and in those cases we have done so with
the property corresponds_to; note that this property can also be used when only partial
mapping information (only for certain stages) is available. However, since
developmental processes differ between species (i.e. in some species some structures
may arise earlier while others arise later) it is often difficult to exactly relate the stages
from different staging systems to each other. We therefore also include other features
to enable comparison of development between species. The absolute developmental
time for the start of a developmental stage, in hours post fertilization, is included using
starts_at_hour, as well as a relative measure of development in percentages
(normalizing time from fertilization to adulthood), using percentage_of development
(Bathoorn et al., 2010). Furthermore the number of somites is provided, which is a well
established means of assessing vertebrate development, using somite_count. In other
words we include, in addition to the detailed species specific staging, an absolute time
measure, a relative time measure and a time-independent measure using landmarks.

4.3.4 Instances for specific species

We have designed the anatomy ontology as a generic framework, meant to be
applicable to all vertebrates as an aid for annotation. The classes therefore do not
contain species-specific information. However, we also set out to collect and include
information for a number of vertebrate species, either because of their use as model
organisms or because of their particular heart anatomy. In doing so we aim to present
an ontology system with a predefined set of data, which can be used for comparative
studies with data of other species or developmental stages. The anatomical data for the
specific species are added to the ontology using instances, known in Protégé as
individuals. In other anatomy ontologies, dealing with one particular species, the classes
are by default species-specific and instances are not used to differentiate between
species.

Whenever an instance of a particular class is created, the instance is given the
same name as the class, preceded by a two letter code; this code indicates the species
to which the instance belongs, e.g. DR for a structure of the species Danio rerio and EO
for Emys orbicularis. In this way the class ‘Sinus_venosus’ in the anatomy ontology can
possess several instances for different species, such as ‘EO_Sinus_venosus’ and
‘DR_Sinus_venosus’. These codes are only used to provide unique names for our
individuals and are not used semantically. As mentioned before the instances are linked
to their corresponding species numbers in the NCBI taxonomical database using
properties in the anatomy ontology, allowing a semantic distinction between species.
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The hierarchy in the anatomy ontology, together with the instances, represents
a gradual transition from general to specific knowledge. We add information on the
most general level possible, i.e. when for a certain anatomical structure information is
known to be valid for all vertebrates possessing that structure, this information is added
at the class level; this comprises object properties, synonyms and comments, which we
use to provide anatomical definitions. Through inheritance rules this information is also
automatically attached to the instances. Information that does not hold for all possible
instances of a class is added on instance level only. This notion of hierarchy corresponds
to the semantics of the OWL "SubClassOf relation” (website OWL-class hierarchies). The
inheritance rules also similarly apply to properties; e.g. every individual that is linked to
another individual using the constitutional_part_of relation, is also automatically
connected with the part_of relation. The notion of property hierarchy corresponds with
the semantics of the OWL ‘SubObjectPropertyOf relation” (website OWL-property
hierarchies). To model the context-dependent behaviour of blood flow we also use
multiple properties in a hierarchy reflecting the complex physiological behaviour, as
discussed below.

4.4 CASE STUDIES

The broad setup of the system allows for various types of queries. We describe four
querying uses here. For each of the uses an example question is formulated and the
corresponding SPARQL query is given, along with the result set as produced by the Pellet
Reasoner (Sirin et al., 2007). The ontologies are provided as OWL files on our website,
http://bio-imaging.liacs.nl/ontologies/ontologies.html, and can be downloaded there. In
addition to this we also aim at facilitating the use of the system by presenting an
interface on our website.With this interface the user can formulate queries in a web
form, which subsequently get translated into SPARQL queries. The design and
construction of the interface are discussed in full in section 4.4.4. The most recent stable
version of this interface, along with additional information on its use, can also be found
on our website. Although currently not all queries described here are feasible using the
interface, the full functionality of the system can be employed by performing SPARQL
queries directly on the OWL files.

4.4.1 Cross-species comparisons

The main purpose of the horizontal approach is to allow for comparative studies
between species. Using the NCBI taxonomy database we can ask questions including
taxonomical information. An example of such a query and the way in which it is handled
by the system is shown below:
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“Find all heart septa present in all Sauropsida species included in the ontology”. This
informal query gets translated into a SPARQL query, shown below with the result set:

SELECT ?x

WHERE {
?x rdf:type anatomy:Heart_septum.
?x anatomy:structure_from_species ?y.
?y rdfs:subClassOf ncbi:NCBITaxon_8457.

Query Results (10 answers):
X

EO_Aorticopulmonary_septum
EO_Interatrial_septum
EOQ_Aortic_septum
EO_Horizontal_septum
EQ_Septum_primum
EO_Vertical_septum
CP_Aorticopulmonary_septum
CP_Interatrial_septum
CP_Aortic_septum
CP_Interventricular_septum

This result set allows one to study differences in particular structures between
species of the same phylogenetic group. Using the information contained in the NCBI
database, more complex queries are also feasible; questions can for instance be
postulated for all species excluding particular taxonomical groups. Also questions
regarding evolutionary development could be formulated, such as “Do the similarities in
cardiac anatomy of the mouse, the chick and the zebrafish reflect their taxonomic
relationships?”. To this end taxonomic distances could be compared to graph distances
of the particular RDF subgraphs of different species.

4.4.2 Developmental studies

As a proof of concept all relevant developmental structures of the zebrafish have been
included in the instance set (based on Kimmel et al., 1995; Hu et al., 2000) and linked to
stages in the development ontology. Here we describe an example query, concerning
the development of the zebrafish, followed by the result set:
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“Find all heart compartments in the zebrafish that develop before Kimmel stage prim-
15”

SELECT ?x

WHERE {
?x rdf:type anatomy:Heart_compartment.
?x anatomy:structure_from_species ncbi:NCBITaxon_7955.
?x anatomy:start_stage ?y.
?y development:order_number ?a.
development:Kimmel_prim_15 development:order_number ?b.
FILTER (?a<?b)

}

Query Results (6 answers):

X

DR_Presumptive_atrium_primitive_heart_tube
DR_Presumptive_bulbus_arteriosus
DR_Presumptive_atrium_heart_tube
DR_Presumptive_ventricle_heart_tube
DR_Presumptive_sinus_venosus
DR_Presumptive_ventricle_primitive_heart_tube

Whereas this query results in a list of all structures that arise before prim-15
(regardless of whether they disappear again and if so, when), similar queries can be
formulated for ranges of developmental stages as well, specifying start and end stages
within which structures arise and/or disappear, or studying the structures that are
present at one particular developmental stage.

Furthermore information about taxonomy and development can be included in
queries, providing answers to questions such as: “Does the anterior heart field arise
first, in a relative sense (by normalising development time), in mouse or in chick?”. For
this the percentage of development and the somite number can be used.

4.4.3 Context-dependent queries for physiology

Our ontology has been designed to deal with the physiology of blood flow in different
circumstances, which might lead to shunting in particular organisms or during particular
stages of development. To model this changing blood flow, we make use of property
semantics in OWL and SWRL logic. In our design qualitative information can be included
on blood flow between cavitated structures using two properties:
can_receive_blood_from and always_receives_blood_from. Quantitative information
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about the blood pressure values of the cavitated structures for different shunting
situations can be added using the properties systolic_pressure_no_shunt,
systolic_pressure_LR_shunt and systolic_pressure_RL shunt. To distinguish between
different shunting situation the boolean properties RL_shunt and LR_shunt can be set to
true or false. Below we describe how the system uses these properties to model the
blood flow for a specified shunting situation, followed by an example query.

In the most stringent case, we know that blood flow between certain structures
is the same for different physiological states and therefore these structures are
connected using always_receives_blood_from; in the most relaxed case on the other
hand, when blood flow between two structures only occurs during a specific
physiological state and no generally true information can be given for all physiological
states at once, the structures are connected using can_receive_blood_from. Naturally,
due to inheritance rules, structures connected by always_receives_blood_from are also
automatically connected by can_receive_blood_from for all states. A third property,
currently_receives_blood_from is used dynamically, i.e. it is not used to add static,
generally valid information about structures, but can be changed by the system,
depending on the shunting situation. Whenever a physiological situation is specified,
this property is set accordingly, as described below. The hierarchy between the
preceding object properties is dictated by the implications each property has. Since we
want to model the following logic:

x always_receives_blood_from y => x currently_receives_blood_fromy
x currently_receives_blood from y => x can_receive_blood_fromy

we place can_receive_blood from on the most general level in the hierarchy and
always_receives_blood_from on the most specific level. SWRL rules test the occurrence
of particular physiological states and make sure that the correct structures are
connected for that particular situation by the property currently_receives_blood_from.
This testing of the physiological situation is done by checking the boolean properties
RL_shunt and LR _shunt; the common physiological state (the default situation) is
considered to have no shunting, meaning both boolean properties are set to false.
When we want to study a situation in which shunting occurs we can set the
corresponding property (for right-to-left or left-to-right shunting) to true in the query.
Note that both properties can be set to true, which represents a biologically valid
bidirectional intracardiac shunt (Johansen and Burggren, 1980). We are currently
working to implement modelling the blood pressure for this situation; the additional
properties and rules are not presented here. A high level overview of the
implementation of the system is given below:

1. Both shunting properties are set to the situation under study, either true in case of
shunting or false (the default state); this is done for the class Cardiovascular_system.
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2. Every class that is part of the class Cardiovascular_system ‘inherits’ the shunting
properties and its values.

3. For each class the blood pressure value for that particular state is set in the property
current_systolic_pressure. This value is assigned by the system on the basis of the
shunting and blood pressure properties.

4. When the blood pressure values for all relevant classes have been set for that
particular situation, the following rule is used to determine blood flow: if two structures
(x, y) are related with a can_receive_blood from property and x has a higher
current_systolic_pressure thany, theny currently_receives_blood_from x.

All blood flow, shunting and blood pressure properties are set manually, except
for the properties currently_receives_blood_from and current_systolic_pressure, which
are never used during the addition of new species, but are dynamically assigned by the
reasoner using the following SWRL rules:

LR_shunt(?x,false) A RL_shunt(?x,false) A systolic_pressure_no_shunt(?x,?p) =
current_systolic_pressure(?x,?p).

LR_shunt(?x,true) A RL_shunt(?x,false) A systolic_pressure_LR_shunt(?x,?p) =
current_systolic_pressure(?x,?p).

LR_shunt(?x,false) A RL_shunt(?x,true) A
systolic_pressure_RL_shunt(?x,?p) = current_systolic_pressure(?x,?p).

can_receive_blood_from(?x,?y) A current_systolic_pressure(?x,?p) A
current_systolic_pressure(?y,?q) A (?p<?q) = currently_receives_blood_from(?x,?y)

Using this system, queries can be formulated regarding the blood flow during
the normal physiological state as well as during periods of shunting. An example of a
possible biological question is given below, with the SPARQL query and the resulting
blood pressure values (with ‘a’ denoting the right ventricle and ‘b’ the left ventricle):

“What are the systolic pressures for the right and the left ventricle in a situation without
shunting and in a situation with right-to-left shunting?”

SELECT ?a ?b

WHERE {
anatomy:CP_Right_ventricle anatomy:current_systolic_pressure ?a.
anatomy:CP_Left_ventricle anatomy:current_systolic_pressure ?b.
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No shunt:
Query Results (1 answers):
alb

Right-to-left shunt:
Query Results (1 answers):
alb

4.4.4 Querying using the interface and 3D visualisation of query results

Querying the system will result in textual output, listing the classes and/or instances
corresponding to the query. As a particular feature of the interface we have extended
the querying results with the possibility of visualising the textual results, using
previously built 3D reconstructions. Currently, we have 3D reconstructions of the adult
zebrafish heart and of several developmental stages of the turtle heart, presented in
chapters 2 and 3. All models can be viewed online using out TDR-viewer (cf. chapters 2
and 3).

The interface for querying our ontology system is currently under
development. However, the intended design and construction have been outlined and
are described here. The interface consists of a web form, divided over four tabs,
enabling the user to formulate a query. No hierarchy of priority exists between the tabs
and the user is free to chose which filters he or she wants to use. While the form is
being filled in by the user, the remaining choices the user can make are automatically
adjusted by looking up the remaining possibilities, given the user’s previous entries. The
first tab lets the user select structures of interest. In addition to particular structures we
allow groups of structures to be chosen as well, e.g. selecting all cavitated structures. A
second tab lets the user specify the species he is interested in. Only species that have
instances in our ontology can be selected. In another tab the staging system,
corresponding to the specified species, is selected (e.g. Kimmel for zebrafish or Theiler
for mouse). Here the user will be presented with several options for setting the staging
restrictions; different staging methods can be used (for instance the stage names for a
particular species, the absolute time of development in hours or merely the distinction
between adult and embryological structures) and the user can indicate staging with an
exact stage or a range of stages. Lastly, there is a fourth tab which lets the user filter the
information using the properties linked to structures and instances. At every step in the
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form, a SPARQL query is produced, creating a subgraph of all the solutions that still
match the restrictions given by the user in the form. When the user submits the query
form, a list of all the instances in our ontology is returned. If a 3D reconstruction is
available for this species at this stage, a link is provided to the TDR-viewer, with the
correct model and structures already selected in the parameters.

The implementation of the form is done using AJAX calls to Java servlets that
look up the relevant information from the ontology using the JENA library and SPARQL
template queries. While this form is currently focused on 3D visualisations, we aim to
extend its functionality to allow more complicated queries, incorporating more detailed
information provided in the anatomy and development ontologies, combined with the
NCBI database.

The following example illustrates the operation of an interface query. A
biologist has a request: "Show all endocardial cushions from the species Emys orbicularis
that are positioned in a compartment of the heart." This request is filled out in a web
form and is internally translated into a query, shown below with result set:

SELECT ?x WHERE {
?x anatomy:structure_from_species nchi:NCBITaxon_82168,
?x rdf:type anatomy:Endocardial_cushion,
?x anatomy:regional_part_of anatomy:Heart_compartment.

}

Query Results (4 answers):
X

EO_Atrioventricular_cushion
EO_Distal_cushion_outflow_tract
EO_Proximal_cushion_outflow_tract
EO_Messenchymal_cap

This result set is subsequently visualised in the TDR-viewer, a screen dump of
which is shown in Fig. 4.4 (see also Fig. 2.4). The viewer renders scenes on the client-
side using contour information from TDR-3Dbase. In earlier work by Wong et al. (1999)
scenes were generated at the server side. Our design focuses instead on the ability to
serve multiple clients at the same time with minimal bandwidth.

This architecture has two separate components for the heart terms and their
3D models. In a paper by Kéhn et al. (2004) a system is described that combines the two
types of information into a single ontology. Because we incorporate multiple species,
this approach is not feasible for our system.
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Figure 4.4. Screen dump of the TDR-3D viewer, in which a set of structures is visualised for the turtle species
Emys orbicularis, corresponding to the query described in the text.

4.5 CONCLUSIONS AND FUTURE WORK

Over the last few decades several ontologies have been created comprising anatomical
information. We add to this rapidly growing field by presenting a novel approach
centred around organ systems; we have elaborated this approach for the vertebrate
heart. As opposed to ‘vertical’ modelling, focusing on the entire anatomy of one species,
we propose a ‘horizontal’ way of modelling, looking at one organ for a wide range of
species simultaneously. This is the key feature of the presented study. The system we
have constructed serves a double purpose: the anatomy ontology can be used to
annotate information for additional vertebrate species, allowing researchers to
supplement the system with information about their own species. Secondly, the
instance information that is currently presented for different model animals forms a
knowledge base which can be queried to further our knowledge in the developmental,
anatomical and physiological aspects of the vertebrate heart. The system is provided on
our website and can be used either by directly using the OWL files (to complement or
study the information) or by formulating queries using the interface. Note, however,
that the visualisation of structures using the TDR-viewer is currently not available,
although a static example of the envisioned functionality is provided on the website.

Here we have presented case studies of the vertebrate heart, but the
architecture of the system makes it applicable to a wide range of organs and anatomical
systems. Additionally, using NCBI accession numbers instead of locally defined name
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spaces to distinguish species, opens the system up to semantic interoperability. Using
this generic approach we have build an open and easily extendible system.

We are currently incorporating instance information for avian (chick) and
mammalian (mouse) hearts, as well as relevant anatomical classes, to the anatomy
ontology. For all species in the ontology, developmental information is collected and
linked to the development ontology. Furthermore future work will be directed to
extending the functionality by providing more querying options; we strive for
interoperability with ontologies relating to tissue types phenotypes and diseases. Lastly,
the user interface will be amended to allow the user more freedom in formulating
complex queries in the field of evolutionary development, anatomy and physiology.
New instances of the interface will be made suitable for online use. To this end usability
studies will be performed.
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CHAPTER 5. AN ALGORITHMIC PROCESS MODEL: MODELLING
GRADIENTS USING PETRI NETS

Omnia mutantur, nihil interit.
Everything changes, nothing perishes.

- Ovid, Metamorphoses XV, v.165

The third category of modelling approaches discussed in chapter 1 comprises
algorithmic process models, among which Petri nets, and the current chapter presents a
case study of the application of Petri nets to the field of developmental biology. We
have chosen to model the process of gradient formation, since this process is modular
and concurrent in nature and can be placed in a hierarchical structure with other
simultaneous and interlinked processes. Petri nets are distinguished by their ability to
model these features; the combination of modelling approach and the process to be
modelled therefore provides an optimal context to fully explore the possibilities of this
approach for developmental biology. Here a qualitative method is applied, not taking
into account exact numerical data. In the next chapter a more quantitative approach is
applied to the same developmental process.

Based on: Bertens L.M.F, Kleijn J., Koutny M., Verbeek F.J., ‘Modelling gradients using
Petri nets’, in: Proceedings International Workshop on Biological Processes & Petri Nets
(BioPPN) Braga, Portugal, June 21 2010, 55-69.
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5.1 INTRODUCTION

Petri nets (Reisig and Rozenberg, 1998) have been shown to be very promising for
molecular and cellular biology, in particular for metabolic, signalling and gene-regulatory
networks (see e.g. Banks, 2009; Banks et al., 2009; Chaouiya, 2007; Gilbert and Heiner,
2006; Gilbert et al., 2007; Heiner et al., 2008; Koch et al., 2004; Steggles et al., 2006;
Talcott and Dill, 2006). We believe Petri nets to be useful for higher level developmental
processes as well, e.g. on tissue and organ level. Therefore this chapter concerns the use
of Petri nets as an abstract modelling tool for higher level processes in the organism,
taking cells as central elements. To this end we have selected one developmental
process, the formation of a morphogen gradient, as a case study for this approach. This
process helps instigate the differentiation of cells along the developing axis in the
organism. In early development, gradients are crucial (Wolpert, 2002) and finding a
modelling solution for the generic process of gradient formation will not only serve the
theoretical goal of investigating the use of Petri nets for developmental biology. It will
also, in a more practical sense, be useful for the modelling of other developmental
processes in which gradients play a role. By staying very close to the biological sequence
of events in gradient formation, rather than focusing on a concrete outcome, the model
should be generally applicable and robust. The implications of this approach are further
addressed in chapter 6.

Throughout this chapter the emphasis will be on abstraction and modelling
decisions, as opposed to implementation of specific biological data (which will be
addressed in chapter 6). The main question dealt with in this chapter is: how can Petri
nets be used to model higher level developmental processes, which focus on cells as the
central units? We present a basic Petri net, modelling gradient formation, which serves
as a proof of concept for our approach. In the remainder of this chapter we outline the
biological background of gradient formation, we describe our modelling decisions and
we present the model. In the last section the possibilities of the model and future work
are discussed.

5.2 PT-NETS WITH ACTIVATOR ARCS

For a general introduction to Petri nets we refer to (Reisig and Rozenberg, 1998). Here,
we use PT-nets with activator arcs (Kleijn and Koutny, 2007) and a maximally concurrent
execution rule (Burkhard, 1983).

Petri nets are defined by an underlying structure consisting of places and
transitions. These basic elements are connected by directed, weighted arcs. In the Petri
net model considered in this chapter, there are moreover activator arcs connecting
places to transitions. In modelling, places are usually the passive elements, representing
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local states, and transitions the active elements. Here, global states, referred to as
markings, are defined as mappings assigning to each place a natural number (of tokens
corresponding to available resources).

A PTA-net, is a tuple N = (P, T,W,Act ,m,) such that:
— P and T are finite disjoint sets, of the places and transitions of N, respectively.

—W:(TxP) U(PxT)-> N is the weight function of N.
—Act C P x Tis the set of activator arcs of N.

—my: P> N is the initial marking of N.

In diagrams, places are drawn as circles, and transitions as boxes. Activator arcs are
indicated by black-dot arrowheads. If W(x, y) = 1, then (x, y) is an arc leading from x to y;
it is annotated with its weight if this is greater than one. A marking m is represented by
drawing in each place p exactly m(p) tokens as small black dots. We assume that each
transition t has at least one input place (there is at least one place p such that W(p, t) 2
1).

When a single transition t occurs (‘fires’) at a marking, it takes tokens from its
input places and adds tokens to its output places (with the number of tokens
consumed/produced given by the weights of the relevant arcs). Moreover, if there is an
activator arc (p, t) € Act, then transition t can only be executed at the given marking if p
contains at least one token, without the implication of tokens in p being consumed or
produced when t occurs. Thus, the difference with a self-loop, i.e., an arc from p to t and
vice versa, is that the activator arc only tests for the presence of tokens in p.

We define the executions of N in the more general terms of simultaneously
occurring transitions. A step is a multiset of transitions U : T - N. Thus U(t) specifies
how many times transition t occurs in U. (Note that if we exclude the empty multiset,
single transitions can be considered as minimal steps.) Step U is enabled (to occur) at a
marking m if m assigns enough tokens to each place for all occurrences of transitions in
U and, moreover, all places tested through an activator arc by a transition in U, contain
at least one token. Formally, step U is enabled at marking m of N if, forallp € P:

-m(p) 22,7 U(t) - W(p, t)
—m(p) =2 1 whenever there is a transition t such that U(t) > 1 and (p, t) € Act.

If U is enabled at m, it can be executed, leading to the marking m' obtained from m
through the accumulated effect of all transition occurrences in U:

—-m'(p) =m(p) + . r U(t) - (W(t, p) -W(p, t)) for all p € P.
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Finally, a step U is said to be max-enabled at m if it is enabled at m and there is
no step U'that strictly contains U (meaning that U' #= U and U(t) < U'(t) for all transitions
t) and which is also enabled at m. And we write m[U ) m'if U is max-enabled at m and
execturion of U at m leads to m’. A (max-enabled) step sequence is then a sequence o =
U; ... U, of non-empty steps U; such that m, [U1> my ..My [U,,) m,, for some markings

m;, ..., m, of N. Then m, is said to be a reachable marking of N (under the maximally
concurrent step semantics).

To conclude this preliminary section, we elaborate on the choice of this
particular net model. First, it should be observed that it follows from the above
definitions that the semantics allow auto-concurrency, the phenomenon that a
transition may be executed concurrently with itself. This approach makes it possible to
use transitions for a faithful modelling of natural events like the independent (non-
sequential) occurrence in vast numbers of a biochemical reaction in a living cell. Note
that the degree of auto-concurrency of a transition can easily be controlled by a
dedicated place with a fixed, say k, number of tokens connected by a self-loop with that
transition implying that never more than k copies of that transition can fire
simultaneously.

Activator arcs were introduced in (Janicki and Koutny, 1995) as a means of
testing for the presence of at least one token in a place, and so they are similar to other
kinds of net features designed for the same reason. We mentioned already self-loops by
which the presence of a token in a place can be tested only by a single transition (which
‘takes and returns’ the token) and not simultaneously by an arbitrary number of
transition occurrences in a step. Two other mechanisms related to activator arcs, which
do allow such multiple testing are context arcs (Montanari and Rossi, 1995) and read (or
test) arcs (Vogler, 2002). Both, however, display important differences when compared
with activator arcs. A context arc testing for the presence of a token in place p by
transition t indicates that after a step in which t participates has been executed, p must
still contain a token which precludes the occurrence in the same step of transitions that
have p as an input place. A read arc is also different, but less demanding in that there
must exist a way to execute sequentially (i.e., one-by-one) all transition occurrences in
the step, without violating the read arc specification. In both cases, one can easily see
that activator arcs are most permissive since they only check for the presence of a token
before the step is executed (this is often referred to as a priori testing). We feel that a
priori testing is more appropriate for biological applications as the ‘look ahead’ implied
by the other two kinds of test arcs is hard to imagine in reality.

Finally, we rely in this chapter on maximal concurrency in the steps that are
executed which reflects the idea that execution of transitions is never delayed. This may
also be viewed as a version of time-dependent Petri nets where all transitions have a
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firing duration of 1. However, the maximal concurrency we apply here does not derive
from Petri nets with time, but rather from Petri nets with localities (Kleijn et al., 2006)
leading to locally maximal semantics. This semantics is what we plan to use to model
other aspects of the development as well. Here one may think of e.g. the locally
synchronous occurrence (in pulses) of reactions in individual compartments of a cell.

5.3 BIOLOGICAL BACKGROUND AND MODELLING DECISIONS
5.3.1 Mechanisms of biological gradient formation

In biology, the term gradient is used to describe a gradual and directed change in
concentration of a morphogen through a group of cells, e.g., a tissue. Morphogens are
signalling molecules that cause cells in different places in the body to adopt different
fates and thereby help establish embryonic axes. Morphogens are produced in a
localized source of a tissue, the source cell(s), and emanate from this region, forming a
concentration gradient (Gurdon and Bourillot, 2001; Teleman et al, 2001). A
morphogen gradient has an immediate effect on the differentiation of the cells along it;
cells are able to ’read’ their position along the gradient and determine their
developmental fate accordingly. They have a range of possible responses and the
morphogen concentration dictates which response will be exhibited (Gurdon and
Bourillot, 2001; Teleman et al., 2001).

The mechanisms by which the morphogen travels through a cell layer have
been the topic of some debate and are not yet fully understood. Three mechanisms
have been described, shown schematically in Figure 5.1: (A) diffusion through the
extracellular matrix (Fischer et al., 2006; Gurdon et al., 1994; Lander et al., 2002), either
passively, like a drop of ink in water (Gurdon et al., 1994), or facilitated by receptors on
the cell surface which guide the morphogens along (Fischer et al., 2006), as shown in the
figure; (B) sequential internalization of the morphogen molecules in vesicles in the cells,
a process called endocytosis, and subsequent re-emission (Entchev and Gonzalez-
Gaitan, 2002; Fischer et al., 2006; Teleman et al., 2001); (C) direct contact between the
cells by means of tentacle-like threads of cytoplasm, called cytonemes, connecting the
cells (Gurdon and Bourillot, 2001). These mechanisms are not necessarily mutually
exclusive and some studies conclude that a combination of mechanisms underlies the
formation of a gradient, (cf. Kicheva et al. 2007, on which the case study in 6.4 is based).
It is important to note that both diffusion and endocytosis take place between
neighbouring cells, while cytonemes connect all cells directly to the source. This makes
it very different from a modelling perspective, as will be discussed below. In this and the
next chapter we will solely be concerned with communication between neighbouring
cells, i.e. through diffusion and endocytosis.
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Figure 5.1. Three possible mechanisms for
gradient formation: diffusion (A),
endocytosis subsequent re-emission (B) and
transport through cytonemes (C).

Unfortunately, knowledge of the exact concentrations and shapes of most
gradients is often limited. This is mainly due to the transient nature of morphogen
gradients and the low concentrations at which they are effective, both of which make it
difficult to visualise the morphogens (Gurdon et al., 1994). Many morphogens are
rapidly degraded or prevented from binding to receptors by antagonistic proteins
(Gurdon et al., 1994). Much of the information on gradients is therefore obtained
indirectly, by observing their effect, i.e., the responses of the cells involved (Gurdon et
al., 1994). A qualitative approach, such as the one presented in this chapter,
circumvents this issue by not relying on exact quantitative data. However, in cases for
which quantitative data is available, incorporating this in the model will yield a more
detailed and practical model of process under study. Such a quantitative model is
presented in chapter 6, along with a case study based on experimental observations.

5.3.2 Modelling decisions

We have chosen cells as the elementary units in our model, to be represented by places
in the Petri net. Earlier studies (Bonzanni et al., 2009; Krepska et al., 2008; Matsuno et
al., 2003) have successfully modelled cell-to-cell signalling, starting from a lower
biological level, using places to represent genes and proteins. Although this allows a
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high level of detail, it also complicates the net and makes it difficult to identify single
cells. In our approach the cellular level represents the intermediate level between the
subcellular levels, on which the morphogen signalling between cells takes place, and the
tissue/organ level, where whole cell layers may move.

Furthermore, the process lends itself to be modelled using a modular
approach; for each of the neighbouring biological cell pairs identical modules of places
and transitions are used. This makes it easy to change or extend the model or to adjust
parameter values according to different experimental data.

We let tokens represent morphogen levels, conducted from cells to
neighbouring cells by the transitions. By changing the interpretation of the tokens a
range of levels is possible, from exact quantitative modelling, in which each token
corresponds to a precise morphogen number, to strictly qualitative modelling (Kleijn et
al., 2006), in which markings become binary, indicating merely the presence or absence
of morphogens in a cell. In an intermediate, semi-qualitative approach, increasing token
numbers equal increasing morphogen levels, without exact molecular numbers. Petri
nets allow modelling at all these different levels. Biological gradients often work in a
rather discrete, semi-qualitative manner; a number of cell responses (such as activation
of a particular gene) exists for a given gradient and threshold values in morphogen
concentration demarcate the boundaries between these responses, resulting in a
stepwise change in cellular behaviour throughout the tissue. Due to this, both semi-
qualitative and quantitative ways of modelling can represent biological situations
realistically; our Petri net model is applicable to both. Moreover, it is possible to model
the formation of a gradient in a quantitative manner, but let other processes which
depend on the morphogen levels do so in a semi-qualitative way, by using threshold
values. Since we do not use experimental quantitative data in the current chapter, the
model can be interpreted as semi-qualitative; in the next chapter an example will be
presented of an entirely quantitative approach, in which tokens numbers directly
corresponds to numbers of morphogen molecules.

Instead of merely calculating the final distribution of the tokens, we want our
net to model the gradual process of morphogen movement through the tissue, i.e. to
represent all intermediate steps. This will allow the user to simulate experiments in
which the process is altered while running; e.g. grafting experiments, in which parts of
the tissue get removed or replaced, can be simulated by taken cells out of the net at a
certain moment during the process or depleting them of tokens.

Our model focuses on local signalling between neighbouring cells. Therefore
we take into account cell-to-cell communication mechanisms, e.g. endocytosis and
diffusion, but not long distance transport mechanisms, e.g. through cytonemes. In the
situation of local signalling, the number of morphogens to be transported from one cell
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to the next depends solely on the difference in morphogen level between these two
neighbouring cells; cells have no 'knowledge' of morphogen transport in other parts of
the tissue. In order to accurately reflect this situation we base the computation of
transported tokens solely on the difference in token numbers between the
neighbouring cells. This makes the model easily scalable, i.e. the number of cells in the
tissue is irrelevant to the computation and can be adjusted without altering the
workings of the model.

5.3.3 Implementation

Often exact quantitative data for the processes of morphogen transport and
degradation between neighbouring cells are not known, and these may vary depending
on the gradient considered. Therefore we do not discern the molecular mechanisms of
diffusion, endocytosis and degradation of morphogens in this model but we introduce a
parameter p in our model to represent the effective ratio of concentration levels
between neighbouring cells and to determine the amount of tokens to be transported
between places during the simulation of gradient formation. In other words, p
represents the final ratio of morphogens between neighbouring cells and morphogen
degradation is implicit. In the next chapter we present a model in which production,
transport and degradation are modelled explicitly.

In the organism, gradient ratios arise passively as a consequence of physical
laws. However, to accurately reflect the biological process of gradient formation
underlying the spread of morphogens from cell to cell, our formal model has to compute
the number of tokens passed on based on the ratio p. Hence, the model includes an
explicit separate computational unit for each pair of neighbouring cells, to perform the
necessary calculations. In particular, these parts of the net control the transport of
tokens between places. In this way a close relation to the biological process can be
maintained in one part of the net, with the underlying computations being performed in
the background by another part of the net. At all times, the marking of the places
representing biological cells will be consistent with biological observations of (the effect
of) the gradient, i.e., the ratio is maintained and places corresponding to cells further
away from the source will never have more tokens than places (cells) closer to it.

Another important feature of the model is the use of concurrent steps rather
than individually occurring transitions. Morphogen transport between cells is not
directly influenced by events taking place in non-adjacent cells, which means these
processes should be able to take place concurrently and non-adjacent cells can be
simultaneously involved in the transport of morphogens. This leads to an execution
mode consisting of concurrent steps. Moreover, since in the biological situation
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morphogens move to the next cell as soon as this is possible, we have chosen to use a
maximally concurrent steps.

5.4 GRADIENTS AND PETRI NETS
5.4.1 Modelling solution

Following the ideas outlined in the previous section, we will propose a formal model for
the formation of a gradient. Our assumptions regarding the biological process of
gradient formation are as follows. Given is a segment of k adjacent cells with the i-th cell
immediate neighbour of the (i+1)-th cell. Morphogens can be transported only between
immediate neighbours. Morphogens move from cells with higher concentration to
neighbours with lower concentration, as long as the concentration ratio between these
cells does not exceed a given gradient ratio 0 < p < 1. We assume that p is a rational
number, i.e., p = N/M, where M > N > 1. Initially, the first cell x; (the source) contains a
quantity (i.e. has a concentration level of) K of a morphogen. These assumptions lead to
the following modelling problem.

Given are k > 1 places x, ..., X, representing a segment of k cells with place x;
corresponding to the i-th cell. In the initial marking m,, the first place x; contains K
tokens and there are no tokens in the other places. In the net modelling the mechanism
of gradient formation, we need to shift tokens from x; in the direction of the last place
X.. Places and/or transitions may be added, but in such a way that for any reachable
marking m the following hold.

1. The number of tokens in the x;'s remains constant, i.e.,

m(xy) + ...+ m(x) =K token preservation
2. The tokens are distributed monotonically along the sequence of k places, i.e.,
m(xy) 2 ... 2 m(x) monotonicity

3. The ratio of the numbers of tokens in two neighbouring places does not exceed p, i.e.,
for every 1 <i< k with m(x;) = 1:
(m(xi.1)/m(x)) < p ratio
4. Shifting continues until moving even one token would violate the above, i.e., if no
tokens are shifted after marking m was reached, then for every 1 <i < k with m(x;) > 1:
(m(x;1)+1)/(m(x;)-1) > p termination

Moreover, the relative position of a place within the sequence plays no role. In

particular, the mechanism should be easily scalable and insensitive to the specific values
of k and K.
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If we look at the above formulation of properties (2) and (3) — monotonicity
and preservation of the gradient ratio — and recall that p = N/M and M > N, it is easy to
observe that these two properties are together equivalent to stating that, for every 1 <i
< k, N-m(x;) -M-m(x;,1) 2 0. We will call a marking m satisfying this inequality consistent
and denote a; = N-m(x;)-M-m(x;,,), for every 1 < i < k. Note that the initial marking is
consistent.

Similarly, if we look at the above formulation of properties (2) and (4) —
monotonicity and termination — it is easy to observe that together they are equivalent
to the statement that, for every 1 <i < k, N-m(x;) -M-m(x;.1) < M + N. We will call a
consistent marking m satisfying this inequality stable. Note that for a given p, k and K,
there may be more than one stable marking. For example, if p =1/2, k=5 and K = 111,
then the following are two different stable markings:

X1 X5 X3 Xs X5 X, X5 X3 X4 X5
59 29 14 6 3 58 29 14 7 3

We are now ready to propose a generic solution for the above problem. For a
given consistent marking m and each 1 <i < k, move f; tokens from x; to x;.; where f; <

. . o.
——L |, and at least one f; must be non-zero if at least one of the values | ——
M+ N M+ N

is non-zero. We denote the resulting marking by m, 5 .

An intuitive reason for proposing such a mechanism for shifting tokens is that
the number of tokens in x; that are ‘balanced’ by tokens in x4 is (M/N)-m(x;,), because
each token in x;,4 is equivalent to M/N tokens in x;. Hence there are m(x;) — (M/N)-m(x;.1)
unbalanced tokens in x;. The ‘portion’ of each unbalanced token that could be safely
transferred to x,, is N/(M+N). Hence in total we may safely transfer

N M a.
—(m(x.)—— -m(x. tokens, which is precisel — 1 | tokens.
{va( (x)-% (,H))J precisely {MHVJ

Clearly, some of the numbers f,, ..., fr-1 can be zero, and by the condition above, all /s
are zeros if and only if the marking is stable:

Proposition 1. 1 =- - - = S, = 0 if and only if m is stable.

Crucially, by the mechanism proposed consistent markings are always transformed into
consistent markings.

Proposition 2. If m is a consistent marking then m BBy is also consistent.
. . o
According to the above, any number of tokens not exceeding | ——- | can
M+ N

be moved simultaneously from x; to x;, (for every i < k), and consistency will be
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preserved. Clearly, the new consistent marking is different from the previous one if and
only if, for at least one i, we have f; 2 1. The idea now is to keep changing the marking

. . a, .
on Xy, ..., X, until a marking m has been reached such that i‘—’J =0,foralll1<i<

M+ N

k, which is equivalent to a; < M + N, for all 1 < i < k. In other words, this m is a stable
marking. Since tokens cannot be shifted forever, this procedure will always terminate in
a stable marking (formally, we can show this by considering a weighted distance to the
end of the chain of the K tokens; it never increases and always decreases in a non-stable
state).

Looking now from the point of view of a Petri net implementation of the
proposed mechanism, what we are after is a net Ny, comprising the places xi, ... , X,
and such that if m is a marking of Ny, whose projection on these k places is consistent,
then a step U can occur at m if

. o, .
— it moves at most | ——— | tokens from x; to x;,1, forall 1 <i<k;
M+ N

— at least one token is moved from x; to x;,; for at least one 1 << k, unless the
projection of m onto xy, ..., x is stable.

In fact, in the proposed implementation, we will be preceding the ‘token-shifting’ with a
‘pre-processing’ stage which seems to be unavoidable unless one uses some kind of arcs
with complex weights depending on the current net marking.

5.4.2 Implementation

In the implementation of the proposed shifting mechanism, as many tokens as possible
should be shifted from one neighbour to the next. That means that, at each stage we

have :Bi = L
M

J for every 1 < i < k. Moreover, tokens are shifted from a place
+N

without any assumptions whether new tokens will come to that place from its other
neighbour. Thus we need to provide a Petri net structure capable of ‘calculating’ the

N-m(x»—M-m(me

value of expressions like L
M+ N

Our proposed gradient forming mechanism distinguishes three phases: |, Il and

IIl. An auxiliary net Njppese, shown in Figure 5.2B, is used to schedule the transitions

implementing the calculations. It controls these transitions via the places w' and w" and

activator arcs. For the full picture of the system one should combine the figures for all
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pairs (x;, xi1) with a single copy of the net in Figure 5.2B. Note that all places with
identical label (in particular w, w", and w") should be identified. That other parts of the
encompassing net model do not interfere with the calculations carried out during
phases | and Il can be ensured by connecting the relevant transitions with the place w"

using activator arcs.

For every 1 <j < k, transition t; is intended to shift tokens from x; to x;.; (phase
I1). To achieve this, we use two disjoint sets of new, auxiliary places, x", ..., xc and x"; ,
..., X"t. These places are initially empty. The idea is to fill x’; with N-m(x;) tokens and x";;
with M-m(x;.,) tokens (phase I). The latter are used for the removal of M-m(x;.,) tokens
from x’; (phase Il). After this, there are «; tokens remaining in x’. Finally, for each group
of N +M tokens in x’, one token is shifted from x; to x;,,. The construction (for x; and xj.4)
is shown in Figure 5.2A.

The overall mechanism operates in cycles of three consecutive, maximally
concurrent steps such that for every 1 <i<k:
(N Transition ¢; inserts (in m(x;) auto-concurrent occurrences) N-m(x;) tokens into
x. In the same step, transition c;4, inserts (in m(x;) auto-concurrent occurrences)
M-m(x;,1) tokens into x"},;. Simultaneously, transitions e’; and e",; empty x’ and x";;; of
any residual tokens left from the previous cycle.
1. Next, transition d; (in M-m(x;.1) auto-concurrent occurrences) empties x",; and
leaves in x'; the difference a; = N-m(x;) -M-m(x;.1).

wli

Figure 5.2. (A) The main part of the construction for the solution (note that e”, is introduced for later use
when one might want to remove or add tokens to the x/s from ‘outside’; in the standard (consistent)
situation it is never activated as after phase Il, place x”i,; is empty); and (B) the subnet N;,pase enforcing the
three phases.
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. - o,
1. In the third step, the occurrences of transition t; transfer j; = {—’J tokens
M+ N

from x; to X;,q.
Proposition 3. Each cycle results in transferring f; tokens from x; to x;,;.

Note that in this implementation with the control net Njyh.., neighbouring
pairs are either all involved in calculations (step | and Il of the cycle) or tokens are
transferred between neighbours (step Ill). During the whole operation of the
adjustment process (except for the transfer phase), the token numbers in the places x;,
representing the cells, are unchanged and they can be accessed for reading by other
transitions (and thus influence neighbouring cells). In other words, calculations are
orthogonal to the basic operation of the net (the gradient formation). As an example, let
us consider the case when p = 1/2 , k = 4 and K = 100. Then executing the constructed
net in a maximally concurrent manner leads to the following sequence of markings on
the x; after each cycle and eventually to a stable marking:

X1 100 67 67 60 60 57 57 56 56 55 55 54
Xz 0 33 22 29 25 28 26 27 26 27 26 27
X3 0 0 11 8 12 10 12 12 13 12 13 13
Xa 0 0 0 3 3 5 5 5 5 6 6 6

The next example shows what happens if we start from a (non-initial) consistent
marking (again p =1/2):

X1 200 167 156
Xz 50 67 67
X3 0 16 22
Xa 0 0 5

The construction works without any problems, if we start with a consistent
marking. In case 0 > a; for some i, then transition t; is not executed, but the transitions
ti.; and t;,; may still be executed and lead to an adjustment of the marking causing t; to
become active in the next cycle. A further observation is that adding (or removing)
tokens at some point, will trigger a re-adjustment process which tries to re-establish the
correct ratios between the markings of adjacent places x;. This process is unpredictable,
but to deal with that case we have included transition e",; which in the standard
(consistent) situation is never activated since then, after phase 2, place x";,1 is empty.

An important characteristics of the proposed solution is that it is purely local
and does not assume anything about the number of tokens which may appear in the x/'s
nor the length of the chain. In other words, it is truly generic. What’s more it also works
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if M and N are different for different pairs of neighbouring places, i.e., if rather than a
uniform gradient ratio p there is a ratio p; for each pair of neighbours x; and x;,;.

Another feature of our solution is the maximal concurrency semantics intended
to reflect the idea of morphogens (simultaneously) moving from cell to neighbouring
cell whenever that is possible. The preliminary sequential semantics model we
developed (but not reproduced here) is more complicated as it also needs inhibitor arcs
which test for absence of tokens (to decide whether or not tokens should still be
shifted). Moreover, one needs to decide that x; either receives or sends tokens at each
stage. In a step model it can both receive and send. Also, with the maximal concurrency
semantics, the number of states of the model is dramatically reduced. The auxiliary net
N3pnese is used to partly sequentialise the behaviour in order to separate the pre-
processing phases from the actual shifting phase. This net could also have been made
local to the main construction of the net in Figure 5.2A, with different copies of it
assigned to different localities. This would have given the additional possibility of
controlling the degree of synchronisation between different parts of the gradient model
by using a locally maximal step semantics.

Finally, we would like to point out that the activator arcs in our implementation
are used only to control the calculation and can actually be avoided in case there would
be a limit on the number of tokens in each place x; at any time. (Then the activator arcs
can be eliminated basically by having separate copies of N34 for each 1 <<k, transfer
around sufficiently many tokens in a bundle, and replace activator arcs by self-loops).
This assumption corresponds to having (or knowing) some capacity bound on the
concentration levels of morphogens in a cell and so may be biologically sound.

5.5 CONCLUSION

Starting from gradient formation in the AP axis development in the model organism
Xenopus laevis, we have presented a novel approach to using Petri nets in
developmental biology by focusing on the cellular rather than subcellular levels and
abstracting from concrete proteins and genes. This has led to a parameterised Petri net
model for the general process of gradient formation through diffusion and endocytosis.

Assumptions regarding gradient formation have been formulated based on
essential features of this process as reported in the literature. These assumptions
underlie the precise requirements given that should be satisfied by an abstract Petri net
model of gradient formation. A crucial point here is the consistency that is maintained
during the execution of the model. Hence the realization of the gradient is faithfully
reflected. Moreover the close relationship between biological process and evolution of
the formal model makes it possible to apply existing Petri net techniques to analyse
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what happens during gradient formation. In particular cause-effect relations should be
properly reflected in the process semantics of the modelling Petri net (Kleijn and
Koutny, 2007; Kleijn and Koutny, 2008).

Another main contribution of this approach is its generic nature, leading to a
model that is scalable and applicable to a plethora of specific gradients. Also scalability
is a consequence of the faithful reflection of the biological process. Since the final token
(morphogen) distribution is not directly computed from the initial amount of
morphogen and the length of the chain of cells, but rather simulates the communication
between neighbouring cells, the length plays no role in the occurrence of the steps. The
model as presented here represents a one-morphogen system without relying on
guantitative data, but exact values could be assigned to ratio and individual tokens.
Moreover, it provides a basis for simulation of simultaneous gradient formation
(different morphogens with different experimental initial markings) and for
inhibiting/activating interactions between them. Simulation with actual biological data
to validate the model should be a next step; the elaborated model presented in chapter
6 illustrates this. In addition, we will focus our attention on the extension of this still
rather basic model to more dimensions, e.g., rather than having just a single line of cells,
we consider the spread of morphogens from a source throughout a tissue plane or
volume.

In (Bonzanni et al., 2009; Krepska et al., 2008), Petri nets are used to model
developmental processes in a way similar to our approach when it comes to the semi-
qualitative use of tokens and the use of maximal concurrency. In these papers however,
the focus is on subcellular levels. Petri net places are used to represent genes and gene
products, where in our approach cells, as basic units in a tissue, are modelled by places.
Having cells as basic units should prove to be a useful intermediate position convenient
for ‘zooming in and out’ between subcellular and tissue level. It is our aim to model
more subprocesses of the AP axis formation. For instance the different molecular
processes underlying diffusion and endocytosis could be modelled in subnets, allowing
the user to compare the different effects of these mechanisms. Also the degradation of
morphogens could be modelled by a subnet, making the entire process more explicit. In
the next chapter a step in that direction is taken, by modelling production, transport
and degradation explicitly in the net, by means of parameters derived from an equation
based model; a further future development would be to faithfully model the events
underlying these subprocesses and thereby have the parameter values arise out of the
workings of the subnets, as opposed to providing them to the main as as external
information.
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CHAPTER 6. COMBINING ASPECTS FROM ALGORITHMIC AND
EQUATION BASED MODELLING: COMPLEMENTING DIFFERENTIAL
EQUATION MODELS OF BIOLOGICAL GRADIENTS WITH PETRI NETS

navta Pel
Everything flows.

- Heraclitus

The final chapter again concerns the formation of biological gradients, modelled using
Petri nets. However, a new approach was developed, aimed at quantitative modelling of
the process, rather than qualitative. In the current study a merger between aspects of
Petri nets and differential equations was strived after, in order to extend the
possibilities for simulation and analysis of the net. This has particular merits for
computational biology, since quantitative analysis can be performed while still retaining
an intuitive understanding of the underlying mechanics of the process.

Manuscript, to be submitted as: Bertens L.M.F., Kleijn J., Hille S., Heiner M., Koutny M.,
Verbeek F.J., ‘Combining differential equation models and Petri net modelling for
biological gradient formation’.
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6.1 INTRODUCTION

Many biological processes, in particular biochemical processes such as metabolic and
signal transduction pathways, have been modelled using differential equations (DEs)
(Kicheva et al., 2007; Gregor et al., 2005; Yu et al., 2009; Ellner and Guckenheimer,
2006). These mathematical models accurately describe changes in process variables and
thereby enable precise quantitative studies, parameter sensitivity analysis of dynamics
and bifurcation analysis. They assume the unfolding of processes in continuous time and
even continuous space. This allows the deduction of properties of the system
mathematically, e.g. the existence and stability of steady states, by analyzing the
system of DEs. Analysis is complemented by numerical simulations, to investigate the
transient behaviour, when the system is moving towards its long-term behaviour. The
simulation techniques involve discretisation of the DEs, in time and space. The resulting
computational scheme describes the change of state variables in discrete time steps.

In contrast, algorithmic process models aim to describe the mechanisms
underlying the changes in the system (Priami, 2009; Ellner and Guckenheimer, 2006).
Petri nets, introduced in the previous chapter, exemplify such a modelling framework
(Reisig and Rozenberg, 1998; Petri, 1962; Reisig, 2010). This is of particular use to
biological studies, because of its origin in the modelling of chemical reactions and
molecular interactions, and its ability to model concurrent behaviour, i.e. the potentially
simultaneous occurrence of events (cf. section 5.2), which is a common feature of
biological systems (Fischer et al., 2011; Koch et al., 2011). Moreover, Petri nets combine
graphical and mathematical elements, making them intuitive to communicate, execute
and understand visually, as we saw for the model of gradient formation in the chapter 5.
Implementation of a Petri net yields an operational process model. Using analysis tools
such as state space exploration and analysis of e.g. deadlocks and boundedness
properties, the behaviour of processes can be studied. In this way, they provide a view
point complementary to DE models.

As for DE models, an interest in modelling biological processes with Petri nets
has emerged, especially in the field of systems biology, and new ways to apply this
modelling technique to the life sciences are constantly being developed (Banks, 2009;
Gilbert and Heiner, 2006; Gilbert et al., 2007; Chaouiya, 2007; Heiner et al., 2008;
Krepska et al., 2008; Matsuno et al., 2003; Steggles et al., 2006; Koch et al., 2011). Petri
nets have various advantages for modelling processes in the life sciences. They can be
used to model various levels of abstraction in a biological process, ranging from
subcellular reactions to processes taking place on tissue or organ level. Key elements,
e.g. passive resources, active events and concurrency, are found on all these levels,
making Petri nets a suitable modelling system. Changing focus from lower to higher
levels of abstraction in modelling a biological phenomenon is therefore akin to zooming
in and out between levels of magnification. Although, similarly, multi-scale modelling is
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feasible with DE-models, as e.g. employed in advanced models for weather forecasting,
it is more involved to implement, with various numerical mathematical problems to
overcome. Additionally, Petri nets can be constructed in a modular fashion, using
identical building blocks, for instance to construct groups of similar tissue elements or
cells. This makes them easily scalable. Specific elements in Petri net theory, such as
Coloured nets, allow one to model several processes taking place simultaneously at the
same location.

Aim of the study

In this chapter we present our work on combining Petri nets with differential equation
models, in order to construct a generic Petri net model for the formation of molecular
gradients. In chapter 5 a model has been presented, where the process of gradient
formation is modelled as a global decrease in concentration levels of molecules
throughout the cells in the tissue, and in which the spread of molecules is governed by a
fixed ratio p of molecular concentration between neighbouring cells (cf. section 5.3.3).
This ratio represents the combined effect of molecule transport and degradation in the
cells.

In the current chapter we present an elaboration of this earlier model to
include parameters of DE modelling. In this way, we continue the investigation of the
use of Petri nets for the field of higher level developmental biology. The model
presented in chapter 5 can be seen as a proof of concept, in which the modelling
method was tested out in an abstract manner, allowing us to thoroughly check the
correctness of the wunderlying assumptions (in particular token preservation,
monotonicity, ratio and termination, cf. 5.4.1). The model presented in the current
chapter builds on this proof of concept and moves from an abstract approach, towards a
more detailed and applied approach. Here, the events of molecule production, diffusion
and degradation have been modelled explicitly and are governed by individual
parameters.

For the process of gradient formation, DE models exist which provide accurate
quantitative data about the gradient formation (Kicheva et al. 2007; Gregor et al., 2005;
Yu et al., 2009). By linking the parameters of the Petri net model to the parameters in
the discretised form of such a DE model, the net can be used to produce quantitative
data about discrete space and time points in the process, similar to the DE model, while
at the same time retaining the advantages of the Petri net framework. In order to
validate the Petri net model, we present a case study; from literature we have selected
a study in which experimental observations of gradient formation have been modeled
using differential equations. We use the parameters from this DE model and show how
the execution data from the resulting Petri net correspond to the data obtained from
the differential equations.
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Since this study forms a continuation of the study presented in chapter 5 the
reader is referred to sections 5.2. and 5.3 for Petri net terminology and definitions, the
biological background of gradient formation and the modelling decisions. In the
remainder of this chapter the discretisation of the DE model is set out, along with the
connection of DE parameters to parameters in the Petri net modelling solution, in
section 6.2. In 6.3 we present the resulting Petri net model. A case study of gradient
formation of the protein Dpp in the fruit fly is used for the validation and presented in
section 6.4; finally, conclusions and remarks on future work can be found in section 6.5.

6.2 DERIVATION OF PETRI NET MODEL PARAMETERS FROM A DISCRETISED DE MODEL

In this section the temporally and spatially continuous situation, modelled by a DE
model, is translated to a discrete situation, which is subsequently linked to the Petri net
solution, described in section 6.3. We consider the following reaction-diffusion equation

2
%—f:D%—kC, 1
A

on the one-dimensional interval (0, L). This is used in (Kicheva et al., 2007) as the
effective equation to describe their data. It consists of the measurement of fluorescence
of GFP-labelled morphogens when these form a gradient in a rectangular sample of cell
tissue. The morphogens are homogeneously emanating from a source, which is a strip of
cells at the left border (r = 0) of this rectangle. The morphogens move from the source
to the right, i.e. towards r = L. The fluorescence measurements are made in multiple
vertical layers in the tissue and summed, reducing the situation to two dimensions. The
morphogen concentration can be assumed constant in the direction transversal to r,
further reducing the situation to one dimension. Thus, C(r,t) represents the areal density
of observed morphogen at location r at time t (in molecules/pmz). D is the effective
diffusion coefficient (umz/s), combining passive diffusion and possible other transport
processes such as endocytosis and active diffusion (cf. section 5.3.1), and k is the
degradation rate (s™). Equation (1) is complemented with an initial condition C(r,0) = f(r)
and zero-flux boundary conditions at L and constant influx areal density J, through the

0
left side of the sample at r=0, i.e. Da—C(O) +J,=0.
r
The standard procedure of spatial discretisation at equidistant points 0 =ry<r;
<<, =L, with I=ry - r;and C(t) := C(r;t), followed by temporal discretisation at time

points t;, in which j represents the number of steps and the steps are equally separated
at time intervals At (corresponding to a fixed number of n’ steps); this yields
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AC (¢, D
Al—gl) ~ Z_Z(Ci—l (1;)=2C(1,)+ C, (1;)) - kC,(¢)) 2

fori=1, .., n-1, where AC(t) := C{ty1) - G(t;). We take lequal to the cell length and h
to the cell height. Multiplying both sides of (2) with the cell area A = [ h in the plane of
observation yields a similar, slightly rewritten expression for the change in the number
m;= mj(t;) of molecules in cell i at

time t; (omitting time dependence):

DA DA
A, 5y = m,) = m, = m )~ o, A )

i 12

fori=1, .., n-1, with Am; = mi(ty1) - mit;). Approximation (3) is appropriate when At
and [ are such that DAt/P < 1 and kAt < 1 are sufficiently small. Equation (3) is
complemented by similar equations at i = 0 and i = n that incorporate the boundary
conditions:

Amy = J hAt - %(mo —m,) —kAtm, (4)
An/ln - DZZAZ (mn—l - mn ) - kAtml’! (5)

In order to arrive at a Petri net model which incorporates these derivations, we use the
abstract Petri net presented in chapter 5 and specify this to include the derived
parameters. We start with a Petri net with a max-enabled semantics and places x3, ..., X,
which represent biological cells (as described in chapter 5). We then extend this with
specifications of the three main events in the process of gradient formation, using the
given derivations:

1) the first term on the right hand side of (4) represents morphogen production in the
source and transport to the first cell, x; (note that the token preservation from the
earlier model no longer applies, cf. 5.4.1).

1) the transport between neighbouring cells x; and x;, 4 is given by the first two terms on
the right hand side of (3).

I1l) lastly, the degradation in every x; is given by the third term on the right hand side of
(3).
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In other words, the marking of the places x; (for all places except x;) after a
multiple j of n” steps (in which n” represents one cycle of the modeled process, cf. 5.4.2)
can be approximated well by the solution of the diffusion equation (1) at times t;= jAt:

o L .
m, (') = b, CGrit,)dr ~ I -E[C((z —1)l,t,)+C(il ;)] (6)

where we have used the trapezium rule to approximate the integral. In this way we aim
to relate the number of molecules m; to the marking of place x;, i.e. m(x;). This brings us
to the Petri net solution and its exact workings.

6.3 MODELLING SOLUTION

The previous section illustrated the derivation of parameters from the DE model, for the
elements production, transport and degradation. In this section we present in detail our
Petri net model and describe its workings. We propose a formal, general Petri net model
for gradient formation. Given is a segment of n adjacent biological cells with the i-th cell
the immediate neighbour of the (i+1)-th cell. This is represented in the Petri net by x,
.., X, places. Morphogens are represented by tokens and can be transported only
between immediate neighbours. Transitions ty, ..., t’, represent the transport of tokens,
in the direction x; to x,. We will focus on one-directional gradient formation, strictly
from x; to x,. Figure 6.1A shows the basic structure of the net; here the first
neighbouring cells on the left side of the modelled biological tissue are shown, x3, x, and
X3.

In section 6.2 we discussed the derivation of parameters from differential
equations for three basic elements in the process. Here we explain the way in which
these parameters have been incorporated into the Petri net model.

1) Morphogen production and transport from the source to the adjacent cell x; are
modelled by the transition s and comply to the first term of (4), which is directly

translated to the weight arc of s to x;. The weight is therefore JOhAt .

Il) With the exception of x; and x, the morphogen transport from x; to x;,; follows the
first term on the right hand side of (3), which corresponds to the effective diffusion from
left to right. In order to incorporate this term into the weight arcs of the Petri net and
therefore determine the number of tokens to be transported from x; to its neighbour

Xi,1, additional auxiliary places are used for all 1<i<n:x, ..., X, and x4, ..., X"n.

These places are initially empty. The places x’; and x”; are filled with pDAt - m, tokens

and place x’;; and x”’;,1 are filled with pDAl m, tokens. After this first step in which
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Figure 6.1. The main construction of the net, shown for three neighbouring cells (A) including production of
morphogens (transition s) and influx of these in the first cell (x;); the auxiliary net in (B) determines the
order of events in the main net. Note that grey places are fusion places.
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places x’; and x”;,; are filled, these places get depleted simultaneously up to the point
where x4, is empty, leaving x’; with a token difference of pDAt-m_ — pDAt-m_ .

1

PDAt-m, — pDAt-m,

pl’

In other words, for every pl tokens in place x’; a token is moved by transition t’; from x;
to x;.1, respectively. Note that the multiplication by p in the previous step is countered
here by a division in which the token number is rounded off; this multiplication constant
is added to limit deviations caused by rounding off (cf. 6.4). Apart from multiplication
with and division by p, the steps described here correspond directly to the derivation in
(3) without the element of degradation (discussed below), as can be seen from the
following:

The number of tokens to be transported from x; to x;,4 is B =

pDAt-m_ — pDAt-m_  pDAt-m, — pDAt-m_
i Nitl + i-1 Xi
pl pl

(7)

2

m'x, =mx, _ﬂi +ﬂi—1 =mx, - 2

DAt DAt
m'.=m, — E (m, —m,_ )+ It

(mx

—m, ) (8)

Xi+1 i-1
Note that the monotonicity, described for the net in chapter 5, is maintained in the
transport of this net. When no degradation takes place, monotonicity holds in the same
way as described in 5.4.2.

Ill) Simultaneously with morphogen transport, morphogen degradation also takes place
in the cells, which corresponds to the third term on the right hand side in (3). For every
X;, this process is modelled by the transitions g;and g’; and the place r;, which is again an
auxiliary place used to determine the number of tokens to be removed from x;. The
place r; is filled with bkAt tokens (multiplication with b is used to prevent having to
round off kAt, since due to the small value of k for most biological gradients, this will
often lead to 0) and subsequently for each amount of b tokens in r; a token from x; is
removed, i.e. degraded. This results in a degradation element % = kA¢, which
corresponds with the third element on the right hand side in (3). When k is identical for
all x; monotonicity is still ensured (as in the case study discussed in 6.4).

These processes of production, transport and degradation take place in a cycle
of n’ = 5 steps. Note that n” was used in 6.2 to obtain the number of steps by multiplying
this with the number of cycles, j; thus, in the translation from DE to Petri net
parameters, At = n’j. An auxiliary net, shown in Figure 6.1B, is used to regulate these
phases and the corresponding transitions. This auxilliary net is similar to the one
presented in chapter 5; there, degradation was not modelled in explicit steps (diffusion
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and degradation were combined in one parameter) and the cycle was limited to n” = 3
steps.

As described in 5.4.2, the auxiliary net controls the transitions via n’ places, in
this case w' to w°, and activator arcs. For the full picture of the system one should
combine a single copy of the auxiliary net to the figures for all of the pairs x;, x;;1. For
clarity's sake the auxiliary net is only drawn once and places with identical labels should
be identified as one place (in Fig. 6.1 and 6.3 fusion places are shown in grey). In the
auxiliary net a token moves from one place to the next for each step in the cycle and the
events in the main net are scheduled by these token movements in the following order,
in which the number of the steps corresponds to the number of the place w which
contains a token at that point:

1. For 1 <i < n, transition ¢ fills (in m . auto-concurrent occurrences) place x’;

with PDAt -m tokens and transition ¢y fills (in m, ] auto-concurrent
occurrences) place x”;,; (and simultaneously xi,;) with pDA¢-m_ tokens. In the
Xis1

same step transitions e’; and e”’; empty x’; and x”;;; of any residual tokens left
from the previous cycle. In addition, if place f contains a token, transition s outputs
Jo - At - h morphogens to x;.

2. Transition d; removes tokens from places x’; and x”j,; in m_, ] auto-concurrent
i+

occurrences, thereby emptying x”,; and leaving the difference in x’; ; in other
words, m,, = pDAt-m_ — pDAt-m__in.
i i A+l

3. Transition t’; fires and transports /1007 tokens from X; tO Xji1.

4. In step 4 and 5, the degradation of morphogens in the individual cells is
addressed. In this step transition g; inserts bkAt - m(x;) tokens into place r;
Simultaneously, transition g; empties r; of any residual tokens left from the
previous cycle.

5. Subsequently, transition g’; removes one token from x; for each b tokens in r;.

Due to the auxiliary net, neighbouring pairs of cells are either all involved in
calculation steps (steps 1, 2 and 4) or tokens are transferred between or removed from
cells. During the calculation steps the token numbers in all places x;, representing the
biological cells, except place x; are therefore unchanged and can be accessed for
reading by other transitions. In other words calculations are orthogonal to the basic
operations of gradient formation. Another important feature of this approach is that it is
purely local; interactions between neighbouring cells are independent of the token
numbers in other cells or the length of the chain of cells.
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6.4 A CASE STUDY OF DPP GRADIENT FORMATION TO VALIDATE THE PETRI NET MODEL

For a validation of the Petri net model we use data from (Kicheva et al., 2007). In this
study, gradient formation was examined for the protein Dpp (Decapentaplegic), in the
wing of the fruit fly, Drosophila melanogaster. These proteins were studied as they
emanated from a source through the wing epithelium. The gradient could be treated as
a series of places. The 3D situation was captured in a stack of images. Firstly, a
maximum projection of this stack reduced the tissue to a two-dimensional plane; this
could further be reduced to a line of places, since the rectangular region of interest lay
parallel to the rectangular source tissue and movement at the lateral sides was
negligible cf. section 6.2.

Kicheva et al. (2007) studied the behaviour of gradient formation and the role
played in this by the process of endocytosis, i.e. the uptake of particles through
membrane vesicles into the cell (cf. section 5.3.1), which is known to contribute to the
formation of many gradients, in addition to diffusion (Fischer et al., 2011; Gurdon and
Bourrillot, 2001; Lander et al., 2002; Scholpp and Brand, 2004; Teleman et al., 2001). To
this end the authors created a partial endocytotic block in animals which were mutant
for the shibire allele and in which the source was rescued by a shibire* transgene. Using
an experimental setup, monitoring fluorescent recovery after photobleaching (known as
a FRAP assay), the values for D and k were determined under different experimental
conditions of the gradient formation. Here we simulate the process for the Dpp shibire
mutant at 32°C (Dpp-rescue) and the Dpp control group at 32°C (Dpp).

For these conditions the following values for D and k were found by Kicheva et
al. (2007) and used in the Petri net model presented here (omitting the standard
deviation): for Dpp D = 0.10 and k = 2.52 and for Dpp-rescue D = 0.06 and k = 1.53.
Based on these values, values for p and b were set at p = 10° and b = 10°, in order to
minimize errors in rounding off. The simulation results from the Petri net model are
compared to those predicted by the DE model (1), using the experimentally determined
parameter values for D, k, [, j, and h as found by Kicheva et al. (2007). For this validation
the number of cells to be modelled has been set at 30, which is a large enough number
to accurately model L, given the current case study. The Petri net therefore describes
the situation of a linear array of 30 cells, with a constant influx of morphogen at the left
(r = 0). At the far right side we assumed that morphogens cannot flow out of the last
cell. In our DE model this is represented by zero flux boundary conditions at r = L (see
section 6.2; L = 300). Note that this differs from the DE model employed in Kicheva et al.
(2007), where the array of cells is assumed to extend infinitely far. The finite number of
cells in the Petri net has been taken into account in the derivation of parameters from
the differential equations (cf. 6.2).
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Gradient formation is considered finished once a steady state has been
reached, i.e. a state in which morphogen concentrations stay the same in all cells, due to
a balance between production, diffusion and degradation. For the diffusion equation
model, the exact steady-state solution C* to the diffusion equation (1) is given by

CH(r) = Lo, =+k/D (7)
(r) NN Iz

In our case, with a finite array of cells and Neumann conditions at r = L, (7) requires an
additional correction factor: the exact steady state solution becomes

- 2u(x-L)
wron_ Jo ,/,,‘l+e
C*(r)= \/k_De =T (3

For comparison of the density description by means of C with the number of tokens in a
cell as computed by the Petri net the first must be converted to the number N, of
morphogen molecules in cell k, by means of

kl
N, (t)=h j( Ly, Clryr, (9)

where [denotes the cell length, h the cell height and k=1, 2, ..., 30. The integral in (9) is
approximated by means of the basic trapezoidal rule, yielding

N (t) = hl -%[C((k —)I,0)+ C(kl,1)]. (10)

Here [=2,6 ymand h =2,6 um.

In the Petri net a steady state is reached once the marking of the entire net stays
identical for two consecutive step cycles, since the behaviour of the net is deterministic
and the parameter values remain unchanged. For each of the experiments the Petri net
solution with corresponding parameter values was implemented in the software tool
Snoopy (Rohr et al., 2010) and markings of the places x, ... , x, for every 5 steps were
obtained using our in-house analysis tool PetriCalc. Snoopy was used as an interface for
the creation of the net, but due to the size of the net and the high numbers of tokens to
be processed, analysis was done with PetriCalc. This has been developed
based on the analytical methods of Snoopy. The steady state, as reached by the Petri
net for Dpp and Dpp-rescue, was found to closely correspond to the steady state given
by (8) and (10), with only minor deviations: at most 1.4 % for Dpp-rescue and 0.2 % for

Dpp.
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Figure 6.2. Visualisation of different states in the process of gradient formation for Dpp-rescue (A)
and Dpp (B), at time points t = 600s, t =2400s and t = 12000s, of which the latter represents the
steady state of the process. For each of the time points the token numbers in the places representing
cells, i.e. x;to x30, as predicted by the Petri net model (PN) is compared to the token numbers derived
from the concentration levels, predicted by the DE model.

In addition to the steady state, we also compared the gradient formation at
moments during the process, t = 600s and t = 2400s. For the DE model, these time-
dependent solutions were computed using COMSOL Multiphysics package (version
4.2.0.150) for the finite element. Again the Petri net and the DE model yielded
corresponding results, with minor deviations: on average 0.01% for Dpp with a
maximum deviation of 0.46% and on average 0.02% for Dpp-rescue with a maximum of
0.2%. In Fig. 6.2 the Petri net marking corresponding to times t = 600s, t = 2400s and the
t = 12000 are compared to those predicted by the DE model; the situation at t = 12000s
represents the steady state.

6.5 CONCLUSION AND DISCUSSION

We have presented a generic Petri net model for biological gradient formation, based
on the model presented in chapter 5. The current model incorporates elements from a
discretised DE model for gradient formation. The resulting parametrized Petri net is
more versatile and can be fitted to a wide range of instances of the process. This has
been shown for the case study of Dpp and Dpp-rescue gradient formation in the fruit fly.

As with DE models, the Petri net allows quantitative analysis of gradient
formation. Due to its modular nature the Petri net can easily be adjusted to other
observed instances of gradient formation, both with regard to changes in parameter
values and to the length of the tissue under study. While the current model represents
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w! w2

wb

Figure 6.3. The main construction (A) of the net and auxiliary net (B) for the situation of two-directional
gradient formation. Note that the main construction shown here differs from the main construction in
Fig. 6.1 solely in the addition of transition t".;.

the tissue as a one-dimensional structure, i.e. a line of cells, the approach is amenable to
extension in two and three dimensions, by connecting cells not only in the x-dimension,
but also in y- and z-dimensions. In this way the approach increases possibilities for
guantitative analysis of a wide range of experimental conditions. Furthermore, by
adding one transition, the Petri net can be made to model transport of tokens between
neighbouring cells in two directions, as illustrated in Fig. 6.3.

The graphical element of the Petri net framework makes the process insightful
to biologists and amenable to experimental setups which interfere with the unfolding of
the process. In this way it becomes possible to simulate e.g. grafting experiments, in
which part of the tissue is removed or replaced and the effects are studied. For gradient
formation in particular, experiments have been performed with FRAP assays (Kicheva et
al.,, 2007; Carrero et al., 2003). In these experiments part of a tissue containing
fluorescently labelled proteins is locally photobleached, after which recovery of the
gradient of fluorescent molecules is studied. Since the structure of the presented Petri
net closely resembles the observed biological situation, it can be used to simulate
similar experiments using quantitative data, by removing places which correspond to
particular biological cells or depleting these of tokens.

Finally, we hope to explore possibilities of building hierarchical nets, using e.g.
nets-within-nets (Valk, 2004) and/or refinement, to model particular subcellular
processes, such as passive and active diffusion through the extracellular space and
degradation by means of endocytosis, cf. 5.3.1.

The Petri net of gradient formation illustrates an approach that brings together
aspects from process and equation based modelling techniques, i.e. from Petri nets and
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differential equation models; this merger of techniques provides new prospects for
simulation and analysis of the process of gradient formation. On a broader scale it
underlines the importance of integrative methods for the field of developmental
biology, which will be addressed in more detail in the next chapter.
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CHAPTER 7. INTEGRATION OF MODELLING TECHNIQUES

In the previous chapters we have addressed several case studies of modelling
techniques, applied to processes in developmental biology. The development of the
heart in the turtle Emys orbicularis was studied using 3D reconstructions in chapter 2,
followed by a detailed study of the outflow tract development, using 3D reconstructions
based on high resolution images in chapter 3. Subsequently, the use of ontologies in
describing vertebrate anatomy, development and physiology was examined in chapter
4. Finally, gradient formation was modelled using the modelling framework of Petri nets.
Both a conceptual, qualitative approach was presented, in chapter 5, and a more
concrete, quantitative approach, incorporating aspects of differential equation models,
in chapter 6.

The used techniques each have their own particular merits, but also their own
particular limitations. The visual reconstructions gave us insight into the three-
dimensional structure of the developing turtle heart, but did not tell us much about its
specific physiology. The Petri net model of gradient provided us with a way to simulate
gradient formation, but did not inform us about the visual appearance of the resulting
developmental patterns. In order to extend the functionality of these modelling
techniques and try and overcome some of these limitations the goal of the research has
been twofold. In the case studies, in particular in chapters 2 and 3, developmental
processes or structures have been studied within a biological context. In this way they
contributed to our understanding of developmental biology. But at the same time, for
each of the cases an integration of modelling techniques was strived after, in order to
extend the methodology used in models of developmental biology. With the increase in
data production in the life sciences, due to e.g. high throughput techniques, novel
methods are needed for analysis. Here integration plays an important role, both of data
and of methods. The rising interest in these types of integration is illustrated by the
publication of a journal specifically dedicated to this topic, the Journal of Integrative
Bioinformatics. This journal covers data integration, method integration and
combinations of both, in particular for the fields of molecular and systems biology. In
general, data and method integration are currently focused on the field of systems
biology (Hoehndorf et al., 2011; Takai-lgarashi, 2005; Zhang and Verbeek, 2010), dealing
mainly with pathway modelling. However, the field of higher level developmental
biology (i.e. on tissue and organ level) also stands to gain from integration techniques.
Method integration is in this case more relevant than data integration, since data
increase is less prominent in higher level developmental biology. It is for this reason that
we have investigated method integration for this field by means of the presented case
studies.

CHAPTER 7 — INTEGRATION OF MODELLING TECHNIQUES



126

For each of the separate studies the biological context and relevance has been
addressed in the corresponding chapters. This concluding chapter will focus on the ways
in which integration of modelling techniques has been used or proposed to increase the
(accessibility of) knowledge contained within the model system. In chapter 1 four
categories of models were presented (verbal, visual, algorithmic and equation based)
and the current chapter is based on this same distinction. For each category, integration
methods have been investigated, albeit not yet fully implemented or presented for all
cases in the previous chapters. Here | present a short overview, looking at these
combinations one by one. Additionally, in the case studies we have looked at
combinations of models of the same type, for different purposes. These are discussed in
section 7.5. At the end of the chapter a table is provided, in which an overview is given
of all combinations described here.

7.1 VERBAL AND VISUAL: COMBINING ONTOLOGIES WITH DIAGRAMS AND 3D MODELS

In chapter 4 the functionality of ontologies for developmental biology has been
discussed. We have looked at new ways to model knowledge of biological structures
using ontologies. One way of doing this was to change the focus of the organization of
the captured knowledge, from one particular species to the group of vertebrates in
general. Another proposed way of extending the functionality was by integrating other
ways of presenting the data. This has been done by including both visual and algorithmic
functions, of which the latter will be discussed in the next paragraph.

Two ways of visualising the knowledge can be used for the vertebrate heart
ontology. First of all the information captured in the object and data properties (linking
classes and instances to one another or to pieces of data respectively) can be visualised
in diagrams, as mentioned in 1.3.2. In these visualisations of ontology information in
diagrams, classes and instances are represented as nodes and the connections between
these as edges; these diagrams can be categorized as class diagrams. As can be seen
from the blood flow diagram presented as an example in Fig. 7.1, this way of visualising
the data helps the user get an overview of information contained in the ontology. When
only taking into account the verbal information in the ontology, it is hard to get the full
picture of for instance blood flow. Diagrams such as these can be produced for all
properties modelled in the ontology. They are particularly useful for our dynamic
ontology, in which different physiological situations are modelled; a diagram can
provide insight into a particular situation of interest.

A second way in which visual models and ontologies can be combined is by
visualising results of ontology queries in 3D reconstructions, as discussed in 4.4.4, cf.
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DR_Atrioventricular_canal

DR_Bulbus

DR_Ventral_aorta

Figure 7.1. Diagrammatic
representation of the blood
flow information for Danio rerio,
contained in the ontology
system, cf. chapter 4.

Fig. 4.4. Combining these methods has benefits both for the 3D reconstructions and for
the ontology. By linking the 3D reconstructions to an ontology one is forced to use a
standard vocabulary when annotating the structures, in order to identify these with
classes and instances in the ontology. This standard vocabulary makes it easier to
compare and study different reconstructions and helps prevent miscommunication. The
overview of turtle heart development (provided on the website http://bio-
imaging.liacs.nl/galleries/), as presented in chapter 2, illustrates this. At the same time,
combining these methods also enriches the ontology. A query of the ontology results in
a list of names of relevant structures and/or instances and visualising these in a 3D
reconstruction provides the user with more information. Other examples of combining
ontologies with 3D reconstructions exist (e.g. K6hn et al., 2004) and in chapter 4 our
particular method and its benefits have been explained.
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7.2 VERBAL AND ALGORITHMIC: COMBINING ONTOLOGIES WITH PETRI NETS

The vertebrate heart ontology has been developed with future extensions in mind, in
particular with a complementary Petri net model. The information on context-
dependent heart physiology, modelled using object and data properties in the ontology,
lends itself for modelling in a process oriented method like Petri nets. Our aim is
therefore to connect the ontology to a Petri net simulating the blood flow, in which the
Petri net takes information on blood pressures and shunting from the ontology.

Currently we are working on new tools for the simulation and analysis of Petri
nets, for instance using mathematical software. Several tools exist for the
implementation and simulation of Petri nets, e.g. Snoopy, CPNTools and Pipe2, each
restricted by certain limitations. Developing a more generic tool, which allows a range of
input file types for the Petri nets and gives the user control over arc functions and firing
rules, we hope to overcome these limitations; one of the strengths of Petri nets is the
ease with which its theory can be extended to include e.g. new arc types or firing rules.
This makes the modelling framework easily amenable to particular needs of a research
field like developmental biology. In response to the expansion of Petri net theory (e.g.
with Hybrid Petri nets), existing tools are constantly being adapted and new tools are
developed. A tool which allows the user direct access to the theoretical basis will create
greater freedom in modelling complex biological processes.

In this way we hope to be able to extract variable values from the ontology and
use them in the weight functions of the corresponding Petri net. Consequently, we
would combine the semantic properties of ontologies with the ability to model
(concurrent) processes of Petri nets.

Combinations of Petri nets and ontologies have been used and reported
sporadically for other fields (e.g. Takai-lgarashi, 2005; Recker and Indulska, 2007), but
there the focus has been different; ontologies were used in these cases to establish a
standard ‘language’ for Petri net components within a particular research area (e.g.
signalling pathways; Takai-lgarashi, 2005). This systematization of Petri net semantics
enables researchers to communicate and share Petri net models more easily. To date no
combinations of Petri nets and ontologies have been presented in literature for the field
of developmental biology and in particular for physiological processes. Furthermore no
methods have been described in which simulation of a Petri net model directly relies on
information provided by the ontology in a dynamic way, such as proposed for the
vertebrate heart ontology. Developing such a method will help extend the functionality
of both ontologies and Petri nets for the field of developmental biology.
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7.3 ALGORITHMIC AND VISUAL: COMBINING PETRI NETS WITH 3D MODELS

In chapters 5 and 6 the problem of modelling gradient formation is addressed and a
solution is presented with Petri nets. This model serves as a proof of concept for the use
of Petri nets for higher level developmental biology. Originally, the biological process
selected as a case study was the formation of the anterior-posterior axis (AP-axis) in the
frog Xenopus laevis. This process comprises several smaller processes, one of which is
gradient formation. The model of gradient formation has been constructed with the
underlying future aim of combining it with other modelled elements of the AP-axis
formation, in order to obtain an all-encompassing Petri net model of the process (this is
addressed in more detail in 7.5).

An important aspect of the process of AP-axis formation is the expression of a
series of Hox genes, which play a pivotal role in the development of all vertebrates.
Changes in the order of the Hox gene expression in this process can lead to severe
developmental aberrations (Wolpert, 2002; McNulty et al., 2005; Stern et al., 2006;
limura and Pourquié, 2007). The expression patterns of the Hox genes as seen in
embryonic development can be visualised by staining the gene products using the
technique of (fluorescent) in situ hybridization. By performing experiments which
interfere with normal AP-axis formation (for instance by knocking out Hox genes, cf.
McNulty, 2005; or by removing the organiser mesoderm, cf. Jansen et al., 2007),
anomalous patterns can be obtained that provide us with new insights in the process.
Ideally, a Petri net model of the entire process would be able to reproduce and possibly
predict experimental results. When executing the Petri net, it would be helpful if users
were provided with visual information about the process in addition to the abstract
information on token movement. Therefore we would like to connect states of the Petri
net model to 3D reconstructions with corresponding Hox gene expression patterns.

[l ectoderm W Hox D1 expression
endoderm M organiser mesoderm

Il mesoderm

Figure 7.2. 3D reconstruction of a stage 11 Xenopus laevis embryo, showing the three germ
layers and the Spemann organiser, as well as the expression pattern of Hox gene D1.
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To this end we have, in collaboration with the Institute of Biology Leiden (IBL),
obtained several sectioned Xenopus laevis embryos of different developmental stages in
which different Hox genes have been visualised by in situ hybridization. From section
images of these embryos, 3D reconstructions have been created (using the methods
described in chapter 2), of which an example is shown in Fig. 7.2. Since in situ
hybridization is only possible for two (or sometimes three) genes in one experiment, we
cannot visualise expression patterns for more than two genes at a time in one embryo.
Therefore work is being done on developing a template model, onto which multiple 3D
reconstructions of Hox gene expression patterns can be projected simultaneously. The
end result of this will allow us to produce visual information on many different
situations of gene expression, corresponding to particular states of the Petri net (and
thus to particular states in the biological process). In future we hope to connect these
visualisations to the Petri net model itself, i.e. we would like for the model to present
visual output whenever a state is reached for which this information is available.

7.4 EQUATION BASED AND ALGORITHMIC: COMBINING DIFFERENTIAL EQUATIONS WITH
PETRI NETS

In chapter 6 we have combined the Petri net model of gradient formation with
differential equation models of the same process. As described in 1.4, algorithmic and
equation based models differ significantly and both have particular merits. Equations
allow precise quantitative analysis of the continuous behaviour (both spatially and
temporally) of a process, while an algorithmic approach is better suited to study
particular and possibly concurrent events in the process. By incorporating parameters
from differential equations in a Petri net model, we hope to attain exact analysis and
insight into complex processes consisting of different types of events.

While differential equation models describe a process in a continuous manner
but can be discretised in time and space, Petri nets start off by describing changes in the
system states in discrete space and time steps. Petri nets allow one to model concurrent
events and hierarchical coherence of processes, while a hierarchical approach for
differential equations, using multiscale modelling, is feasible but quite involved. Thus
the two modelling approaches each hold particular advantages for modelling in
developmental biology and combining aspects opens up new possibilities in the
simulation and analysis of complex developmental processes. The current Petri net
model of gradient formation has been designed to accommodate the parameters of
existing differential equation models and has been validated using data obtained from
these equations (described in detail in chapter 6).

CHAPTER 7 — INTEGRATION OF MODELLING TECHNIQUES



131

In future we hope to be able to directly implement differential equations in the
Petri net, by enabling the weight functions of arcs to include more complex formulas.
The current work on simulating Petri nets using mathematical tools (cf. section 7.2) is
specifically focused on this. This will result in a hybrid model, which will allow more
complex computation, but will still operate in discrete temporal and spatial steps.

7.5 INTEGRATING MODELS OF THE SAME MODELLING APPROACH

In addition to integrating different types of models, each of the case studies has also
featured combinations of models of the same modelling approach. The vertebrate heart
ontology system, described in chapter 4, is deliberately referred to as an ontology
system, instead of merely an ontology, since this model is a system of three combined
ontologies. We constructed an ontology for anatomical information and one for
developmental information and used the NCBI database ontology for taxonomic
information. By separating these different types of information the anatomy and
development ontologies could be used on their own, increasing their functionality (as
explained in 4.3). Furthermore, using the NCBI database provided us with a standardized
way of addressing and including species information which increased the inter-
operability of the system. While all the information currently present in the system
could have been modelled in one all encompassing ontology, dividing information over
separate ontologies provides the system with more freedom for future expansion and
integration.

Secondly, 3D reconstructions of cardiogenesis in the turtle Emys orbicularis,
presented in chapters 2 and 3, were combined to form a developmental series,
illustrating essential stages in this process in a chronological order. In addition to these
models of cardiogenesis, several other series of models have been produced during the
research in its entirety, for instance the Xenopus laevis models, mentioned in section
7.3, and series of zebrafish gene expression models of different developmental stages.
These models are all presented in an online atlas of 3D reconstructions (Potikanond,
2012) which can be browsed and queried, allowing users access to all information in the
models as a whole, as opposed to letting them study the models one at a time.
Incidentally, this approach is also related to modelling with ontologies, since the
database organizes the models and their annotations in a structural way that can be
examined in context and queried.

Another way in which 3D reconstructions could be combined is by linking low
resolution 3D reconstructions with high resolution 3D reconstructions (i.e. models
constructed from low and high resolution images, respectively). In chapters 2 and 3 we
have presented models of the entire turtle heart in low resolution and detailed models
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of the outflow tract in high resolution. Apart from the biological insights gained from
these models, a second purpose of this approach was to integrate these models in a
hierarchical manner. The high resolution models provide a detailed view of one
particular structure, the outflow tract, but at the cost of losing the overview of the
entire heart and the position of the outflow tract in it; on the other hand, models of the
entire heart cannot provide the level of detail necessary to answer particular questions
about the development of the outflow tract. The in-house software, 3D acq, used to
capture the section images, stores the stage coordinates of the microscope for each
image in a database (cf. chapter 3), making it possible to relate high and low resolution
images of the same section on a pixel level. This in turn can be used to connect
structures in an all encompassing low resolution model to high resolution models of
these structures. Ideally the visualisation tool would include a function allowing the user
to select certain biological structures and zoom in on these.

A final modelling approach for which integration has been investigated
concerns Petri net models. As mentioned in 7.3, gradient formation is an important part
of AP-axis formation in the species Xenopus laevis. In future we aim to construct
additional models for the other events in the AP-axis formation and combine these
models and to combine Petri net models of separate processes in an all encompassing
model of the entire process. The other subprocesses of AP-axis formation include Hox
gene expression, cell layer movement and vertical signalling. We would like to design
separate Petri net models for each of these subprocesses, based on the same
assumptions and modelling decisions as the current model.

The models used to construct an all encompassing model would be of the same
biological level (the same level of magnification as it were). However, as with the 3D
reconstructions, a second way of integrating Petri nets is possible, by using models on
different levels, creating as it were a possibility to zoom in (cf. combining low and high
resolution 3D reconstructions). In the case of Petri nets this would amount to a
hierarchical Petri net, which allows one to refine particular events in the net in more
detailed subnets. In analogy with (microscopic) imaging techniques, it would correspond
to changing resolutions through different imaging modalities. This can be achieved by
identifying a transition or place with a complete net on a lower level of refinement;
when for instance such a transition fires, the net inside is activated and generates
output to the transition.

The model of gradient formation, presented in chapter 6, is amenable to this
approach. Here the process of morphogen dissipation through the tissue has been
treated as ‘effective diffusion’, corresponding to the differential equation model
presented by Kicheva et al. (2007); no distinction is made between different spreading
mechanisms, such as active and passive diffusion or endocytosis. For the current model
this generalization suffices, but in case where more detailed information is available this
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could be added to the net by means of a subnet specifying all transitions t’; and t”;.
Similarly, the process of endocytosis, which accounts for the degradation of
morphogens, could be specified by connecting subnets to all transitions p’. Due to the
modular nature of the system only one subnet design is required for each of these
detailed mechanisms; general nets for endocytosis and diffusion will serve as building
blocks and can be added to each of the cells (or pairs of neighbouring cells).

EQUATION
VERBAL VISUAL ALGORITHMIC

BASED

DIFFERENTIAL
ONTOLOGY | 3D MODEL PETRI NET

EQUATION

system of - diagrammatic
combined visualisation of

VERBAL . . .
ontologies | information
of the - visualisation of
ONTOLOGY
vertebrate | ontology query
heart results
- online atlas of
3D
VISUAL

reconstructions

3D MODEL

- Petri net of
gradient
formation
incorporating
- hierarchical net parameters

ALGORITHMIC

PETRI NET with specification | from
of diffusion and differential
degradation equations

mechanisms

Table 7.1. Overview of ways in which the modelling techniques, presented in this dissertation, were integrated.
Elements in black have been realised, elements in gray are planned and have been taken into account in the
modelling decisions of the current models.
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This concludes the discussion of integrative modelling methods, used in this
research, and the presentation of the research as a whole. In order to investigate and
further the use of modelling techniques for developmental biology, four modelling
approaches were selected, each on the basis of particular merits for modelling
phenomena in developmental biology and each representing a different category from
chapter 1. This has led to a broad scope of the study. The 3D reconstructions underlined
the significance of spatial information and high resolution imaging in understanding
complex developmental anatomy. Secondly, developmental, anatomical and
physiological information was structured formally in the vertebrate heart ontology, in
order to investigate the uses of formal organization of knowledge for this particular
field. Thirdly, the Petri net framework was chosen for its ability to model the dynamics
of complex processes, including modular and hierarchical elements, which are
particularly relevant to developmental biology. And finally, by combining this with
aspects from differential equations commonly used to model developmental processes
such as gradient formation, the prospects for simulation and analysis were widened. In
each of these projects, the integration of modelling methods has been taken into
account as well, as described in this chapter. The combinations of the techniques, used
in this research, are summarized in Table 7.1, which includes both projects that have
been realised and projects that are planned for future work, as discussed above.

The modelling approaches, discussed in this dissertation, have thus provided us with
novel ways to modelling biological phenomena, as well as new insights into
developmental biology and have laid the groundwork for integrating diverse modelling
methods for developmental biology.
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SAMENVATTING

Modelleren is van oudsher een essentieel onderdeel van biologisch onderzoek.
Versimpelingen maken de geobserveerde realiteit inzichtelik en ondersteunen
theorievorming. Simulatie en analyse van modellen leiden tot nieuwe inzichten in
biologische processen en vormen zo een belangrijke aanvulling op laboratorium-
experimenten. Diverse modelleermethoden hebben toepassingsmogelijkheden in de
levenswetenschappen en het groeiende belang van computationeel onderzoek,
gedurende de afgelopen decennia, heeft ook op dit vakgebied grote invloed gehad.

In dit onderzoek worden verscheidene modelleertechnieken voor het
onderzoeksveld van de ontwikkelingsbiologie behandeld, met speciale aandacht voor de
integratie van deze methoden. Steeds ligt hierbij de nadruk op het computationele
aspect van het modelleren. Hiertoe wordt in het eerste hoofdstuk een overzicht
geboden van relevante eigenschappen van modelleertechnieken, e.g.statisch vs.
dynamisch en kwalitatief vs. kwantitatief. Dit wordt gevolgd door een overzicht van
modelleermethoden, verdeeld in vier categorieén: verbale en visuele methoden (beide
van nature niet-computationeel) en algoritmische en wiskundige methoden (van nature
computationeel). Dit hoofdstuk vormt een theoretische basis voor de hierop volgende
hoofdstukken, waarin een serie case studies aan bod komt.

In het tweede hoofdstuk wordt een studie gepresenteerd naar de
hartontwikkeling van de schildpad Emys orbicularis. Op grond van histologische secties
van embryo’s in verschillende ontwikkelingsstadia is een serie 3D-reconstructies
gemaakt, die de embryonale ontwikkeling van het hart illustreert. Deze modellen passen
binnen de categorie van visuele modellen, besproken in het eerste hoofdstuk. Het
ventrikel van het schildpadhart bestaat uit drie cava die gedeeltelijk van elkaar worden
gescheiden door twee septa, het horizontale en het verticale septum. De 3D modellen
maken duidelijk hoe het horizontale septum wordt gevormd door een uniek proces van
heart looping; de proximale component van de outflow tract komt ventraal voor het
ventrikel te liggen en de wanden van de twee structuren fuseren en vormen zo het
septum. De modellen zijn toegankelijk gemaakt op http://bio-imaging.liacs.nl/galleries/;
hier is een TDR-viewer beschikbaar om de modellen visueel te bestuderen.

Het derde hoofdstuk behandelt een vervolgstudie naar het hart van de
schildpad, waarin de aanpak uit het tweede hoofdstuk verder wordt uitgewerkt. Hierin
wordt de ontwikkeling van de outflow tract nader onderzocht, aan de hand van vijf 3D-
reconstructies. De reconstructies hebben een hogere resolutie dan de eerder besproken
modellen en bieden daarom een gedetailleerder beeld van de ontwikkeling van de
outflow tract, de endocardiale kussens en het aortopulmonaire septum in de tract. De
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modellen onderschrijven de eerdere bevinding dat het cavum pulmonale in het
volwassen hart een functioneel onderdeel vormt van het ventrikel, maar in de
embryonale ontwikkeling deel uitmaakt van de outflow tract. De posities van de
endocardiale kussens bevestigen dit. Dit ontwikkelingsproces heeft twee belangrijke
consequenties: 1) het proximale deel van de outflow tract raakt niet opgedeeld, zoals in
zoogdieren en vogels; 2) de endocardiale kussens in het distale deel van het ventrikel
ondergaan geen actieve verschuiving binnen de outflow tract, maar komen door de
heart looping op de overgang tussen cavum pulmonale en outflow tract te liggen. Dit
representeert een nog niet eerder beschreven ontwikkeling van het vertebrate hart. Het
gebruik van 3D modellen is cruciaal voor het begrip van dit proces, aangezien foto’s en
schematische beelden in 2D het complexe karakter hiervan niet goed kunnen
weergeven. De studie onderscheidt zich bovendien van de studie in het vorige
hoofdstuk door de kleinere schaal van de bestudeerde structuren; het modelleren op
hoge resolutie is daarom bij uitstek geschikt voor dit onderzoek.

Na de visuele modellen in de twee voorafgaande hoofdstukken, wordt in het
vierde hoofdstuk een semantisch model gepresenteerd. Het betreft een nieuwe
benadering van het gebruik van ontologieén voor ontwikkelingsbiologie: een generiek
ontologiesysteem van kennis over de anatomie, ontwikkeling en taxonomie van het
vertebrate hart. Drie losse ontologieén zijn gebruikt voor de verschillende typen
informatie, deze zijn onderling verbonden en informatie over specifieke vertebrate
soorten is aan het systeem toegevoegd; hierdoor is een generiek en makkelijk
uitbreidbaar systeem gecreéerd. Dit kan gebruikt worden voor vergelijkende studies
naar vertebrate hartanatomie en -ontwikkeling. De methode is hier toegepast op het
hart, maar is op gelijke wijze bruikbaar voor andere organen en anatomische structuren.
De functionaliteit van het systeem wordt geillustreerd aan de hand van vier case
studies, aangaande soortenvergelijking, ontwikkeling, physiologie en 3D visualisatie.

Het vijfde hoofdstuk is gewijd aan procesmodellering door middel van de
algoritmische modelleertechniek van Petri netten. Hiermee wordt een proces
beschreven in een diagram, bestaande uit passieve entiteiten (plaatsen) en actieve
gebeurtenissen (transities). Afgezien van de visuele inzichtelijkheid van de modellen, is
het hiermee ook mogelijk kwantitatieve analyses uit te voeren; dit maakt de methode
bijzonder geschikt voor het modelleren van biologische ontwikkelingsprocessen. In dit
hoofdstuk wordt een generiek model gepresenteerd van biologische gradiéntvorming,
waarin plaatsen de biologische cellen representeren en transities het transport van
morphogene moleculen tussen deze cellen. Door het model nauw te baseren op het
biologische proces is het model makkelijk schaalbaar, algemeen toepasbaar en zowel in
de eindstaat als in de tussenliggende staten in overeenstemming met de biologische
situatie.
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In een vervolgstudie op het hierboven beschreven onderzoek is het model van
gradiéntvorming uitgebreid. Het zesde hoofdstuk bespreekt een nieuwe methode voor
het modelleren van dit proces, waarbij de categorieén van algoritmische en wiskundige
modelsoorten zijn gecombineerd. Gradiénten worden dikwijls met differentiaal-
vergelijkingen beschreven en door aspecten van deze vergelijkingen in het Petri net op
te nemen wordt de kwantitatieve kracht van het model groter, terwijl het tegelijkertijd
de intuitieve overzichtelijkheid van het visuele Petri net-diagram behoudt. Voor de
validatie van het model zijn concentratiedata uit literatuur, verkregen aan de hand van
differentiaalvergelijkingen, vergeleken met resultaten uit het Petri net-model; het
model komt overeen met de bestaande wiskundige modellen en daarmee met de
gemodelleerde experimentele observaties.

Elk van de cases studies uit de vorige hoofdstukken was gericht op het
optimaliseren en innoveren van modelleermethoden voor ontwikkelingsbiologische
vraagstukken. Hiernaast is ook aandacht besteed aan het integreren van
modelleermethoden, om zo de functionaliteit van de modellen te vergroten. Het
zevende hoofdstuk geeft een overzicht van elk van de mogelijke combinaties van
modelleertypen die in dit onderzoek aan de orde zijn gekomen.
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