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Chapter 4

Why we do understartie dog that the man
walks barksut struggle withihe dog walks

the man that barks

A Semantic Memory Account for Hierarchical and

Linear Linguistic Recursion (SMR)

This chapter is based on: Lai, J. & Poletiek, Bb(sitted).
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Abstract

Previous theoretical “locality” accounts (GibsornT&omas, 1996; Kimball, 1973; Lewis,
1996) explain the difficulty of processing hieranzi center-embedded sentences by
working memory limitations hindering accurate lingiof the long distance dependencies
that center embedded constructions generate. Alisn sentences with right branching
relative clauses with dependencies in nearby positare easier to process. Although a few
studies showed effects of semantic characterisficslated words in complex sentences
(Blauberg & Braine, 1974; Christiansen & MacDon&@09; Powell & Peters, 1973; Stolz,
1967), it is unclear how positional relatednessrimtts with semantic relatedness between
words in linear and hierarchical constructions. p¥esent a sentence comprehension study
manipulating structure (hierarchical and linear &me congruency between the semantic
and positional pattern of word associations (matgematch and neutral) in the sentence.
The data suggest a strong influence of semantitastia pattern congruency, which
occasionally even fully overshadowed difficultiesised by syntactical structure and
positional distance. Moreover, this congruencyafifeas equally strong for linear and for
hierarchical structures. We propose our semantigiong model for processing recursive
(SMR) structures to account for this effect, whieim not be explained by the classical
locality view. SMR also challenges the classicaluasption that hierarchical structures are

complex and linear not (Gibson, 1998).
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Sentence complexity has been a notable focus erfeist to psycholinguists.
Recently, linguistic recursive complexity has beeoposed to be the crucial factor
distinguishing humans and nonhumans (Bloomfieltht@er, & Margoliash, 2011;
Corballis, 2007; Grainger, Dufau, Montant, Ziegier-agot, 2012; Hauser, Chomsky, &
Fitch, 2002; Lai & Poletiek, 2011; Rey, Perructé&fagot, 2012). Recursion is a
computational self referential mechanism, whicbwad for a finite number of rules to
produce an infinite set of output (Chomsky, 199 Here are many types of recursive rules
in language. However, one particularly complex tgpescursion in natural language
sentences has been much studied, namely, centerdeled (CE) structures, typically
described formally as8" grammar (Fitch & Hauser, 2004). Assuming two word
categories: A-words (e.g. nouns in natural langyage B-words (e.g. verbs in natural
language), the CE"B" grammar specifies a basic rule about which A wondy be paired
with which B words, and a recursive operation faeirting a grammatical AjBj pair within
another AiBi pair to result in a new grammaticaitegce. In this manner, CE sentences
follow an AiAj...BjBi pattern. Since the embeddingstture involves a “stack” of
syntactically dependent elements possibly far afn@y each other in the sentence (e.g., Ai
and Bi), CE structures are called “hierarchicald amon-linear and therefore require
hierarchical cognitive processing (Christiansen Batr, 1999). For example, in the
natural sentence (1) with a CE structure, a highder non-linear process of binding each
A’s to a specific B is required for correct compzakion.

Recursive rules can be linear, however, as welligint branching (RB) structures
of type (AB)", in which syntactically related AB pairs are claseeven adjacent to each
other. In the RB sentence (2), for example, thétijposl close distance between A and B
elements is a direct cue for their syntacticaltezlaess, facilitating a simple linear parsing

strategy.

(1) John saw that the cat that the dog that the mark&athased ran awajCE]
A A A B B B
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(2) YJohn saw that the man walked a dog that chased thaaran away[RB]
A B A B A B

The difference between hierarchical structure @&mehl structure is crucial in linguistic
theories on learnability of language (Poletiek &,2012), and according to recent
theorising, parallels the distinction between thenin and animal language faculty (Fitch
& Hauser, 2004; Hauser et al., 2002). Hierarchicatessing has been argued to imply
cognitive control, higher order computation, consshess and executive control, in
contrast to linear processing, relying on low lew&imory and associative mechanisms.
However, general cognitive limitations clearly atfand limit the processing of
hierarchical structures, as evidenced in our diffies to parse structures with multiple
clauses in natural language, and also in experahstidies on learning complex artificial
systems. Though most authors agree that thererie sole for working memory
mechanisms in processing hierarchical structutés still empirically unclear and under
debatehowmemory mechanisms and associative learning cotoelay, and whether
they suffice to account for how human languagesudeal with hierarchical recursion
(Friederici, Bahlmann, Friedrich, & Makuuchi, 20Makuuchi, Bahlmann, Anwander, &
Friederici, 2009). The present study focuses oselggiestions. In particular, we argue that
memory and associative learning mechanisms caaljaexplain recursive language
processing, if we take into account the semanpeets of the linguistic input and the way
our memory deals with semantically rich content.@8guming memory content to be
meaningful, we can push the working memory acctwuatclearer and more powerful
explanation of complex linguistic behaviour.

Previous research has concentrated on the prolflémied memory as a

guantity, i.e. memory load and computational inéign effort have been argued to affect

1 In the Dutch translation of the RB sentence (@hslpositional changes would occur, because tecoban move in front of the
verb in the relative clause (being “verb final”yoWever, the typical contrast between short distaficethe linear RB
constructions and the long distances in the CEtoaetfons are conserved in Dutch. Also, the RB sésuare lined up in a linear
sequence, over time, in both languages. See alperfgix. The Dutch translation of sentence (2), thiedword-by-word
translation back in English are:

(2) Jan zag dat [de man een hond uitlietg [den kat achtervolgde] [die wegrende]

John saw that [the man adog walked] dtta cat chased] [ that ran away].
1A A B A
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differentially CE and RB sentence comprehensionabse items have to be kept in
memory simultaneously and for a longer period migtin the former than in the latter
structure. For example, CE sentences normally regataining a certain subject noun in
working memory until it can be associated withfitdher located predicate (verb), whilst

in the meantime additional noun-verb pairings havee determined. In sentence (1), “the
cat” has to be encoded, stored and retrieved fremaony, when “ran” appears at the end of
the sentence. In the middle of the sentence, tiveratouns have to be stored and retrieved,
though not before the associated verb shows up.

It is not surprising then, that a large numbertofies suggest that CE sentences
are more difficult to understand than their RB deuparts (Bach, Brown, & Marslen-
Wilson, 1986; Blauberg & Braine, 1974; BlumenthaB&akes, 1967; Caplan &
Hildebrandt, 1988; Christiansen & Chater, 1999;drafd Garrett, 1967; Gibson & Thomas,
1999; Hildebrandt, Caplan, & Evans, 1987; LarkiiB&ns, 1977; Marks, 1968; Miller,
1962; Miller & Isard, 1964; Poletiek, 2011). Morewyit is generally assumed that this
difficulty increases fast with the number of levefsembedding (LoE) for hierarchical
structures, since the dependencies are pushedfeamayach other further with each added
clause. For RB sequences, LoE is thought to wealkbet difficulty or not at all (Chomsky,
1965; Church, 1982; Gibson, 1998; Marcus, 1980¢iRei969; Stabler, 1994). From 2-
LoE on, i.e. two clauses hierarchically nestechimhain clause, sentences are barely
understandable (de Vries, Petersson, Geukes, Zlgitsk & Christiansen, 2012; Foss &
Cairns, 1970; Miller, 1962; Vosse & Kempen, 199Mhis increasing complexity is
reflected in its occurrence in actual natural laagps: 2-LoE sentences are rare in written
and even rarer in spoken language (Karlsson, 201®) complexity level that an actual
language user may have to deal with in natural &&ences, therefore, ranges from 1- to
2-LoE.

Theories explaining the difficulty to process Cltemces and the relatively low
accuracy in comprehending them have pointed at mgoapacity constrains and
computational limitations. The&tructural configuration accoufChomsky, 1965; Miller &
Isard, 1964) suggests that the low acceptabilitgBfsentences is due to the manner in

which these self-embeddings are configured. Sineeam parsers must apply the mirror-
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like recursive operation to process each clausg, lave to remember “re-entries” of each
previous clause to reach the highest level (Holh@33). This unique configuration of
dependencies can increase in complexity beyonduhean computational capacity
(Johnson, 1998). Just and Carpenter’s (1988jking memory theory of comprehensisn
based on a similar reasoning that complex strustteguire more integration and memory
resources, explaining differences in processiniicdity for CE and RB constructions, but
also individual differences.

A more recent accourthe processing overload accoy@ibson & Thomas, 1996;
Kimball, 1973; Lewis, 1996) proposes that the inéign of corresponding elements into
one constituent costs more cognitive resourcesEinh@n in RB structures, which allow for
immediate integration of syntactically related edgrts thanks to the adjacent locations
mirroring their syntactical relatedness. ®yatactic prediction locality theor{SPLT) by
Gibson (1998) provides further theoretical refinofghis working memory account. The
SPLT proposes that locality has a strong impadiath the integration cost and memory
cost: For integrating, the computational resouresesded to connect two related events
increase along with the number of constituentsstodbated in the sentence and the distance
between them. Regarding memory costs, it requil@® mapacity to maintain a local word
in memory during a longer period of time beforeah be associated with its counterpart.
Summing up the common features of theories expigidifferential processing difficulties
for linear and hierarchical recursive constructjohs assumed that computational and
memory load increase for parsing CE sentencesrapar@d to RB ones, because of the
complex association pattern of the elements antbtigedistance between them in a CE
sentence. For RB sentences, related elements tlesgyor even adjacent to each other,
memory and integration processes are hardly needed.

In line with these theoretical accounts, experiraksiudies have explored the
effect of structure and level of complexity on citiye processing, using both natural
language materials (Bach et al., 1986; Blaubergr&iri®, 1974; Kidd, Brandt, Lieven, &
Tomasello, 2007) and artificial grammars (Conwalefgon, & Christiansen, 2003; de
Vries, Monaghan, Knecht, & Zwitserlood, 2008; FitthHauser, 2004; Lai & Poletiek,
2011; Poletiek, 2002; van den Bos & Poletiek, 20li®Blauberg and Braine’s (1974)
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early study, participants’ comprehension of augifmresented CE and RB sentences with
increasing LoE were compared. They found that RBesees were more understandable
than CE ones, and higher LoE hindered CE more Riin comprehension. With 3-5 LoE,
RB sentences were hard but still intelligible, wHZ3E sentences became “virtually
impossible” beyond 2-LoE. For 1- and 2-LoE sentshbewever, accuracy of processing
did not differ significantly between RB and CE samtes. Blauberg and Braine concluded
that it was the unique hierarchically nested propef CE, which posed obstacles for
comprehension.

Findings with the Artificial Grammar Learning (AGlparadigm are consistent
with natural language studies’ findings. In the A@ocedure, typically, participants are
trained with AA,A;...B3B,B; sentences (produced by a CE grammar) @&;A,B,A3Bs...
(produced by a RB grammar) depending on the strei¢asted. After, participants give
grammaticality judgments for new strings being @itrammatical or ungrammatical.
Accuracy of the grammaticality judgements indicatesamount of learning of the
underlying grammar. Research using this paradigygessts that CE structures are more
difficult to learn than RB structures (Christians&Chater, 1999; Conway et al., 2003). De
Vries, Monaghan, Knecht and Zwitserlood (2008) efeemd no learning at all of the
hierarchical nested pattern of CE structures iaréficial grammar. However, recent
studies have looked at extra linguistic factors thight help; for example, prosodic cues
(Mueller, Bahlmann, & Friederici, 2010), frequerafyoccurrence of different types of CE
structures (Reali & Christiansen, 2007), experienith complex grammatical
constructions (MacDonald & Christiansen, 2002)nagy of the noun (Mak, Vonk, &
Schriefers, 2002, 2006), and a starting small iinginegimen presenting the exemplars over
time in increasing order of complexity, and ovearieg with the simplest exemplars
(without embeddings) (Lai & Poletiek, 2011; Polkt& Chater, 2006). These studies
revealed that factors external to the positiorraicstire can help the integration and
memory processes required to process these sestence

A poorly attended but very straightforward facteattmight support parsing
messages with complex dependencies is simply tlzimg of these dependencies. The

semantic factor has hardly been considered inidausssion about the learnability of
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hierarchical recursion — considered to be a mafteyntax (Goldberg, 2003). The present
work explores the effect of the semantic relatibesveen syntactically dependent words in
complex hierarchical sentences, and, for the tims¢, explores how semantic effects
differentially influence non-adjacent hierarchieald linear dependencies. Especially, we
model prior knowledge of language users about ¢heasitic relations between words (e.g.
A and B words) in terms of semantic distance, ialegy to positional distance. This
semantiadistance might help or hinder comprehending, dejpgnon its congruency with

the syntactic(i.e. positional) distance between syntacticadhated elements. In this manner,
we explain how semantic features of the syntadyiclpendent elements affect cognitive
processing.

The general influence of semantic effects on syi@mparsing has been shown in
a number of studies (Fedor, Varga, & Szathmary220Hor example, in the sentence
“Mary cut the bread with a knife”, the syntactidnreg of “cut” and “knife” point in the
direction of the correct syntactic analysis, anthpeehension becomes easier (MacDonald,
Pearlmutter, & Seidenberg, 1994). In an early st&lghin (1966) showed a similar effect
for parsing passive voice sentences: when thaaorfabetween two nouns were
indeterminate, i.e., object and subject were rébleraccording to real world knowledge
(as inthe girl is being held by the bpyomprehension was more difficult than when they
are irreversiblethe baby is being held by the mothén the same vein, Gennari and
MacDonald (2008) compared processing of Englishese®es with objective relative- and
subject relative-clauses. They denoted that semameterminacy strongly caused
comprehension difficulty.

A few experiments specifically looked at semantituences in hierarchical CE
constructions (Blauberg & Braine, 1974; Powell &d?s, 1973; Stolz, 1967), and more
recently, computational work with Simple Recurrbiaetworks has been carried out (Fedor
et al., 2012; Rohde & Plaut, 1999). In his earlydgt Stolz (1967) exposed his participants
to 2-LoE CE English sentences;f8A3B3B,B;) and observed comprehension under
different conditions of semantic relations betw#®nA’s and B’s. When the semantics of
the syntactically related A’s and B’s determinedithelatedness (e.glpg bark$, human

decoders “do very little syntactic processing”itwdfout thesyntacticcorrespondences

84



between individual A's and B’s (Stolz, 1967). Syati@analysis only occurs when it is
highly necessary for understanding. Powell andrB¢i973) replicated Stolz’s findings,
and concluded that “semantically supported sentenege easier to comprehend and
decode than were semantically neutral sentenceag’; fgan walky. Besides these early
experimentational studies, a few computational mathematical models (Poletiek & Lai,
2012; Rohde & Plaut, 1999; Weckerly & Elman, 19Baye looked at the effect of
semantic biases. Rhode and Plaut (1999) foundritéormance for a computational
model of CE pattern learning when semantic biasa® \present in the input. Moreover,
Weckerly and Elman (1992) observed different penfamces for two sets of CE sentences:
one set with semantic bias, i.e. verbs which werapatible with specific subjects/objects
only, the other set without semantic bias. Trainiith a semantic biased input led to better
performance.

On the basis of results reported thus far, semalhtisupporting content per se
seems to help syntactical parsing of various syictconstructions, including CE.
However, we don’t know whether semantics differahtitap into hierarchical structures as
compared to “easy” linear structures. Such an aatéwn would be expected on the basis of
a locality view on complex sentence processingethantic biases do not differ for RB and
CE, then both long distance and short distancetaari®ons might be controlled by
semantic memory in same way; and semantic distaatiesr than the positional distances
might determine how we deal with complex gramméafiedterns.

Another open question is hanterfering rather than supporting semantic relations
affect CE and RB processing. Past research hadaokgd at two possible semantic biases:
it comparedsupportingsemantic cues (determinate) aralitral (indeterminate) ones. How
do negativesemantic cues affect recursive sentence proc&ssinig third possibility, in
which a syntactical analysis goes against a pedesemantic one, can crucially reveal
which role is left over for syntactical analysisevha dominant semantic analysis is
available, in linear RB structures versus compl&hizrarchical structures. Less
interference is expected for positional easy coions than for hierarchical constructions,
by locality based views. If incongruent semantioteat, however, interferes equally with

hierarchical and linear constructions, then thisags against a substantial role for linearity
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or hierarchy as crucial determinants of cognitivecgssing, in the presence of a semantic
cue, even a cue that goes against the syntactigsisaVe propose a semantic-memory
model of recursion (SMR) to deal with these questi&MR makes specific predictions for
processing difficulties across recursive structuke&, and semantic features of the clauses.
In the same manner as memory for paired worddestad by the semantic relation

between the to-be-memorized words, sentence priogessembedded sentences is
hypothesized by SMR to be affected primarily by shenantigattern of distances between
the words that are to be integrated in the sente@atiger than the positional distances.

Regarding semantic “distances”, ever since Craikuiving (1975), recall
performance of word pairs has been shown to vaglglhidepending on their semantic
“distance”. Consider the following pairs of wordslte memorized:

1) Dog bites / Girl cries / Bird flies

2) Dog walks / Girl runs / Bird stands

3) Dog cries / Bird bites / Girl flies
The first pattern of word pairs is plausible anted@ined. The second list is plausible but
undetermined, since pairings could equally welirfterchanged. The third list is highly
implausible (going against the plausible pairinf&)dut determined (according to the
alternative pairing pattern 1). We would have rffidilty to produce the second word of
each pair in the first list when primed with thesfiword, but finding the correct pattern of
matched words in list 2 and 3 poses much morecdities. SMR assumes these strong
semantic pairing effects on memory performancégerathan “locality” (distance in time
and space between the items) to explain recursingsce processing.

SMR is rooted in a usage based view on processitigsive complex language,
assuming general memory and associative cognitiveggses to underlie how we deal with
linguistic stimuli (Christiansen & Chater, 1999;rRehet & Rey, 2005; Tomasello, 2000).
SMR, however, specifies in detail the process bicwhon-linguistic general memory
mechanisms operate to achieve comprehension ofimesr- messages.

Two crucial hypotheses of SMR are tested in opeement: The first hypothesis
is about the role of increasing complexity on pssieg recursive structures. Though both

SMR and locality-based accounts predict that markezldings lead to more processing
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difficulty, simply because the list of to be menzed pairs increases, locality theories also
predict that this effect is stronger for CE (in ahipositional distance between
dependencies increases along with the number of &né thus multiple items have to be
retained for a longer period of time and integraiedording to an analysis of their
positions) than for RB. In SMR, increased deptkmbedding is predicted to affect all
types of positional patterns equally, because tmany process resourced to retain and
integrate the pairs relies on semantic rather geaitional information. Importantly, this
prediction of SMR holds for a realistic range ofq@exity in natural language use, i.e. no
more than 2-LoE.

The second hypothesis is about the effect of sampatterns on positional
distances between syntactically related elememgsidus research suggests that when
semantic associations are determinate and congnignsyntactic positional associated
elements in hierarchical CE constructions, prooesss facilitated (Stolz, 1967). For RB
linear constructions, where the to-be-paired elémare nearby, no semantic facilitation is
needed nor expected by locality-based models, emdustic interference will not
substantially affect the analysis, because of kbar @ositional cue. In sum, if the semantic
relations are clearly incongruent with the syntzdtassociations, the locality view predicts
linear RB constructions to be less hindered tharenchical CE constructions with long
distances. SMR, however, predicts semantic fatiditeor interferencéndependentlyf
positional structure. Our model predicts a stroffigoe of semantic bias, but no interaction
with structure. It is only when semantic relatidmetween syntactic pairs are neutral and
fully indeterminate, that elements positioned claseach other might be easier to process
than distant ones. We predict on the basis of SiMIR suppressing of syntactical analysis
to occur for easy (linear) and “difficult” (hierdncal) constructions equally, when the

semantic cues are at odds with the positional patte

Experiment

In the present experiment, we manipulate strug@@Eeand RB), LoE (1- or 2-),

and three conditions of congruency between the sgonand the syntactic pattern of words

87



pairing, in sentences with one or two relative sk In the rhatch condition, pairing
patterns are congruent; in theismatch condition, they are incongruent; and in the
“neutral’ condition, they are indeterminate. The three fimli$es are displayed
schematically in Figure 1. The following sentenitlestrate the CE and RB constructions
with all types of semantic-syntactic congruencyditions.

(3) The dog that the boy pats barkislatch-CE]

(4) The dog that the cat watches rufideutral-CE]

(5) The boy that the dog pats barkslismatch-CE]

(6) The boy pats the dog that barkslatch-RB]

(7) The cat watches the dog that rufiseutral-RB]

(8) The dog pats the boy that barkislismatch-RB]

— Syntactic relation
---p Semantic relation

A1 Al . B1

A ik B2

A3 A3 +« B3
Match- semantic and syntactic AB MNeutral- semantic and syntactic Mismatch- between semantc and
relations AB relations gyntactc AB relations

Figure 1. Schematic representation of the Synt&Bgimantic relations between A and B

used in the stimulus sentences of typ& M ;B3B,B.

Method

Participants. Thirty-nine students (34 female), from Leiden Umsity
participated in the experiment for course credipayment. All were native Dutch speakers.

All had normal or corrected to normal vision.
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Materials and design. There were 96 Dutch stimulus sentences with eitheror
two relative clauses (see Appendix). For each stimsentence, two short test sentences
were constructed. Test sentences contained onecswivjd one predicate only. They served
as test of participants’ comprehension of the Istiqulus sentence displayed previously.
One of the short test sentences summarized an agerally described in the
corresponding long stimulus sentence. The otheidepécted a situation that wasta
correct description of the content of the stimwdaatence. The incorrect test sentences
contained nouns and verbs that were actually ptésehe stimulus sentence, but in other
thematic roles than those in the stimulus sentdhgeinstance, in an incorrect test sentence,
a subject noun could be associated with an unmatgteglicate. For example, the stimulus
sentencéhe girl the dog bites criesould havehe dog bitegcorrec), andthe girl bites
(incorrect) as corresponding test sentences. Tore shmmary sentences could refer to any
subject in the long sentenée3wo counter-balanced test lists were createchsnie that
each stimulus sentence had both a correct anccanrétt short test sentence. Participants
were assigned randomly to one of the two counttaread lists, which again randomized
the ordering of sentences across participants.dptiop of correct responses indicated
comprehension accuracy.

The set of stimulus sentences had one of the fiosgible sentence structures:
complex sentences with CE; complex sentences vthaRd simple sentences used as
fillers. Since RB relative clauses used in the mi@teare verb final, subject verb pairs
could be not fully adjacent, but separated by gaatmoun (see Appendix). For example:
Kees zag dat de man(Al) de hond(A2) uitliet(B1hthée(B2)[in word-by-word
translationKees saw that the man the dog walked that barkaekrall, in our materials,

RB constructions could have associated AB pairarsépd by one or two words at most
(short distance dependencies) and CE construatious have AB pairs separated by eight
words, for 2-LoE sentences. Furthermore, stimutugesces had one out of three semantic
types:match i.e. the syntactical association pattern was ngerg with the semantically
most plausible association pattemmismatchi.e. the syntactical association pattern was

incongruent with the semantically most plausibkoagtion pattern; andeutral the

2 However, for CE stimulus sentences with 2-LoEBAand AB; test sentences were excluded. This is becaube ibutch
sentences used, the subject iBambiguous. Grammatically, it can be eitheroAA;. See Appendix.
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syntactical association pattern was unrelated yosemantic association pattern, because
the semantic associations were indeterminate.nmsary, the experimental stimulus
sentences were manipulated orthogonally accordiniyeir structure (RB or CE),
according to the match between the syntacticalcéstson pattern of A’'s and B’s, and the
semantically most plausible association patterd,aotording to LoE (see Appendix for an
example of each type of stimulus sentence).

Procedure. Participants were seated in front of a monitor, wede instructed
that they would be exposed to pairs of Dutch semgnvisually. They would first see a
long sentence, and immediately after, a short ©hey had to judge whether the test
sentence corresponded with the content of the Bisraentence, or not, by pressing a YES
key or a NO key. Participants were required tonemsas quickly and as accurately as
possible. Each trial started with a fixation cr{&30ms) at the center of the screen. Each
stimulus sentence began with “Kees weet dat ...” (reeKees knows that ...” for
1000ms), and then appears word-by-word (800 msvped, no interval in-between). It was
followed by the short test sentence presentederséime manner. The task took

approximately 35 minutes.
Results

In response to recent proposals regarding psyanabitic data analysis
accounting for both variance between participantsi;em simultaneously (Baayen, 2008;
Brysbaert, 2007; Locker, Hoffman, & Bovaird, 200fHe analysis was carried out using a
mixed-effects modelling. According to our first mdiypothesis, number of LoE (one
versus two) affects processing difficulty; and Laffect processing hierarchical and linear
sentences to the same extent. There was a maat effeoE,F (1, 81) = 23.77p < .001,
but no main effect of sentence structlrdl, 81) = 2.23, n.s., nor a significant interaetio
between LoE and structuré,(1, 81) = .07, n.s. As displayed in Figure 2,@& sentences,
performance on 1-LoE (M= .84, SE=.02) was sigaifity better than that on 2-LoE
(M=.72, SE=.02)t (38) = 7.02p < .001. Similarly, with RB sentence, performancelen
LoE (M= .86, SE= .02) was significantly better thhat on 2-LoE (M= .76, SE= .02)(38)
=5.22,p<.001. At 1-LoE, performance over CE did not difiemm that over RB
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significantly,t (38) = 1.72, n.s.; also, at 2-LoE, the differebeéween CE and RB did not
reach significance, (38) = 2.00, n.s.

1,00 -

0,90 -

y

0,80 -

-+ RB

0,70

0,60 -

Mean Accurac

0,50 -

0,40

LoE

Figure 2. Mean accuracy for RB and CE sentencds wiaind 2-LoE.
Secondly, according to SMR, a strong main effésiemantic-syntactic

congruency on accuracy is expected, and no interabetween congruency and structure

is expected by SMR, though it is predicted by liigapproaches.
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1,00 -

0,90 1 \ —e
> 080 1 H.. .
g N - - N —.—Nlatch
20,70— ‘_"—"—:'Iﬂ = =O0=- = Neutral
%I — A& - Mismatch
< 0,60 1

0,50 -

0,40

RB CE

Sentence Structure

Figure 3. Mean accuracy for RB and CE over threeasgic types.

The results indeed show a main effect of semaygie bn accuracy;, (2, 81) =
31.88,p < .001, but no significant interaction between aetit type and structur€, (2, 81)
=1.83, n.s. There was no significant three-wagrinttion (Semantic type x Structure x
LoE) either,F (2, 81) = 1.16, n.s. (Figure 3). Performance anas#ic-matched (congruent)
items (M=.92, SE= .01) was significantly betterrtlem semantic-neutral ones (M=.76,
SE=.02)t (38) = 10.56p < .001, which was better than performance on séman
mismatched ones (M=.72, SE= .02(38) = 2.50p < .05.

Though the interaction between semantic type andtstre was not significant
overall, Figure 3 shows differential performanceR® and CE for the neutral items,
indicating that only these semantically neutrahisewere sensitive to positional
organization of the pairs. This sensitivity waseatidor items with either a matching or
mismatching cue. For matched items, RB structuvks .02, SE= .02) did not differ from
CE structures (M= .92, SE= .01)38) = .04, n.s. Similarly, RB mismatched struetur
(M= .71, SE= .03) did not differ from CE mismatchstductures (M= .72, SE= .02)(38)
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= .32, n.s. Only for the neutral items, did perfanoe for RB structures (M= .81, SE=.02)
surpass performance for CE structures (M= .71, S2¥significantlyt (38) = 3.32p
< .005 (see also Figure 4).

Figure 4 summarizes the effects of the manipulatiaken together; only in the
absence of semantic cues, RB constructions outpe®E constructions, and CE
constructions are more strongly disrupted by aritidel LoE than RB ones. For CE, the
difference between mismatch items and neutral aresnot significantt, (38) = .33, n.s.
Notice further two contrasts displayed in Figuriadt are inconsistent with a locality view:
for CE, 2-LoE matched sentences (M= .88, SE= .G&pwcored even better than CE 1-
LoE neutral (M= .79, SE=.03),(38) = 2.82p < .01, or CE 1-LoE mismatched ones
(M= .76, SE=.03)t (38) = 3.86p < .001. CE sentences with matching semantic-stintac
content, with both 1- and 2-LoE items, were bgtrercessed than RB sentences without

semantic cue, (38) = 6.42p < .001.
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Figure 4. (a) Mean accuracy for 1-, and 2-LoE RBrdtree semantic types.

(b) Mean accuracy for 1-, and 2-L@E over three semantic types.

Discussion

The present sentence comprehension study compardise first time, the effects
of positional and semantic aspects of dependenoiéisear RB versus hierarchical CE
structures, putting our SMR against the standardlity view. Our results show that for
recursive sentences within the range of compledkidy is actually present in natural
language (1- or 2-LoE), sentence structure didaffect comprehension. Two levels of

embedding sentences were more difficult to protess one level sentences, however. But
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this effect was independent of structure. Thusditeimental effect of additional relative
clauses (that directly affects sentence length)wedigarger for hierarchical structures
where the dependencies are pushed apart to fyptiséions, than for linear structures
where the dependent elements remain in constarttypasitions. This data is hard to
explain by a locality perspective that predicts endifficulties for multiple embeddings in
hierarchically organized recursion than in lineszursion.

Furthermore, in line with SMR, there was a stramtuence of the preferred
semantic association pattern of dependent elenoentemprehension. When a semantic
cue was available to associate dependencies psér-wistrongly facilitated comprehension,
if that cue wasongruentwith thesyntacticalassociation pattern. Inversely, it strongly
hindered comprehension if the cue waongruentwith the positional association pattern.
Strikingly, the semantic cue affected comprehensidependently of the sentence
structure. When a semantic association schemédombrds was available, it would
strongly determine the sentence interpretation tewea the positional scheme being linear
or hierarchical. For example, both the linear sece¢he girl bites the dog that criemd
the hierarchical structured sentence with the ssengantic conterthe dog the girl bites
crieselicit an inaccurate but semantic plausible intetation equally often. Another
indication of the secondary role of positional imf@tion was that number of LoE failed to
influence this semantic bias differentially for RBd CE structures. As accounted for by
SMR, when there is a clear semantic pairing schiemthe elements, it strongly directs the
integration of the sentence, whatever the positidistance of these elements. Positional
factors also do not play a greater role with 2nthéth 1-LoE.

In line with past findings, when there was no seticatue to organize and retain
in memory the pairing of elements, positional pattenattered. The “pure” syntactical
analysis then performed was remarkably poor, thpugtying from 85% accuracy for the
easiest linear sentences with 1-LoE to 62% fordn@ical sentences with 2-LoE. Though
the latter contrast seemingly supports the locailigyv, the overall low performance for the
neutral sentences when the structure is linear faglthe positional conditions optimal)

remains puzzling, for both locality theories anasslical linguistic models assuming a
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predisposition for parsing the grammars of humaguages (Chomsky, 1965; Church,
1982).

Our experimental results challenge the view thatm@hension of recursive
linear RB structures is generally better than tiakecursive hierarchical CE structures
(Foss & Cairns, 1970; Marks, 1968; Miller & Isal®64), because CE structures require
on the one hand the elements to be retained dariogger period of time in memory, and
on the other hand, a more sophisticated computdtimechanism to determine the paired
association of the elements than in RB sentenciss¢8, 1998). Instead, we found that
semantic “distance” between the elements actuallige friction to or alternately subserved
an accurate analysis. When the semantic associtfame happens to be in line with the
syntactic scheme, recursive sentences are proceasyglwhateverthe syntactic scheme.
The memory processes that are resourced to actienprehension of complex sentences
also support our memory for meaningful materialsegponding to real world knowledge,
autobiographic and contextual knowledge.

A similar semantic driven mechanism for sentenca@hension was proposed
in the “good enough” parsing approach (Ferreiralega& Ferraro, 2002). Human parsers
build up connections between words with the helthefr real-world knowledge. As long
as the available semantic pairs convey “good enbomgganings for understanding, parsers
rapidly take advantage of that for comprehensiareHwe compared semantic influences
for hierarchical and linear constructions. The maacies found for even easy recursive
patterns underline that good enough consideratrnggly rely on semantic analyses.

Theories studying positional effects typically trisaear RB recursion as the
simple “baseline” for comparisons with other mooenplex varieties of recursion
(Christiansen & Chater, 1999). Accordingly, RB stwres are argued to be processed
without any difficulty (Church, 1982; Gibson, 1998arcus, 1980). The present results
give a new perspective on what makes recursioicdiffor not. For example, RB
sentences were no longer simple to process whesethantic cue was inverse to the
positional cue. When there was no semantic cudjriRar sentences with only one clause
were not always accurately interpreted. Our SMRysats that not RB (as opposed to CE)

is the easy default “baseline” form of recursiontfee language user, but the situation in
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which the semantic association scheme and theigruaitscheme match. All conditions
that deviate from this default situation, eithecdgse there is no semantic cue (and the
parser has to resource pure abstract syntacticalledge), or the semantic cue goes
against the syntactical analysis (the parser iguiied by syntactical knowledge), cause
difficulties.

One consequence of SMR is therefore that RB see$esie not more “basic” than
CE sentences per se. For example, the senthadmy walks the dog that barksuld not
be more frequent, basic or easy for language tisanghe dog the boy walks barkButthe
dog the boy walks barks predicted by SMR to be much more frequent asiee to
process thathe boy the dog walks batke the SMR view, it is this contrast reflected in
differential frequencies and processing difficultgtween the “default” supporting
semantic scheme versus the neutral or interfeengasitic scheme in recursive sentences,
which guides learning and everyday usage of thesstaictions. It is also this contrast that
explains how general cognitive low level mechanissagh as semantic memory and
associative learning, provide powerful resourceguide learning. Indeed, a human learner
might be exposed to default recursive sentencesinnhe early stage of learninthé girl
the dog bites crigsand therefore get prepared to understand thiatitavs (e.g. sentences
without semantic cue) from default in a later stée girl the dog sees waks

To evaluate the SMR model further, various typeseeéarch are needed. For
example, we need to know how much language useracanally exposed to semantically
supported hierarchical structures and to the dipess of semantic matching patterns. If, as
we hypothesize within SMR, neutral and semanticaligmatching sentences are largely
outnumbered by semantically supporting ones, witlhénset of hierarchical sentences a
language user comes across, this would speakdd®MR model. Notice that an analysis
of the occurrence of the different types of sentaistyntactical congruency in sentences
requires more than an analysis of isolated sensemica corpus. Indeed, the semantic
plausibility of a pattern of relations in a CE samte depends on contextual factors, like
discourse context, but also of the personal backgtd&nowledge of the listener. Referring

to the example above, a sentence filegirl the dog bites criemight be easy to parse
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because of its description of an actual scenedandhl world, but it might also be hard to
parse, in the absence of such a scene, or ifnt@nsistent with what happens around.
Positioning our study in the research on the Idailitaof hierarchical structures,
our results support the low level mechanisms exgilan of how humans deal with the long
distances involved in hierarchical structuresirne With statistical learning models of
language learning, SMR is “usage based” (Christiar& Chater, 1999). In contrast to
statistical approaches, however, the focus of gplamation for the handling of long
distance dependencies is not on mechanisms thetawe positional distances (like
transitional probabilities over more than one predg element, or changes in variability of
elements in given positions) (Gomez, 2002). Ihis SMR concept of semantical “distance”
between elements, which explains the present néavaahow we deal with recursive
complex linguistic constructions. In particular, yve do easily understand the
hierarchicathe dog that the man walks barksit struggle with the linedhe dog walks the

man that barks.
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Appendix

Examples of each type of stimulus sentence us#tkitask (CE versus RB; Matching, Mismatching aeditkal semantic-
syntactic subject (A) - verb (B) relations; andahd 2-LoE). AiBi pairs with the same index haveyatactical subject-verb

relation according to their position in the senternthe English translations are word-by-word tratishs.

] LoE Example
Semantic-
Sentence )
Syntactic 1
structure ] “Kees weet dat ...
relation type
Kées knows that...

“...de dokter de patiént die kermt onderzoekt.”

Al A2 B2 Bl
1 "..the doctor the patient who groans examines.
Match
Al A2 B2 B1

! The purpose of an introductory phrase in our maleras to disambiguate the thematic role of tiverset noun A2 in CE sentences. With the introducpimase, A2 is always subject
of B2 only (sentence (a)). In sentence (b), withotroductory phrase, A2 can be subject of botreBd B2. Using the introductory phrase reducedtivaber of syntactically ambiguous
SV relations in our materials, especially the CRieeces, and allowed us to improve our measureafercurate sentence comprehension.

(a) “Keest ziet datle vader het meisje dat schreeuwt, ziet.”
A A B B

(b) “Het meisje dat de vader ziet, schreeuwt.”

A B B
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2 “...de politie de vrouw die de hond die poeptaitlbekeurt®
Al A2 A3 B3 B2 Bl
CE
“...the policeman the woman who the dog that poopskv

Al A2 A3 B3 B2
arrests.
Bl

“...de hond de man die blaft bijt.”
Al A2 B2 Bl

".. the dog the man who barks bites.

) Al A2 B2 B1
Mismatch
“...de bouwvakker de vrouw die de auto die ronkt umiafl
Al A2 A3 B3 B2
bestuurt”

Bl

2 In the CE sentences with 2-LoE and an introducpimase "Kees knew that....” used here, ttied noun A, howevercould either be subject of fonly, or it could be subject of both
As and A. This ambiguity is solved only if the numbers afakd A differ. Since the number of the nouns was kepstant in all stimulus sentences (singular, tocwgoich differences
in number to serve as semantic cues also), thisstyral ambiguity was present in all our CE seoésnwith 2-LoE. Therefore, test sentences of tyg# And AB, could in principle not

be rated incorrectly, since;Mdeing subject of Band A being subject of Bare both correct analyses of the sentence. Ta arabiguity in the participants’ responses, no sestences
with A,B; or AsB, were used for CE sentences with 2-LoE.
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“...the worker who the woman who the car that thrbb#s
Al A2 A3 B3 B2
drives” .
Bl

...de jongen de vriend die valt helpt.”

Al A2 B2 Bl
1
“...the boy the friend who falls helps”.
Neutral Al A2 B2 B1
“...de vader het meisje dat de jongen die valt zidgt”
Al A2 A3 B3 B2 Bl
2 “...the father the girl the boy who falls sees foltow
Al A2 A3 B3B2 Bl
Match «...de bakker het brood bakt dat rijst.”
| Al A2 Bl B2

3 Another feature of Dutch related to embedded seewith an introductory phrase like “Kees knemtth” used here is that the clauses are verb fiffarefore, the object in the

relative clause precedes the verb (SOV), in conteaBnglish where the sequence within a relatlaeise is SVO. In RB sentences with multiple claptigs results in SV pairs (AB) that
are not adjacent, but separated by the objecidf@so subject of the next clause. In our matetiais results in sequences with related AB paiadpseparated by one other word. Our
RB sentences with 1-LoE would have sequeng®B;B,, and sentences with 2-LoEA:B,B,A3Bs. As a result, the AB (Subject Verb) pairs in tHe §&ntences were either separated by
one element, or they were adjacent. To keep alesers as similar as possible, we used the saroeliictory phrase for every stimulus sentence,ettst of this disadvantage for RB
sentences. Both the maximum distance between Banith CE sentences and the mean distance werehiglCE than in RB sentences.
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“...the baker the bread bakes that rises”.
Al A2 B1 B2
RB

“...de groenteman de klant helpt die vraagt om deaban die

Al A2 Bl B2 A3
rijp zijn.
B3
2
“...the greengrocers the customer helps who askbdoana’s
Al A2 1B B2 A3
that are ripe

B3

“...de baby de moeder troost die huilt.”
Al A2 B1 B2
Mismatch ]
“... the baby the mother comforts who cries.
Al A2 Bl B2
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“...de muziek de DJ aanzet die klinkt in de zaal

Al A2 Bl B2 A3
die groot lijkt.”
B3
2
“...the music the DJ turns on that echoes in the hall
Al A2 Bl B2 A3
that looks big.
B3
“...het kind de oma omhelst die puzzelt.”
Al A2 Bl B2
1 “...the child the grandmother hugs who puzzles”.
Al A2 B2 B1
Neutral
) “...de pastoor de man begroet die zwaait naar dedrakik

Al A2 Bl B2 A3
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fietst.”
B3

" ...the priest the man greets who waves at the baker
Al A2 Bl B2 A3

who cycles.

B3
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Footnote

!In the Dutch translation of the RB sentence (R)hslpositional changes would
occur, because the object can move in front ofvdre in the relative clause (being “verb
final”). However, the typical contrast between ghalistances for the linear RB
constructions and the long distances in the CEtoart®ons are conserved in Dutch. Also,
the RB clauses are lined up in a linear sequenggy, ime, in both languages. See also
Appendix. The Dutch translation of sentence (2) gredword-by-word translation back in
English are:

(2) Jan zag dat [de man een hond uitliet] [die &ah achtervolgde] [die
wegrende].

John saw that [ the man a dog walked] [thataa chased)] [ that ran away].
A A B A B B
2 However, for CE stimulus sentences with 2-LoEBAand AB, test sentences
were excluded. This is because in the Dutch seatensed, the subject of B ambiguous.
Grammatically, it can be eithenAr A;. See Appendix.

% The purpose of an introductory phrase in our n@ltewas to disambiguate the
thematic role of the second noun iA CE sentences. With the introductory phrasgeisA
always subject of Bonly (sentence (a)). In sentence (b), withoubidtrctory phrase, A
can be subject of both;Bnd B. Using the introductory phrase reduced the nurober
syntactically ambiguous SV relations in our matsriaspecially the CE sentences, and
allowed us to improve our measurement of accueteesce comprehension.

(a) “Keest ziet datle vader het meisje dat schreeuwt, ziet.”
A A B B

(b) “Het meisje dat de vader ziet, schreeuwt.”

A A B B
* In the CE sentences with 2-LoE and an introducpbmase "Kees knew that....”

used here, thihird noun A, howevercould either be subject of Lonly, or it could be
subject of both Aand A. This ambiguity is solved only if the numbers ofahad A differ.

105



Since the number of the nouns was kept constaait stimulus sentences (singular, to
avoid such differences in number to serve as seécmamts also), this syntactical ambiguity
was present in all our CE sentences with 2-LoE rdfoee, test sentences of typeBa and
A3B, could in principle not be rated incorrectly, sirfkgbeing subject of Band A being
subject of B are both correct analyses of the sentence. Ta arbiguity in the
participants’ responses, no test sentences wi) 8r A;B, were used for CE sentences
with 2-LoE.

5 Another feature of Dutch related to embeddedesmets with an introductory
phrase like “Kees knew that...” used here is thatthases are verb final. Therefore, the
object in the relative clause precedes the verb/|Si@ contrast to English where the
sequence within a relative clause is SVO. In RBessres with multiple clauses, this
results in SV pairs (AB) that are not adjacent,dmgarated by the object that is also subject
of the next clause. In our materials this resuitséquences with related AB pairs being
separated by one other word. Our RB sentenceslwlithE would have sequence
A.A,BB,, and sentences with 2-LoEAB;B,A3B3. As a result, the AB (Subject Verb)
pairs in the RB sentences were either separatedd®dglement, or they were adjacent. To
keep all sentences as similar as possible, wethseshme introductory phrase for every
stimulus sentence, at the cost of this disadvarftageB sentences. Both the maximum
distance between A and B’s in CE sentences anchéan distance were higher in CE than

in RB sentences.
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