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Abstract

The evolution of senescence is often explained by arguing that, in nature, few individ-
uals survive to be old and that therefore it is evolutionarily unimportant what happens
to organisms when they are old. A corollary to this explanation is that extrinsically im-
posed mortality, because it reduces the chance of living to be old, favors the evolution
of senescence. These ideas, although incorrect, are widespread. We show that selection
gradients are not proportional to survivorship, but to the stable age-distribution, and we
highlight the difference. We also show that selection gradients decline with age evenin the
hypothetical case of zero mortality. We analyze age-independent perturbations of mor-
tality, and show that they affect neither selection gradients nor the solution of optimal
life history models. We propose correct verbal explanations of the reason that selection
gradients decline with age, and discuss other relevant factors such as density effects and
interaction mortality.
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Introduction

The evolution of senescence is often explained by arguing that, in nature, only few indi-
viduals survive to be old and that therefore it is evolutionarily unimportant what happens
to organisms when they are old. A corollary to this explanation is that extrinsically im-
posed mortality, because it reduces the chance of living to be old, favors the evolution of
senescence.

Although both of these ideas have been refuted in the technical literature, they
persist, and it is easy to find statements of them:

“(..) The decline in the proportion of individuals remaining alive at progres-
sively older ages, as a consequence of extrinsic mortality factors, provides
sufficient explanation for the decline in the strength of selection with age”

[11.

“(...) the force of selection will show a monotonic decline (...), whether or not
the organism experiences intrinsic ageing, being a consequence only of mor-
tality” [2].

“Extrinsic hazards (such as predation, infection and the physical environment)
leave progressively fewer individuals alive, so that mutations affecting only
older age classes experience a declining force of natural selection” [3].

Similar statements are found, e.g., in [4-7].

Thus, the claim is that since survivorship (the probability of survival from birth to
a given age, {(x) in life table notation) declines with age, it is relatively unimportant to
evolution what happens to organisms when they are old. A natural consequence of this
idea is that a steeper decline in survivorship should lead to higher rates of senescence,
while a more gradual decline should lead to lower rates of senescence:

“The central prediction of classic theory is that high extrinsic mortality leads
to accelerated aging” [8].

In practice, it is difficult to define extrinsic mortality. Intrinsic and extrinsic causes
may interact to produce mortality, while only the latter are factors over which the or-
ganism has no control. Studies have compared populations with high and low levels of
predation [e.g. 9], or compared populations with different habitats [e.g. 10] as ways to
compare levels of extrinsic mortality. The level of internal control over the resulting mor-
tality, however, may vary. Extrinsic mortality needs specification before its (evolutionary)
effects can be discussed.

The issue that we wish to address, however, is not definitions of extrinsic mortality,
but the role that extrinsic mortality has been ascribed in evolutionary theories of senes-
cence in general. Selection gradients certainly decline with age, and that decline implies
the relative unimportance of advanced ages, which does indeed facilitate the evolution
of senescence. But declining survivorship does not drive the decline. We demonstrate
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this by referring to Caswell’s [11-13] decomposition of the selection gradients on mortality
and fertility, by showing that selection gradients would decline even if mortality were zero
at all ages (which is admittedly hypothetical, but proves the point), and by showing that
selection gradients are not affected by the simplest representation of extrinsic mortality:
age-independent mortality.

Once we have established that selection gradients decline, and why, we explore
whether extrinsic mortality may affect the pattern of decline of the selection gradients,
given some specific definitions of the term. Relevant findings in this respect are discussed.

Why senescence can evolve: selection gradients decline with
age

The action of selection on a trait depends on how fitness changes in response to a change
in that trait. This response is called the selection gradientﬂ It expresses by how much
fitness changes if some trait changes, i.e. the sensitivity of fitness to changes in the trait.

Senescence can evolve because the selection gradients on mortality and fertility
decline with age. The absolute value of these selection gradients goes down with age for
all life histories.

The mathematics are as follows. Darwinian fitness is given by r [14-17], the unique
real root of the Euler-Lotka equation [18]:

/Om e (x)m(x)dx =1 (6.1)

Here, m(x) is the reproductive rate at age x, while ¢(x) denotes survivorship up to age x,
which is a function of the mortality rate 1 (x):

0(x) = ¢~ Jou()dr (6.2)
The differential of ris
5r = /0 " [H (a)8m(a) + H' (a)8p1(a)] da 63)
where
H'(a) = %e"“((a) (6.4)
H'(a) — —% ame_”€(x)m(x)dx (6.5)

"In earlier literature, terms like ‘force of selection’ [e.g. 19] or ‘selection pressure’ [e.g. 44] were used for this
quantity. Analogies to forces, or pressures, however, obscure the nature of the term as the slope, or gradient, of
fitness as a function of the trait. The term was carefully defined by Lande [15] and Arnold and Wade [45], and
is fundamental to quantitative genetics. It also appears in the formalism of the canonical equation of Adaptive
Dynamics [e.g. 46].
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with .
T:/ xe” " (x)m(x)dx (6.6)
0

H*(a) and H (a) are the selection gradients on age-specific fecundity and mortality re-
spectively, discovered by Hamilton [19]. Together with the description of some biological
perturbation dm(a) and dyi(a), the selection gradients describe how fitness changes, i.e.
dr (see [20,21] for discussion and application). The absolute values of and de-
cline with age for all life historiesﬂ

Declining selection gradients with age reduce the evolutionary disadvantage of
late-life deterioration, i.e. senescence [22]. Senescence may evolve because over age,
selection becomes progressively inept to counterbalance the accumulation of deleterious
mutations [17,22], or because selection may favor early-life benefits that are correlated
with negative effects at later ages [22-24]. It should be noted that declining selection gra-
dients are a necessary but not a sufficient condition for the evolution of senescence, and
that selection gradients are only part of a complete description of evolutionary change
(equation (6.3). [20]). The response to the selection gradients depends on the genetic
(co)variance structure of the traits involved [e.g. 15].

Why the selection gradient declines with age

To understand what determines the selection gradients, it is helpful to decompose Hamil-
ton's indicators into well-known demographic quantities within the framework of stable
population theory [24], to consider the case when mortality is zero for all ages, and to
evaluate the result of an age-independent perturbation of mortality.

Survivorship versus the stable age-distribution

Letv(a) be the reproductive value, which expresses the value of the expected reproductive
output of an organism given that it is alive and of age a:

era

)= / " e P 0(x)m(x)dx 67)

Let ¢(a) be the stable age-distribution, which gives the proportional composition of the
population by age:
e "(a)

cla) = Jo e ™0(x)dx (6.8)

20ne special exception must be mentioned. Unlike the gradient on mortality, the selection gradient on fer-
tility can increase with age in a declining population. If r is sufficiently negative relative to survival probability
[47-49], the stable age distribution, and thus the selection gradient on fertility, will increase with age. It is unlikely
that a population would persist in such a negative growth phase for long enough for evolution to act. However,
Mertz [47] suggested that the delayed onset of reproduction in the California condor (Gymnogyps californianus)
might reflect millenia of population decline from a distribution over all of North America to the species current
restricted range in central California. Caswell [49] proposed that selection gradients while declining could be
important for nonequilibrium populations.
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Finally, let b be the birth rate:
o -1
b= [/ erxf(x)dx] (6.9)
0

With T asin equation (6.6), Hamilton's indicators of selection pressure can be decomposed
as follows[11,13];

H*(a) = % (6.10)
H'(a) = W (6.11)

Of both indicators, the denominator is just a scalar. The numerator of each indicator con-
sists of the proportional abundance of organisms in some age class, c¢(a), and the value of
its expected reproductive output in the subsequent age-class. In case of reproduction, the
‘subsequent’ age-class is age zero, in which the value of the expected reproductive output
is one (v(0) = 1, since equation (6.1) holds). Hence equation (6.10). In case of survival, the
value in the next age-class is v(a). Hence equation . Because H' refers to mortality
rather than survival, H' is negative.

The decomposition above clarifies why the suggestion that “potential contributions
to fitness by individuals of a given age must be weighted by the probability of surviving up
to that point” [26] is incorrect. Rather, it must be weighed by the proportional abundance
of organisms of some age, i.e. the stable age-distribution c(a) (equation (6.8)).

Survivorship and the proportional abundance of organisms in each age class are
not the same. Survivorship at age a is the proportion of a cohort that dies after age a.
Survivorship is a function of mortality only (equation (6.2)); no organisms are added to the
population that is considered (a cohort). The stable age-distribution on the other hand is
a function not only of mortality, but also of reproduction, because organisms are added
to the population that is considered. In age-classified models, newborns are zero-year-
olds, which next become one-year-olds while more zero-year-olds are born, and so forth.
In this way, reproduction affects the distribution of the population over age-classes. The
term e~ in the stable age-distribution (equation ) models this effect.

Why would impact on individual fitness (H* and H') be a function of the popula-
tion growth rate r through e=™? The answer lies in the use of r as a measure of fitness.
Although fitness is an attribute of individuals, high fitness results in a growing population
that descends from the focal organism. It is this "population growth rate of the individual"
that r refers to if it is used as a measure of fitness [27]. Reproduction adds zero-year-olds
to that population. As a result, the proportion of that population that is of high ages is re-
duced, as modeled by e " in equation (6.8), so that an event at higher ages is experienced
by a reduced proportion of the population. This mechanism also causes the decrease in
the proportion of older test tubes in Medawar's [22] famous thought experiment, and not,
as Medawar thought, extrinsic mortality. The survivorship function does not model this
phenomenon.
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Although evolutionary impact is proportional to the stable age-distribution, sur-
vivorship is part of the formal description of the stable age-distribution. To understand
fully why the selection gradients decline with age, we now consider the case in which
mortality is zero for all ages, and evaluate what happens if mortality is perturbed in an
age-independent way.

If mortality is zero for all ages

Consider the extreme case of zero mortality at all ages. Then survivorship remains con-
stant at 100% and does not decline with age:

la),_y =1 foralla (6.12)

The stable age-distribution, in contrast, still changes with age and becomes:

e—m

c(a) |M=0 = W (6.13)
As long as there is some reproduction, r is necessarily greater than zero, which makes
¢(a) a declining function of age. Since births add zero-year-olds to the population, this
age-class will always be the largest compared to progressively older ages. The stable age-
distribution declines with age as a result.

Hamiltons selection gradients for the case of zero mortality yield:

—ra

H'(@)l, = — (6.14)
Hi(a)|,_, = —% ;e*"xm(x)dx (6.15)

Again, r > 0 given that there is some reproduction, so H*(a) and H (a) decline with age
even if survivorship does not.

If mortality changes in an age-independent way

It is frequently claimed that an evolutionary effect of additional extrinsic mortality is that
it exacerbates senescence. However, it has been shown that this is not true if extrinsic
mortality is independent of age: in this case it has no effect on the (pattern of decline
in the) selection gradients [28,29]. A unit increase in an age-independent mortality term
leads, per definition, to a unit decrease of the population growth rate. While such extrinsic
mortality reduces survivorship at older ages, thus reducing the abundance of this age class
in the overall population, the reduced population growth rate means that fewer organisms
will be present in lower age classes too, canceling the effect of reduced survivorship on
the stable age-distribution or the reproductive value. The selection gradients are therefore
essentially insensitive to age-independent mortality.
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Imposing an age-independent extrinsic mortality is equivalent to disregarding part
of the population. Nothing except for the population size, implying a greater role for
stochasticity, would be different if partitions of a population are considered rather than
the population as a whole:

“Imagine that we take a population with a huge number of individuals into a
sufficiently large laboratory such that there is no density dependence. We al-
low the population to reach a stable equilibrium with respect to age-structure
and gene frequencies. Now we take that population and apply extra mortality
by removing half the individuals at random, regardless of age. After this extrin-
sic mortality event, absolutely nothing will have changed that can affect se-
lection: the environment, reproductive output of survivors, age-distribution,
phenotypes, and gene frequencies all stay the same” [30].

The mathematics, in line with the results of Abrams [28] and Caswell [29], are as
follows. Survivorship (equation (6.2)) can be written as the product of two exponentials,
one that contains a constant that represents the age-independent extrinsic mortality 7,
and one that contains all age-dependent mortality terms, to(x):

0(x) = e e~ Jo o (t)dr (6.16)

Plugging this expression in the Euler-Lotka equation and merging e " with ¢~ yields

/oo e rxe—lo oWty (x)dx = 1 (6.17)
0
For any specified pattern of reproduction m(x) and age-dependent mortality po(x) there
exists one and only one real r + y that satisfies equation (6.17). This implies, r being the

dependent variable, that:
ar

Fr
As a result, the outcome is invariant under a change in y wherever survivorship and ¢="*
appear together. This is true for the stable age-distribution ¢(a), reproductive value v(a),
generation time T and the birth rate b, i.e. for all components of Hamiltons indicators
of selection pressure (see decompositions and (6.11)). Thus, Hamilton's selection
gradients as a whole are insensitive to ¥:

—1 (6.18)

IH(a) _ (6.19)
dy

9H'(a) _ (6.20)
ay

Survivorship declines more steeply with age if y is increased; the selection gradients do
not.
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In this section we have demonstrated three points: 1. The selection gradients at each age
are proportional to the stable age-distribution at that age, not to survivorship (equations
and (6.11)). The stable age-distribution is quite distinct from survivorship, and we
have highlighted the difference. 2. Even if survivorship did not decline with age (1 = 0),
the stable age-distribution and the selection gradients would still go down with age. 3.
An age-independent perturbation of mortality does not affect any of the components of
the selection gradients, even though it clearly does affect survivorship. These three things
combined unequivocally demonstrate that declining survivorship does not drive the age-
related decline in the selection gradients.

A correct verbal expression of the basic reason for the decline of the selection gra-
dients with age could be as follows. If an organism is older, it has accumulated more repro-
duction during its past life course than when it was young. Current events do not change
past reproduction. The offspring that have been produced started life as zero-year-olds
that contribute to a population that descents from the focal organism. A progressively
smaller proportion of that population is affected by anything that affects only the old.
Since past contributions to fitness can only go up with age, the selection gradients can
only go down with age.

An equivalent verbal intuition is given by Flatt and Promislow [31]:

“If the effects of [a] mutation are confined to some late age, individuals car-
rying the mutation will likely have already passed it on to their offspring by
the time it is expressed, and natural selection will be relatively ineffective in
eliminating it

These verbal explanations are straightforward and in line with evolutionary theory.

Optimization models

Our considerations so far have focused on changes of fitness (dr): selection gradients in-
dicate how fitness would respond if some trait value were changed. Evolutionary theory
uses this to predict changes in the traits, given patterns of genetic variance and covari-
ance [15]. An alternative approach is optimization: given mechanistic considerations, what
strategy maximizes fitness? For example, in the disposable soma theory it is posited that
organisms allocate their resources, for instance energy, between the competing demands
of reproduction and somatic maintenance [24,32,33]. There are two places to invest: 1.
keep your own entity going. 2. create more copies of your entity. Resources invested in
one function cannot be invested in the other. Depending on the return on each invest-
ment, some allocation strategy will maximize fitness, i.e. be optimal. Proposed models
of such trade-offs (reviewed in [33]) apply direct optimization rather than relying on se-
lection gradients, although the trade-offs certainly can be modeled in terms of selection
gradients [12,20].

If an investment is made in either the organism itself or in its offspring, and both
die of purely extrinsic mortality at the same rate, then nothing is gained by making one
allocation rather than the other. Alternatives are equally bad, no organism does better
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than the other, so no evolutionary response to natural selection may be expected. As a
result, optimality is not affected by age-independent mortality. Additional information is
necessary to decide what is optimal, such as how mortality would increase over age if an
organism were to forego somatic maintenance. This intuition is formalized below, in line
with earlier results [35-37].
Trade-offs between or within the mortality and fecundity functions are subject to
some lower level parameter 0 that is optimized so as to maximize r. In addition to 9, r
depends on the age-independent mortality ¥, which is independent of 6. Given relation-
ship (6.18), which is a general result of the Euler-Lotka equation (equation (6.1)), it follows
that
r(0,y)=r(6,0)—y (6.21)

As a result of this independence, it holds that

dr(6,y) _dr(6,0)

de ~—  de (622)
Thus, if 8 satisfies the optimality condition
ar= 2700 (6.23)
do  |g_p
it also satisfies the optimality condition
ar= 700 (6.24)
do  |g_p

The optimal value of 6 is thus independent of (a change in) age-independent mortality 7.

Discussion

The ghost of extrinsic mortality continues to haunt the evolutionary theory of senescence.
It does so in two ways. First, as the quotes in the introduction exemplify, it is still widely
believed that extrinsic mortality causes senescence, because it reduces the chances of
survival to advanced ages. If few organisms survive to old age, itis argued, old ages are less
evolutionarily important. This idea is admittedly intuitive, but wrong, and leads to a second
error: the idea that higher extrinsic mortality should lead to a higher rate of senescence.

As we show, evolutionary impact is not proportional to survivorship, but to the pro-
portion of the population that is of some age, i.e. the stable age-distribution. We have
demonstrated the differences between these quantities and shown that selection gradi-
ents would decline with age even in the hypothetical case of zero mortality at all ages. We
have shown that the decline in survivorship that results from age-independent mortality
does not affect the selection gradients.

Our analysis holds for r as a measure of fitness, within the context of stable popula-
tion theory. However, the basic reason why state- and age-independent mortality should
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not matter to evolution is much more general, and unrelated to the choice of the measure
of fitness: If mortality is purely extrinsic and age-independent, no strategy will allow the
organism to avoid this mortality.

Selection gradients decline with age because reproduction accumulated up to a
given age, which is unaffected by events after that age, contributes to the population and
reduces the fraction of the population that is affected by events at higher ages. Since past
reproduction can only go up with age, the selection gradients can only go down with age.

Our analysis of age-independent mortality shows that extrinsic mortality per se has
no effect on the evolution of senescence. Age-dependent mortality, and age-dependent
density effects, by contrast, can have such effects [28,29].

Abrams [28] suggested that extrinsic mortality could affect the rate of senescence
through age-dependent density effects, even if the mortality is the same for organisms
of any age and state. This occurs when organisms of different age respond differently to
population density. He concluded that, depending on the age dependence of the density
effects, anything is possible [28]; no universal evolutionary result, such as promotion of
senescence, can be expected from an increase in extrinsic mortality.

In the case of density-independent models, Caswell [29] suggested from prelim-
inary results that extrinsic mortality focused on young individuals would reduce the evo-
lution of senescence, while extrinsic mortality focused on old individuals would increase
the evolution of senescence. Indeed, a role for extrinsic factors in some death event does
not exclude a role for intrinsic factors in the same event [38,39]. In fact, it is hard to think
of mortality that is determined exclusively extrinsically. For instance, predation certainly
needs an extrinsic factor, the predator, but it also needs an intrinsic factor, the prey. What
about abiotic factors, such as being hit by lighting? Surely, few forms of life may reason-
ably be expected to withstand a 30kA lightning discharge. But even if vulnerability is inde-
pendent of age, exposure may not be, because behavioral patterns will determine which
individuals are in locations with high probability of lightning strikes. These behavioral fac-
tors may well vary with age, leading to age-dependence of the interaction mortality.

What would be the evolutionary consequences of changing an extrinsic cause (of
all the causes that are required to cause the death event), for instance the density of preda-
tors? The general answer is that depending on the interactions, anything goes[29]. Nat-
ural selection will tend to shift life histories so as to avoid spending time in vulnerable
states, depending on the costs and the alternatives [39]. For instance, experiments have
shown that if only adults are subject to ‘extrinsic mortality, a higher rate of senescence can
evolve [8,40]. In this case, organisms can increase reproduction at a cost to survival, so
that resources are concentrated in organisms of less vulnerable state. On the other hand,
if weaker organisms are targeted by predators, it is evolutionary beneficial to remain a
strong and vigilant adult, and ‘extrinsic mortality’ will work counter-senescence (a possible
explanation for the findings of Reznick et al. [9]). Notice that such age-dependent density
effects are only feasible if organisms of different ages have different physiological states,
for otherwise there is no good reason why extrinsic factors would affect organisms in an
age-dependent way: age-specificity can only exist if it is in fact (hidden) state-specificity
[41].
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The arguments laid out in this paper have theoretical and practical consequences.
Empirical research has shown little support for the “central prediction” of the evolution-
ary theory of senescence [8] that a higher level of extrinsic mortality (predators, environ-
ment, laboratory) should lead to a higher rate of senescence [9,26]. A number of authors
have concluded that hence there is a need for a more involved theory of senescence, in
which mortality is state dependent, and/or in which density effects play a prominent role
[8,9,26]. Given the results derived in this paper, it becomes clear why there is little support
for the central prediction. It is not that this prediction happens not to predict biological
reality; life history theory simply makes no such prediction. After decades of theoreti-
cal work, we are still challenged to develop theory that provides more than an incidental
match with the data. Our results corroborate the need for theory that is more involved;
it may include combinations of age- and stage-specific mortality [42], density effects,
and/or interaction mortality. Such a theory should involve mechanisms of senescence,
as evolutionary pressures alone are only half the story [20,43].

Conclusion

1. Selection gradients on mortality and fertility decline with age because accumulated
reproduction from earlier ages, that remains unaffected by later events, contributes
to the population, reducing the share of the population that is subject to any events
specific for higher ages.

2. The age-related decline of selection gradients can be explained without reference
to mortality.

3. An age-independent change in mortality does not affect the selection gradients.

4. Since it is unlikely that purely extrinsically determined mortality even exists, (sup-
posed) causes of mortality and their (supposed) interactions must be specified be-
fore any conclusions about evolutionary effects of the mortality can be drawn.

5. The evolutionary response to age-dependent mortality and/or age-dependent den-
sity regulation depends on how different age groups are affected; no general state-
ment can be made about how density effects and interaction mortality mold the
evolution of age-patterns.

6. There is need for more involved theory that includes not only density effects and
age-dependent mortality, but also an account of the mechanisms and their inter-
action with the environment that shape the evolution of senescence.
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