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ABSTRACT

We present 0.15-arcsec (1 kpc) resolution ALMA observations of the [C II] 157.74 µm line and

rest-frame 160-µm continuum emission in two z ∼ 3 dusty, star-forming galaxies - ALESS 49.1 and

ALESS 57.1, combined with resolved CO(3–2) observations. In both sources, the [C II] surface bright-

ness distribution is dominated by a compact core ≤1 kpc in radius, a factor of 2–3 smaller than the

extent of the CO (3–2) emission. In ALESS 49.1, we find an additional extended (8-kpc radius), low

surface-brightness [C II] component. Based on an analysis of mock ALMA observations, the [C II]

and 160-µm continuum surface brightness distributions are inconsistent with a single-Gaussian surface

brightness distribution with the same size as the CO(3–2) emission. The [C II] rotation curves flat-

ten at ' 2 kpc radius, suggesting the kinematics of the central regions are dominated by a baryonic

disc. Both galaxies exhibit a strong [C II]/FIR deficit on 1-kpc scales, with FIR-surface-brightness

to [C II]/FIR slope steeper than in local star-forming galaxies. A comparison of the [C II]/CO(3–2)

observations with PDR models suggests a strong FUV radiation field (G0 ∼ 104) and high gas density

(n(H) ∼ 104 − 105 cm−3) in the central regions of ALESS 49.1 and 57.1. The most direct interpre-

tation of the pronounced [C II]/FIR deficit is a thermal saturation of the C+ fine-structure levels at

temperatures ≥ 500 K, driven by the strong FUV field.

Keywords: submillimeter: galaxies – galaxies: high-redshift – galaxies: star formation

1. INTRODUCTION

Dusty, star-forming, submillimeter galaxies (DSFGs,

SMGs) are a major contributor to the global star-

formation rate between redshifts z = 2− 4, at an epoch

when the star-forming activity of the Universe was at its

Corresponding author: Matus Rybak

mrybak@strw.leidenuniv.nl

peak (e.g., Casey et al. 2014). Although few in numbers,

thanks to their high star-formation rates (SFR >100 M�
yr−1), up to 20% of all the star formation at z ∼ 3 takes

place in SMGs (Swinbank et al. 2014).

The massive dust reservoirs in SMGs absorb the

UV/optical radiation from the newborn stars, mostly

re-radiating it thermally as a rest-frame FIR/sub-mm
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continuum1. Therefore, studying the structure and

physical properties in these extreme sources requires re-

lying on sub-mm/mm bright tracers – the dust contin-

uum (which directly traces the obscured star formation)

and low-J CO rotational transitions2 (which trace the

cold, molecular gas that fuels the star formation, Carilli

& Walter 2013).

Besides the FIR continuum and CO emission, the

third bright rest-frame FIR tracer of the star-forming

interstellar medium (ISM) is the [C II] 157.74 µm line,

a fine-structure transition of C+ ions. Due to its low

ionization energy (11.3 eV) and a relatively low critical

density, [C II] traces of a wide range of ISM phases –

from the ionized H II regions to warm molecular clouds

to diffuse gas. Depending on the environmental con-

ditions, the upper fine-structure level is populated pre-

dominantly by collisions with H, H2 or electrons (Gold-

smith et al. 2012).

Starting in the early 1990’s, systematic studies of

[C II] emission in local galaxies were enabled by the In-

frared Space Observatory and the Kuiper Airborne Ob-

servatory. These observations revealed a tight correla-

tion between the [C II] line and FIR continuum emis-

sion from the heated dust at low SFR surface densi-

ties (e.g., Stacey et al. 1991). However, this correla-

tion breaks at larger FIR surface brightness ΣFIR – the

so-called “[CII]/FIR deficit” (e.g., Malhotra et al. 1997;

Luhman et al. 1998; Malhotra et al. 2001; Luhman et al.

2003) – with the [C II]/FIR ratio decreasing with in-

creasing ΣFIR.

In the last decade, the study of [C II] emission in the

nearby Universe was revolutionized by Herschel. The

largest sample of [C II] observations in nearby starburst

galaxies was presented by Dı́az-Santos et al. (2013),

who obtained PACS spectroscopic observations of the

241 galaxies from the Great Observatories All-sky LIRG

Survey (GOALS, Armus et al. 2009). Further system-

atic studies of the [C II] emission in local galaxies have

confirmed strong correlation of the [C II]/FIR deficit

with ΣSFR down to 200-pc scales, in a wide range of

environments from normal galaxies (Smith et al. 2017;

Herrera-Camus et al. 2018) to starbursts (Dı́az-Santos

et al. 2017) and AGN hosts (Herrera-Camus et al. 2018).

At the highest redshifts (z > 4), the importance

of the [C II] line increases dramatically, as the raised

CMB temperature renders the low-J CO emission un-

1 Following (Casey et al. 2014), we consider SMGs to com-
prise high-redshift galaxies with a continuum flux ≥1 mJy between
250 µm and 2 mm.

2 In this work, we use the term “low-J” transitions for the
rotational transitions with Jupp ≤ 3.

detectable, while the [C II] line remains relatively unaf-

fected (da Cunha et al. 2013; Vallini et al. 2015; Lagache

et al. 2018). Indeed, with the advent of Atacama Large

Millimeter/submillimeter Array (ALMA), [C II] obser-

vations are now increasingly used to determine redshifts

and dynamical masses of high-redshift galaxies, includ-

ing some of the most distant systems (Walter et al. 2009;

Brisbin et al. 2015; Gullberg et al. 2015; Oteo et al.

2016; Carniani et al. 2018; Decarli et al. 2018; Smit et al.

2018). Most recently, Gullberg et al. (2018) presented

deep, 30-mas resolution (200 pc physical scale) ALMA

observations of the [C II] line in four (unlensed) z=4.4–

4.8 galaxies. Although their observation suffered from a

very sparse uv-plane coverage, they found the resolved

[C II]-FIR deficit at z ∼4.5 to follow the trend seen in lo-

cal galaxies. Similarly, high-resolution ALMA observa-

tions of [C II]/FIR deficit in two strongly lensed galaxies

at z=1.7 and 5.6 were recently presented by Lamarche

et al. (2018) and Litke et al. (2018), respectively, show-

ing a pronounced [C II]/FIR deficit (10−4 − 10−3) on

(sub)kpc scales.

Despite the recent progress, it is still unclear how well

the results and relations derived from local observations

hold for the high-redshift population, especially the in-

tensely star-forming high-redshift SMGs, with ΣSFR two

to three orders of magnitude higher than the local star-

forming galaxies (10−3 − 1 M� yr−1 kpc−2, e.g., Smith

et al. 2017). To directly compare the [C II] emission in

high-redshift SMGs to the local galaxies and study its

connection to the star-formation, high-resolution (kpc-

scale) observations of the [C II] emission, alongside

the rest-frame FIR continuum (tracing the obscured

star formation) and the low-J CO emission tracing the

molecular gas are necessary.

At high redshift, such resolved, multi-tracer studies

are limited by the angular extent of the source (few arc-
seconds at most) and the need for robust redshifts to

ensure that both [C II] and low-J CO emission are ob-

servable from the ground. For example, Stacey et al.

(2010) compared unresolved [C II]/FIR/CO(Jupp ≤ 4)

observations of a heterogeneous sample of z = 1 − 2

galaxies. Gullberg et al. (2015) compared [C II], FIR

and CO(2–1)/(1–0) observations in 20 strongly lensed

SMGs (zsource=2.1–5.7); they found the [C II] and CO

line profiles to be very similar, suggesting that they

originate from the same source-plane regions. How-

ever, the limited spatial resolution of these observations

prevented a robust source-plane reconstruction of the

CO/[C II] emission; the differential magnification bias

(e.g., Serjeant 2012) therefore could not be eliminated.

In addition, several individual sources at z > 4.5 have

been studied in both [C II] and low-J CO emission
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(e.g., Walter et al. 2009; Huynh et al. 2014; Cicone et al.

2015), though these tend to be extreme sources in terms

of FIR brightness and AGN activity.

Finally, the [C II] line has been proposed as an al-

ternative to CO emission as a molecular gas tracer

(e.g., Zanella et al. 2018). However, in SMGs, the spatial

extent of CO emission has been shown to vary strongly

with Jupp (e.g., Ivison et al. 2011; Riechers et al. 2011).

If [C II] emission traces only a subset of the molecu-

lar gas reservoir, [C II]-based mass estimates might be

severely biased.

In this paper, we explore a new regime in resolved,

multi-tracer studies by investigating resolved [C II], FIR

continuum and CO(3–2) emission on kpc-scales in two

(unlensed) z ∼ 3 sources. This allows us to address the

following questions:

• How does the resolved [C II]/FIR ratio at z ∼3

compare to that seen in local and high-redshift

star-forming galaxies?

• What physical mechanism drives the [C II]/FIR

deficit in SMGs?

• How well does the [C II] emission trace the molec-

ular gas reservoir in SMGs?

Compared to the high-redshift, high-resolution [C II]-

only studies (e.g., Gullberg et al. 2018; Zanella et al.

2018), resolved emission line maps of two different

species (C+ and 12CO) allow us to study the relation

between [C II] emission and the colder molecular gas.

This paper is structured as follows: in Section 2, we

give the details of ALMA observations. Section 3 de-

tails the processing of the data in both the image- and

uv-plane, the assessment of the systematic errors and

kinematic modelling. Section 4 presents the spatial
and kinematic comparison of the interpretation of the

[C II]/CO(3–2)/FIR observations, results of PDR mod-

elling and a discussion of the physical processes driving

the [C II]/FIR deficit. Finally, Section 5 summarizes the

conclusions of this paper.

Throughout this paper we use a flat ΛCDM cosmology

from Planck Collaboration et al. (2016). We adopt the

CO(3–2) spectroscopic redshifts from Calistro Rivera

et al. (2018): z=2.943±0.001 and z=2.943±0.002 for

ALESS 49.1 and 57.1. Consequently, 1 arcsec corre-

sponds to 7.9 kpc for both ALESS 49.1 and ALESS 57.1;

the luminosity distance to both sources is 25445 Mpc

(Wright 2006).

2. OBSERVATIONS AND DATA REDUCTION

2.1. Sample selection

The two galaxies analyzed in this paper were identi-

fied by Hodge et al. (2013) as a part of the ALESS sur-

vey. The ALESS survey was an ALMA Cycle 0 870 µm

imaging campaign targeting all 126 sources discovered

in the LABOCA Extended Chandra Deep Field South

Submillimeter Survey (LESS, Weiß et al. 2009). With

ALMA Cycle 0 observations providing a significant im-

provement over the LABOCA map in both resolution

(beam area reduced by a factor of ∼200) and sensitiv-

ity (increased by a factor of ∼3), the ALESS survey

identified 99 distinct sub-mm bright galaxies in its pri-

mary sample (Hodge et al. 2013). Out of these, at the

time of the proposal (2015 April) only four – ALESS

49.1, 57.1, 67.1 and 122.1 – had robust redshifts that al-

lowed for ALMA observations of both the low-J CO and

[C II] lines. The spectroscopic redshifts were acquired

using VLT-FORS2/VIMOS and Keck-DEIMOS, and are

based on multiple line detections (Danielson et al. 2017).

In this paper, we present the ALMA Band 8 observa-

tions targeting the [C II] line and rest-frame 160-µm

continuum. The corresponding Band 3 observations,

targeting the CO (3-2) (νrest=345.795 GHz) emission,

were recently presented by Calistro Rivera et al. (2018).

2.2. ALMA Band 8 observations

The observations were carried out as part of the

ALMA Cycle 3 Project #2015.1.00019.S (PI: J. Hodge)

on 2016 August 12. Only ALESS 49.1 and ALESS 57.1

([C II] line in ALMA Band 8) were observed; ALESS 67.1

(z = 2.12) and ALESS 122.1 (z = 2.02) have the [C II]

line in ALMA Band 9, and were not observed. The total

time including calibration and overheads was 72 mins,

with an on-source time of 11 mins per target. The array

configuration consisted of 38 12-m antennas, with base-

lines extending up to 1400 m. The largest angular scale3

of the observations is ∼1.9 arcsec for both sources. The

primary beam FWHM is 14.1 arcsec. Synthesized beam

sizes and σrms for the 160-µm continuum and the [C II]

emission are listed in Table 1. The target elevation

range was 66–73 deg for ALESS 49.1 and 67–76 deg for

ALESS 57.1.

The frequency setup was configured in four spectral

windows (SPWs) in Band 8. The individual SPWs

were centered at 481.953, 483.183, 493.506, 495.386

GHz. Each SPW was split into 480 frequency channels

3.906 MHz wide, giving a total bandwidth of 1.875 GHz

per SPW. The radio-velocity resolution was 2.42 km s−1.

Both the Stokes XX and Y Y parameters were observed.

3 The largest angular scale is estimated as 0.983/λ5%, where
λ5% is the 5-th percentile uv-distance (ALMA Cycle 5 Technical
Handbook).
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The data were calibrated using the standard ALMA

pipeline, with additional flagging necessary to remove

atmospheric features (see Section 3.1). All the visibility

data processing apart from imaging was performed using

Casa versions 4.7 and 5.0 (McMullin et al. 2007).

The spectral structure of the [C II] line overlaps with

atmospheric absorption features at 481.2 and 481.6 GHz.

Consequently, the noise level in the affected channels is

raised by a factor of ∼2. This issue is particularly se-

vere for ALESS 49.1. Another atmospheric feature is

located in a line-free SPW at 496.35 GHz; here, the

affected channels were flagged to improve the contin-

uum SNR. As will be outlined in Section 3.1, we use a

channel-dependent threshold for the deconvolution pro-

cess to avoid introducing noise features from the affected

channels.

To increase the signal-to-noise ratio, each line was split

into frequency bins ∼120 km s−1 wide. Additionally,

we time-averaged the data using a 30-second bin; this

corresponds to an average intensity loss of <0.5 per cent

at 5 arcsec from the phase-tracking centre, which we

consider negligible4. The time-bin size was chosen so

as to prevent significant time-averaging smearing. The

two linear polarizations were combined into the Stokes

intensity I.

2.3. ALMA Band 3 observations

ALMA Band 3 observations of the CO(3–2) and

rest-frame 1.0-mm continuum in ALESS 49.1 and 57.1

were presented by Calistro Rivera et al. (2018). These

consisted of Cycle 2 observations of ALESS 49.1 and

57.1 (Project #2013.1.00470.S; PI: J. Hodge) at 0.34-

0.67 arcsec resolution, and additional Cycle 4 obser-

vations of ALESS 49.1 (Project #2016.1.00754.S; PI:

J. Wardlow) at 1.1-arcsec resolution. The naturally-

weighted Band 3 synthesized beam size is 0.69×0.63
arcsec for ALESS 49.1 (after concatenating the Cycles

2 and 4 data) and 0.67×0.60 arcsec for ALESS 57.1,

with a continuum σrms of 17.6 and 19.5 µJy beam−1,

respectively. For a detailed description of the data and

the resulting analysis, we refer the reader to Calistro

Rivera et al. (2018).

3. RESULTS

3.1. Image analysis

3.1.1. Imaging

We perform synthesis imaging of the visibility data

using the Ws-Clean algorithm introduced by Offringa

et al. (2014), specifically its multi-scale version (Offringa

4 Taylor et al. (1999), equation (18–42).

& Smirnov 2017). The multi-scale Ws-Clean is an

advanced deconvolution algorithm with a multi-scale,

multi-frequency capability (Offringa & Smirnov 2017).

Another advantage of the Ws-Clean as opposed to the

Casa implementation is the channel-dependent decon-

volution threshold. As the noise level changes apprecia-

bly with frequency due to atmospheric lines, this pre-

vents us from introducing noise-peaks from the affected

channels into the reconstructed images.

For the line imaging, we first subtract the continuum

by linearly interpolating the line-free channels in SPWs

1, 2, and 3 and subtract the continuum slope from the

line-containing channels. The continuum channels over-

lapping with the atmospheric lines were flagged before

the continuum subtraction. For the continuum imag-

ing, we discard the entire SPW 0 and the line-containing

channels in SPW1, as well as the channels affected by

the atmospheric feature around 496.35 GHz.

The data were deconvolved on a sky-plane grid of 1024

× 1024 5-mas pixels (total FoV size = 5.115×5.115 arc-

sec), using natural weighting. We use the automatic

SNR-based masking, with auto-mask SNR threshold of

2.

For consistency, we re-image the CO(3–2) data of Cal-

istro Rivera et al. (2018) using the exactly same proce-

dure as for the [C II] data; these result in minor (≤10%)

changes in the rms noise and the inferred CO(3–2) lumi-

nosity. We use these re-imaged data only for the spectral

comparison in Section 4; the CO(3–2) source size and

hence the bulk of our analysis in Section 4 is based on the

uv-plane analysis and hence is unaffected by the imag-

ing procedure. We adopt Calistro Rivera et al. (2018)

CO(3–2) luminosity and gas mass estimates for the re-

mainder of this paper.

3.1.2. ALMA 160-µm continuum

The rest-frame 160-µm continuum is detected in both

sources at >10 σ-confidence (Figure 1). In both sources,

the continuum emission shows only a single bright-

ness peak at 0.15-arcsec resolution. In ALESS 49.1,

the continuum emission is almost circularly symmet-

ric, with a minor extension in the east-west direc-

tion. In ALESS 57.1, the continuum is noticeably ex-

tended in the east-west direction (axis ratio ∼2:1). The

spatially-integrated 160-µm continuum flux-density for

ALESS 49.1 and 57.1 is given in Table 1. The 160-

µm flux-density is calculated from an aperture with a

1.0 arcsec diameter, centered on the 160-µm contin-

uum surface brightness maximum. The aperture size

was chosen based on the FIR continuum and [C I] sizes

determined from the uv-plane fitting (Section 3.2 as we
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Table 1. Source positions (corresponding to the 160-µm continuum surface brightness maximum), redshifts, ALMA Band 8
naturally-weighted beam sizes and noise levels, observed 160-µm continuum/[C II] flux-densities and the FWHM of the [C II]
and CO(3–2) lines. The redshifts are based on CO(3–2) observations Calistro Rivera et al. (2018). The spatially-integrated
160-µm and [C II] flux-densities are measured within a circular aperture with a 1.0-arcsec diameter, centered on the continuum
surface brightness maximum.

Source ALESS 49.1 ALESS 57.1

RA (J2000) 3:31:24.71 3:31:51.94

DEC (J2000) −27:50:46.9 −27:53:27.0

z a 2.943±0.001 2.943±0.002

Beam FWHM [arcsec] 0.16×0.12 0.16×0.12

Beam PA [deg] 53 56

S160µm [mJy] 10.7±1.0 8.2±0.5

Imax160µm [mJy beam−1] 3.42±0.16 1.53±0.17

S[CII]
b [mJy] 15.4±2.8 8.8±2.5

Imax
[CII]

b [mJy beam−1] 2.0±0.4 3.0±0.4

FWHM[CII] [km s−1] 600±130 390±70

FWHMCO
a [km s−1] 610±30 360±90

a adopted from Calistro Rivera et al. (2018).
b integrated over 800 and 710km s−1 for ALESS 49.1 and 57.1, respectively.

do not expect significant surface brightness contribution

≥0.5 arcsec from the centre of the source.

3.1.3. [CII] emission

The velocity-integrated maps of the [C II] emission are

presented in Figure 1. The [C II] emission is detected at

5- and 8σ significance in ALESS 49.1 and 57.1, respec-

tively. The [C II] emission is relatively compact (<0.5

arcsec diameter) in both ALESS 49.1 and 57.1, similar

in extent to the 160-µm continuum. The [C II] emission

in ALESS 57.1 is highly elliptical (axis ratio ≥2:1) and

elongated in the east-west direction; the [C II] does not

show any significant offset from the 160-µm peak. Note

that the low-significance clumpy substructure such as

that seen in ALESS 49.1 [C II] maps is often an arti-

fact of low SNR (e.g., Hodge et al. 2016; Gullberg et al.

2018), rather than a real physical feature.

3.2. uv-plane analysis

We estimate the size of the continuum and [C II] emis-

sion regions by directly fitting the observed visibility

function. Given the relatively low SNR of the data, we

assume the surface brightness distribution to follow a

circularly symmetric Gaussian profile.

The size is measured using the spectrally-averaged

continuum and line datasets. To correct the offset be-

tween the phase-tracking centre and the centroid of the

surface brightness distribution given in Table 1, each

dataset is phase-shifted to center the field-of-view on

the centroid of the source. The data are then radially

binned into bins of equal width. To test the robustness

of the uv-plane fitting against the uv-bin size, we vary

the uv-bin size from 5 to 50 kλ.

We fit each uv-plane dataset with (1) a single Gaussian

profile, (2) two Gaussian components to investigate the

possibility of having compact, bright [C II] emission em-

bedded in an extended, low surface-brightness compo-

nent; (3) a combination of a single Gaussian profile and

a constant term, corresponding to a point-source in the

image plane. To determine whether the two-component

model significantly improves the goodness-of-fit com-

pared to the one-component model, we compare the two

models using the F-test (Bevington 1969). The single-

component model is preferred for the continuum emis-

sion in ALESS 49.1 and [C II] emission in ALESS 57.1,

independently of the uv-bin size. We will address the

robustness of the inferred R1/2 in Section 3.2.1. The

two-component model is strongly (p > 0.95) preferred

for the [C II] emission in ALESS 49.1 and the continuum

emission in ALESS 57.1. We do not find the Gaussian +

constant-term (point-source) model to be preferred over

the single-Gaussian model for any dataset considered.

The best-fitting values for the two-component model are

listed in Table 2. Figure 2 shows the visibility func-

tion for the [C II] and 160-µm continuum, as well as the

CO(3–2) observations from Calistro Rivera et al. (2018),

and the corresponding best-fitting profiles.

In physical units, for the single-Gaussian models, the

[C II] and 160-µm emission are rather compact (0.8–

1.4 kpc) in both sources. The [C II] and 160-µm contin-

uum sizes from the single-Gaussian fitting agree within
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Figure 1. ALESS 49.1 and 57.1 imaging: continuum (right) and integrated [C II] emission (left) maps with continuum contours
overplotted in grey. The contours start at 2σ level and increase by 1σ. The FWHM beam size is indicated by the ellipse in the
lower left corner. The [C II] and 160-µm emission is well-resolved in both sources, and almost co-spatial.

1–2σ uncertainty. For the two-Gaussian models, the

compact and extended [C II] components in ALESS 49.1

have half-light radii of 1.01±0.12 kpc and 8.7±1.6 kpc,

respectively. The compact and extended 160-µm com-

ponents in ALESS 57.1 have half-light radii of 0.86±0.07

and 5.3±1 kpc, respectively.

For the two-component [C II] model in ALESS 49.1,

the extended [C II] components accounts for up to 80%

of the total [C II] luminosity. Note that the system-

atic uncertainty on this estimate might be significant,

as it is unclear how much does the extended component

depart from the assumption of a circular Gaussian pro-

file. For the [C II] emission in ALESS 57.1, the single-

Gaussian model is preferred. However, if we speculate

that ALESS 57.1 has an extended [C II] component with

the same size as in ALESS 49.1 (Rext
1/2 = 1.01 arcsec), the

3σ upper limit on the total flux-density contributed by

this hypothetical component is 80%. Similarly, if we

speculate that the 160-µm continuum in ALESS 49.1

has an extended component identical in size to that in

ALESS 57.1 (Rext
1/2 = 0.67 arcsec), the 3σ upper limit

on the flux contained in this hypothetical component is

50%.

How will the extended components in ALESS 49.1

[C II] emission and ALESS 57.1 160-µm continuum con-

tribute to the observed [C II]/160-µm surface brightness

distribution? The half-light radius of the ALESS 57.1

160-µm extended component is well below the maximum

recoverable scale (1.9 arcsec) and therefore should be

fully accounted for in the synthesized images. This is

supported by the results from the spectral energy distri-

bution modeling (Section 3.4), which indicate that the

160-µm continuum is not significantly resolved out. For

the [C II] emission, the half-light radius of the extended

component in ALESS 49.1 is comparable to the maxi-

mum recoverable scale and some emission is likely re-

solved out in the synthesized images. However, while

the extended [C II] component in ALESS 49.1 domi-

nates the total [C II] luminosity, it contributes only be-

tween 5–20% of the surface brightness across the inner

R < 2 kpc region. It is for this reason that our anal-

ysis in Sections 4.2, 4.3 and 4.4 focuses on the central

regions (R ≤ 2 kpc) of ALESS 49.1 and 57.1, includ-

ing the uncertainty from the extended components in

further analysis.

3.2.1. How robust are the source sizes determined from the
uv-plane fitting?

Before analyzing our resolved [C II] and 160-µm con-

tinuum observations, we assess the reliability of the in-

ferred source sizes. In particular, we investigate a possi-

bility that the [C II]/160-µm emissions follow CO(3–2)

surface distribution, and that the source sizes inferred in

Section 3.2 are an artifact of the limited short-spacing

coverage of our Band 8 observations. We estimate this

uncertainty using simulated ALMA observations.
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Figure 2. Azimuthally averaged visibility function for ALESS 49.1 (left) and ALESS 57.1 (right), for the [C II], 160-µm
continuum with best-fitting model (full and dashed lines), and best-fitting single-Gaussian profiles to the CO(3–2) data (dotted
line, increased by a factor of 10, Calistro Rivera et al. 2018). For added clarity, the data is binned with a 10 – 50 kλ bin size
and truncated at 1000 kλ. In ALESS 49.1, the excess [C II] flux at short baselines - corresponding to the extended component
- is clearly visible.

The mock observations are created as follows. First,

we calculate the mean and rms scatter for the [C II] and

160-µm continuum visibilities within a given uv-bin. We

then subtract the mean signal from the data, which gives

us a uv-plane coverage corresponding exactly to a given

observation, along with a realistic noise measurement for

each baseline. We choose this approach to account for

the different noise levels for each dataset, and the effect

of the atmospheric lines on our [C II] data. We then

inject an artificial source into the data, generating 1000

datasets with different noise realizations for each source.

We consider sources with a half-light radius of 0.1–1.0

arcsec and peak surface brightness of 0.05 – 4.0 mJy

beam−1. Finally, we bin the mock visibilities in the uv-

plane using exactly the same procedure as applied to

real data in Section 3.2.

Figure 3 shows the inferred radius as a function of

the surface brightness maximum alongside the 1σ un-

certainty from the uv-plane fitting. The measured

[C II] and 160-µm continuum sizes in ALESS 49.1

and 57.1 are all smaller than sizes inferred for input

sources with R1/2 ≥ 0.2 arcsec in the relevant peak

surface brightness range. In other words, given the

observed peak surface brightness, R
[CII]
1/2 >0.2 arcsec

source sizes would be recovered within 10% uncertainty

for both ALESS 49.1 and 57.1. For comparison, the

CO(3–2) half-light radii in ALESS 49.1 and 57.1 are

RCO
1/2=0.33±0.06 and 0.39±0.06 arcsec, respectively.

Therefore, we consider it unlikely that the [C II]/160-

µm continuum follow a single-Gaussian surface bright-

ness distribution with the same size as CO(3–2) emis-

sion (0.33±0.05 and 0.39±0.06 arcsec for ALESS 49.1

and 57.1, respectively). However, we can not exclude

a combination of a bright compact and faint extended

[C II] and continuum components. In the following anal-

ysis, we will focus on the center of the sources where the

extended [C II] component is not expected to contribute

significantly.

3.3. [CII] spectra and kinematics

Figure 4 presents the [C II] moment-one (intensity-

weighted velocity) maps and the comparison of [C II]/CO(3-

2) line profiles in ALESS 49.1 and 57.1. The moment-

one maps reveal a clear velocity gradient across both

ALESS 49.1 and 57.1. The spectra were extracted from

the naturally-weighted channel maps, using an aperture

1 arcsec (∼8 kpc) in radius for CO(3–2) and 0.5 arcsec

(∼4 kpc) in radius for [C II], given the compact size of

the [C II] emission.

The [C II] line profile in ALESS 49.1 largely traces the

CO (3–2) profile, exhibiting an increased brightness in

the blue channels. In ALESS 49.1, we find a tentative

(2.5–3σ) increase in the [C II]/CO(3–2) ratio between

the centre (±200 km s−1) and the wings (±(200− 600)

km s−1) of the lines. This might be due to: (1) a sig-

nificant fraction of the [C II] emission in the reddest

and bluest channels being very extended and thus re-

solved out by our Band 8 imaging, or (2) a spatial vari-

ation in the gas conditions. The [C II/CO(3–2) ratio in

ALESS 57.1 is consistent with being constant across the

full velocity range.

We model the velocity-fields using the GalPak3D

software (Bouché et al. 2015). GalPak3D uses a

Monte-Carlo approach to extract the kinematic and
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Figure 3. Comparison of the inferred and true R1/2 for the [C II] line (upper) and 160-µm data continuum (lower). The bold
lines denote the mean inferred R1/2 for input R1/2=0.1–0.4 arcsec, with coloured regions denoting the 1σ uncertainty from the
uv-plane fitting only. For R1/2 >0.4 arcsec, the source sizes are inferred robustly and are not shown for clarity. The boxed
regions indicate the measured source sizes and peak surface brightness for ALESS 49.1 and 57.1 with 1 σ uncertainties. Given
the SNR of our observations, we rule out the possibility that [C II] and 160-µm continuum follow the same single Gaussian
profile as the CO(3–2) emission.

morphological parameters from three-dimensional im-

age cubes, accounting for both the spatial and spec-

tral response of the instrument, assuming a parametric

model for a rotating disc. For our simulations, we as-

sume an exponential disc profile - an appropriate choice

for ALESS SMGs, which show a mean Sérsic index of

n = 0.9 ± 0.2 (Hodge et al. 2016, n = 1 corresponds

to an exponential profile.). To improve the SNR and

the speed of the calculations, we re-sampled our data

onto cubes with a pixel size of 25 mas, using natural

weighting.

Figure 5 shows the input and reconstructed moment-

0 and moment-1 maps for ALESS 49.1 and 57.1. At

the SNR of our Band 8 observations, velocity fields

in both sources are consistent with an ordered, disc-

like rotation. The deconvolved [C II] rotational curves

are shown in Figure 6, which also lists the FWHM ve-

locity measurements obtained from the fitting of the

spatially-integrated CO(3–2) spectra (Calistro Rivera

et al. 2018). The source inclinations are inferred by fit-

ting the moment-0 map and agree with those derived

from CO(3–2) imaging by Calistro Rivera et al. (2018)

within 1–2σ uncertainty.
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Table 2. Inferred source properties for ALESS 49.1 and ALESS 57.1. For the global source properties derived from the SED-
fitting (Section 3.4), we provide the median value of the posterior probability density function. The [C II] and CO(3–2) line
luminosities are spectrally integrated over the full extent of the [C II], rather than over FWHM only (as in Calistro Rivera et al.
2018) as the [C II] line exhibits a non-Gaussian profile. The source sizes are inferred from the uv-plane fitting (Section 3.2); we
list the best-fitting one-component Gaussian model parameters, as well as the two-component Gaussian models if preferred by
evidence. The source inclinations and [C II]-based dynamical masses are inferred from the GalPak3D modelling (Section 3.3)

Source ALESS 49.1 ALESS 57.1

SED fitting

L3−2000µm [1012 L�] 7.1+0.8
−0.9 7.4+0.9

−0.9

SFR [M� yr−1] 490+30
−60 480+70

−60

Tdust [K] 46+6
−2 51+7

−4

M? [1010 M�] 4.4+1.8
−0.3 4.3+1.7

−0.8

Mgas
b [1010 M�] 5 ± 2 5 ± 2

Mdust [108 M�] 4.4+0.5
−0.7 4.1+0.5

−0.6

Line Luminosities

L[CII] [109 L�] 3.0±0.8 1.1±0.4

L′[CII] [1010 K km s−1 pc2] 14±4 5.1±1.7

LCO(3−2)
a [109 L�] 0.070±0.005 0.062±0.016

L′CO(3−2)
a [1011 K km s−1 pc2] 0.51±0.04 0.05±0.01

LCO(1−0)
a [106 L�] 2.1±0.2 2.6±0.7

Source sizes - single Gaussian

R
[CII]

1/2 [arcsec] 0.163±0.013 0.101±0.010

S[CII] [mJy] 10.9±0.9 8.6±0.9

R160µm
1/2 [arcsec] 0.173±0.009 0.128±0.006

S160µm [mJy] 11.2±0.4 7.6±0.4

RCO
1/2

a [arcsec] 0.33±0.5 0.39±0.06

Source sizes - two Gaussians

R
[CII]

1/2 (compact) [arcsec] 0.128±0.015 –

R
[CII]

1/2 (extended) [arcsec] 1.1±0.3 –

S[CII] (compact) [mJy] 7.4±1.1 –

S[CII] (extended) [mJy] 29±8 –

R160µm
1/2 (compact) [arcsec] – 0.109±0.007

R160µm
1/2 (extended) [arcsec] – 0.67±0.11

S160µm (compact) [mJy] – 5.8±0.5

S160µm (extended) [mJy] – 7.6±1.4

[C II] and CO(3–2) kinematics

i[CII] [deg] 39±5 58±5

M
[CII]
dyn (R ≤2 kpc) [1010 M�] 6.2 ± 5.5 2.7 ± 1.6

MCO
dyn(R < RCO

1/2) [1010M�] 11 ± 2 11 ± 5
a Calistro Rivera et al. (2018): Lline integrated over the entire line width

as opposed to integrating only over FWHM as in Calistro Rivera et al. (2018)
b Calistro Rivera et al. (2018). Mgas estimated assuming αCO = 1.0.
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Figure 4. Moment-one (velocity) maps and [C II] line profiles for ALESS 49.1 and ALESS 57.1. The contours correspond to
[C II] moment-zero maps as shown in Figure 1. The [C II] velocity fields in both galaxies show a clear gradient across the source,
without any major perturbations. The CO(3–2) spectra are taken from Calistro Rivera et al. (2018); the CO(3–2) flux-density
is scaled up by a factor of 10 for clarity. The velocity is given in the LSRK frame with respect to the redshift of z = 2.943, using
the radio definition of velocity. The line intensity was measured from images obtained using natural weighting, for an aperture
with 1-arcsec / 0.5-arcsec diameter for CO(3–2) and [C II] emission, respectively, centered on the surface-brightness maximum
of the 160-µm continuum. The error-bars indicate 1σ uncertainty. The frequency coverage of our Band 8 observations does not
extend below 481.0 GHz. The [C II] and CO(3–2) line widths match each other (Table 1).
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Figure 5. GalPak3D models of the [C II] velocity field in ALESS 49.1 (upper) and ALESS 57.1 (lower), using an exponential
disc model. The upper row shows, respectively, the velocity moment-0 (surface brightness) data, best moment-0 model convolved
with the beam, best moment-0 model (deconvolved) and the moment-0 residuals. The moment-zero contours start at ±2σrms

level and increase in steps of 1σrms. The moment-one contours are drawn in steps of ±100 km s−1. The lower row shows the
reconstructed moment-one (velocity) maps for regions with surface brightness > 2σrms. The velocity maps are consistent with
the exponential disc model, with no residuals at > 2σrms significance. The field-of-view size is 1.6×1.6 arcsec and 1.4×1.4 arcsec,
respectively.
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3.4. Spectral energy distribution modelling

We infer the global stellar and interstellar medium

properties of ALESS 49.1 and 57.1 from the spatially-

integrated spectral energy distributions (SEDs) using

the MagPhys package (da Cunha et al. 2008), specifi-

cally its high-redshift extension (da Cunha et al. 2015).

These differ from the previously published SEDs (da

Cunha et al. 2015) by using the CO(3–2)-derived spec-

troscopic redshifts compared to the photometric ones

from da Cunha et al. (2015), and inclusion of ALMA

Bands 3/4/8 continuum flux-densities. Namely, in ad-

dition to the Band 8 continuum measurements from

Table 1, we include Band 4 continuum measurements

(S2.1mm = 380±100 µJy and 65±50 µJy for ALESS

49.1 and 57.1; da Cunha et al., in prep.), as well as the

ALMA Band 3 continuum measurement for ALESS 49.1,

S3.3mm = 37± 5 µJy (Wardlow et al. 2018).

The MagPhys-inferred source properties are listed

in Table 2, the observed multi-wavelength photometry

and MagPhys spectral energy distribution models are

provided in Appendix B. The estimated dust temper-

atures Tdust = 47+5
−9 K and 52+10

−6 K in ALESS 49.1

and 57.1 are warmer than the median Tdust=42±2 K of

the ALESS SMGs inferred from MagPhys modelling

(da Cunha et al. 2015). The more precise spectroscopic

redshifts and additional ALMA photometry result in a

temperature increase compared to values reported by

da Cunha et al. (2015) Tdust = 46+0
−3 K and 43+15

−14 K,

respectively. Elevated Tdust in intensely star-forming

z ∼ 4.5 galaxies was reported by Cooke et al. (2018),

who interpret the inferred median Tdust = 55 ± 4 K as

evidence for high ΣSFR at high redshift. Note that the

da Cunha et al. (2015) and Cooke et al. (2018) models

use Herschel SPIRE and ALMA Band 7 photometry,

while our models include ALMA Bands 3, 4 and 8 ob-

servations, thus better sampling the Rayleigh-Jeans tail

of dust thermal spectrum. Compared to the MagPhys

models of the entire ALESS sample (da Cunha et al.

2015), ALESS 49.1 and 57.1 have SFR higher by a fac-

tor of ∼2 (da Cunha et al. 2015: median SFR = 280±70

M� yr−1) and stellar mass factor of 2 lower (da Cunha

et al. 2015: M∗ = (8.9 ± 0.1) × 1010 M� yr−1); the

dust mass is consistent with the median da Cunha et al.

(2015) value ((5.6± 1.0)× 1010 M�). The gas depletion

timescale Mgas/SFR is 100±40 Myr in both ALESS 49.1

and 57.1, in line with z ' 2 − 4 SMGs (Huynh et al.

2017; Bothwell et al. 2013), and a few times lower than

claimed for z = 1 − 3 massive main-sequence galaxies

from the PHIBBS survey (0.7± 0.1 Myr, Tacconi et al.

2018).

Using the SED models, we can estimate the fraction

of the 160-µm continuum that is resolved out by com-

paring the observed rest-frame 160-µm continuum fluxes

with SED modeling predictions, assuming constant Tdust
and optical depth across the source. Namely, we use

MagPhys to perform SED modeling using all the pho-

tometry points apart from the rest-frame 160-µm con-

tinuum. The predicted 160-µm flux-densities are 11.8

and 7.6 mJy for ALESS 49.1 and 57.1, respectively; the

observed flux densities match the predicted ones within

<10%. Therefore, we conclude that our observations re-

cover the bulk of the 160-µm emission, in line with the

compact continuum sizes inferred in Section 3.2.

4. DISCUSSION

4.1. Comparison with CO(3–2) emission

Based on the uv-plane analysis in Section 3.2 which

was tested on mock ALMA data in Section 3.2.1, we

found the [C II]/160-µm continuum surface brightness

distribution to be dominated by a compact compo-

nent, embedded within a low-surface-brightness, ex-

tended emission. We now compare these morphologies

to the CO(3–2) surface brightness profiles, and other

low- and high-redshift observations and simulations.

4.1.1. 160-µm continuum size

Comparing the 160-µm continuum emission sizes with

the CO(3–2) sizes (Table 2), the 160-µm continuum is

1.9±0.3 (ALESS 49.1) and 3.1±0.7 (ALESS 57.1) more

compact than the CO(3–2) emission.

Compact dust continuum emission embedded in a

larger molecular gas reservoir has been observed in a

number of high-resolution studies of z = 2 − 4 SMGs.

For example, PdBI/VLA imaging of GN20 (z = 4.05)

revealed a compact dusty, star-forming region within a

large disc as traced by the CO(2–1) emission (Hodge

et al. 2012, 2015). At very high spatial resolutions

(∼ 100 pc), similar morphology has been seen in the

strongly-lensed z = 3 SMG SDP.81 (ALMA Partnership

et al. 2015), which shows a compact (∼3 kpc across),

dusty star-forming disc (Rybak et al. 2015a), embedded

in a large (≥ 10 kpc) molecular gas reservoir, as traced

by the CO(1–0) emission (Valtchanov et al. 2011; Rybak

et al. 2015b). Similarly, Spilker et al. (2015) observed

compact ALMA Band 7 continuum and extended CO(3–

2)/(1–0) emission in two strongly lensed galaxies from

the South Pole Telescope sample; note that in SMGs,

the CO(3–2) is typically significantly less extended than

the CO(1–0) line (e.g., Ivison et al. 2011; Riechers et al.

2011). Using ALMA 860-µm continuum, VLA CO(3–2)

and SINFONI Hα observations of ALESS 67.1 (z=2.1),

Chen et al. (2017) found the ALMA continuum to be a

factor of ∼5 more compact than CO (3–2) and Hα emis-

sion (which are similar in size). Finally, Calistro Rivera
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et al. (2018) compared stacked CO(3–2) and Hodge et al.

(2016) 860-µm ALMA observations of a sample of 4/18

SMGs from the ALESS sample, showing the FIR con-

tinuum to be more compact by a factor of >2. Based

on a radiative transfer modelling, Calistro Rivera et al.

(2018) found that the compact FIR and extended CO(3–

2) sizes are consistent with a decrease in dust temper-

ature and optical depth towards the outskirts of the

source. The compact continuum sizes in ALESS 49.1

and 57.1 thus add to the growing evidence for variations

ISM conditions in SMGs on scales of few kpc.

4.1.2. [CII] emission size

Based on the source sizes inferred from uv-plane fit-

ting, the [C II] emission is 2.0 ± 0.4 (ALESS 49.1) and

3.9±0.7 (ALESS 57.1) times more compact than CO(3–

2). The compact size of the high surface-brightness [C II]

component contrasts with a relatively similar extent of

the [C II] and low-J CO emission in local galaxies, as

presented by de Blok et al. (2016), who found the [C II]

to be “slightly less compact than the CO” (scale radius

∼ 70± 20% larger). Note that the de Blok et al. (2016)

galaxies have ΣSFR ' 10−3 − 10−2 M� yr−1 kpc−2,

> 3 dex lower than ALESS 49.1 and 57.1.

The [C II] morphologies consisting of a high surface-

brightness compact, and a low surface-brightness ex-

tended component have been observed in several local

star-forming galaxies. For example, Kuiper Airborne

Observatory imaging of the [C II] emission in NGC 6946

(Madden et al. 1993) resolved three distinct components:

(1) a bright, compact nucleus (R < 300 pc); (2) a faint,

diffuse component at least 12 kpc in radius, contribut-

ing ∼40% of the total [C II] flux (Contursi et al. 2002)

and (3) local enhancements corresponding to the spiral

arms.

Similarly, one of the best-studied z ≥ 5 sources with

resolved [C II]/low-J CO observations – a z ∼6.42

quasar SDSS J1148+5251 (Walter et al. 2004, 2009) –

has a compact (R ∼ 0.75 kpc) [C II] emission embedded

within a much more extended (R ∼ 2.5 kpc) CO(3–2)

reservoir (Walter et al. 2009; Stefan et al. 2015). Using

sensitive PdBI observations, Cicone et al. (2015) found

an extremely extended (out to ∼30 kpc) [C II] emission

associated with powerful outflows likely driven by the

central engine in J1148+5251.

Apart from observational evidence, a compact, high

surface-brightness [C II] component in star-forming

galaxies has been predicted by simulations. In par-

ticular, using zoom-in cosmological SPH simulations of

several mildly star-forming z ∼ 2 galaxies (SFR=5–

60 M� yr−1), Olsen et al. (2015) predicted that the

[C II] emission is concentrated into a compact central

region (R ∼ 1 kpc), with a much fainter (by up to

1 dex) extended component – similar to our double-

component model of [C II] emission in ALESS 49.1. In

the Olsen et al. (2015) simulations, the compact size of

the [C II] emission is due to gas inflows into the central

star-forming regions, and the [C II] emission is domi-

nated by the dense, molecular phase of the ISM. This

contrasts with low-SFR galaxies, where the bulk of the

star-formation takes place in the spiral arms at large

galactocentric radii (e.g., Herschel survey of the Milky

Way [C II] emission, Pineda et al. 2013).

4.1.3. Inferring FIR source sizes using the Stacey et
al., 2010, relation

Given the limited angular resolution of many high-

redshift [C II] detections, the source size can not be

inferred directly from unresolved/marginally resolved

data. However, parallel [C II]/CO/FIR continuum ob-

servations have been used to constrain the source size,

assuming the bulk of the line and continuum emission

originates in PDR regions.

This technique, introduced by Stacey et al. (2010),

compares the observed [C II]/CO/FIR fluxes with pre-

dictions from the PDR models of (Kaufman et al. 1999,

see Section 4.4) to infer the FUV field strength G0 and

the density n. The observed LFIR and inferred G0 are

then used to infer the FIR size RFIR using the Wolfire

et al. (1990) relations. In particular, Wolfire et al. (1990)

distinguish two main regimes:

1. 〈λFUV〉 < RFIR

〈G0〉 = 3× 104
( LFIR

1010L�

)( 〈λFUV〉
100pc

)(100pc

RFIR

)3
(1− exp(−RFIR/〈λFUV〉)), (1)

2. 〈λFUV〉 ≥ RFIR

〈G0〉 = 3× 104
( LFIR

1010L�

)(100pc

RFIR

)2
, (2)

whereG0 is given in the units of the Habing field (1.6×
10−3 erg cm−2 s−1) andRFIR and the FUV photon mean

free path 〈λFUV〉 are in pc. Stacey et al. (2010) assume

that 〈λFUV〉 in z = 1 − 2 star-forming galaxies is the

same as in a nearby starburst M82. For M82, Stacey

et al. (2010) assume LFIR = 2.8 × 1010 L�, G0 = 103,

RFIR = 150 pc.

With high-resolution [C II], CO(3–2) and FIR obser-

vations and robust source sizes in hand, we now investi-

gate the applicability of the Stacey et al. (2010) relations

to high-redshift SMGs. Assuming that 〈λFUV〉 is smaller
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than RFIR (an appropriate choice given the heavily ob-

scured, dusty environment), we infer RFIR = 410 ± 50

and 420± 70 pc for ALESS 49.1 and 57.1, respectively;

a factor of 2.5–3.5 smaller than the actual FIR half-light

radii measured from the uv-plane fitting (Section 3.2).

We note that the LFIR, G0 and RFIR estimates for M82

from the literature show a considerable scatter; alterna-

tively, the 〈λFUV〉 in SMGs might be somewhat longer

from that in the central region of M82. Crucially, if the

FIR sizes of high-redshift SMGs are systematically un-

derestimated by similar factors, the star-formation rate

surface density ΣSFR ∝ LFIR/R
2
FIR will be overestimated

by 0.5–1.0 dex - a shift that might affect a number of

unresolved observations in e.g., the [C II]/FIR – ΣSFR

plane (Figure 7).

4.2. Molecular gas kinematics

The [C II] and CO(3–2) lines provide two independent

measurements of the molecular gas velocity structure.

Due to their different spatial extents (Section 3.2), the

[C II] and CO(3–2) emission trace the velocity field at

different radii. Figure 6 shows the line-of-sight veloc-

ity as traced by the [C II] and CO(3–2) emission, and

the GalPak3D model of the [C II] disc. In particu-

lar, the [C II] emission probes the velocity field within

the inner 2-kpc region. Typically, rotational curves

of disc-like galaxies are decomposed into contributions

from the dark matter halo, and baryons in the form

of a galactic bulge and disc. Given the baryonic mass

Mbar = M∗ + Mgas (Table 2) is comparable to the dy-

namical mass enclosed within twice the CO(3–2) half-

light radius (5.2 and 6.0 kpc in ALESS 49.1 and 57.1,

respectively; Table 2), we conclude that the inner rota-

tion curves are baryon-dominated.

In both ALESS 49.1 and 57.1, the line-of-sight ve-

locity vlos flattens at 2–4 kpc radius. As a dominant

bulge would cause the vlos to flatten rapidly on scales

of few hundred pc (e.g., Sofue et al. 1999) whereas the

vlos profiles in ALESS 49.1 and 57.1 are still rising at

R ≥ 1 kpc, we speculate that the inner (R ≤ 2 kpc)

rotational curves in ALESS 49.1 and 57.1 do not yet

have a significant bulge component and hence are disc-

dominated. However, higher-SNR data are necessary to

confirm this hypothesis.

The rotation curves have been studied at a compa-

rable resolution in only a handful of SMGs. In this

respect, ALESS 49.1 and 57.1 velocity fields are most

directly comparable to those in z = 2.4 twin hyperlu-

minous SMGs H-ATLAS J084933 (Ivison et al. 2013)

and strongly lensed SMGs SMM J2135-0102 (z = 2.03,

Swinbank et al. 2011) and SDP.81 (z = 3.04, Dye

et al. 2015; Rybak et al. 2015b), which flatten out at

∼200 km s−1 within the inner 2-kpc radius. The dy-

namical mass enclosed within the central 2-kpc radius

region of ALESS 49.1 and 57.1 is Mdyn (R ≤2 kpc) =

(6.2 ± 5.5) × 1010 and (2.7 ± 1.6) × 1010 M�, respec-

tively; although CO(3–2) observations provide mass es-

timates at 5–6 kpc radius, the large uncertainties pre-

vent us from investigating the mass profiles of the two

sources. The limited extent of the bright [C II] compo-

nent and the possibility that an extended [C II] emission

in ALESS 49.1 is resolved out highlight the difficulties of

using very high-angular-resolution observations to trace

the kinematics of the cold gas reservoir.

4.3. The resolved [CII]-FIR ratio

The high resolution of ALMA Band 8 data allows us

to investigate the L[CII]/LFIR ratio at z ∼ 3 on 1-kpc

scales. Here, we focus on the central region (R ≤2 kpc),

in which the contribution of any extended [C II] compo-

nent is below 20%. This discussion does not include the

global tracer ratios, as the Band 8 observations might

resolve out significant fraction of the total [C II] flux

from an extended component.

The star-formation rate surface density ΣSFR is esti-

mated by adopting the global SFR from our SED fits

3.4, assuming (1) a linear mapping between the rest-

frame 160-µm emission and SFR; (2) no AGN contribu-

tion to the rest-frame FIR luminosity; (3) universal IMF

(c.f Zhang et al. 2018a). The linear mapping between

the FIR continuum and SFR density assumes a con-

stant dust temperature and opacity across the source.

Further high-resolution, multi-band observations of the

dust continuum and spatially-resolved SED modelling

would be required for a more precise ΣSFR estimate for

different parts of the source. The [C II]/FIR ratio was

extracted by binning the [C II] and 160-µm continuum

maps (Fig. 1) into pixels 1 beamwidth large; only pixels

for which both the [C II] and 160-µm continuum have

SNR≥2 are considered.

Figure 7 shows the resolved L[CII]/LFIR for ALESS

49.1 and 57.1 as a function of the SFR surface density

ΣSFR, compared to resolved and unresolved measure-

ments from both local and high-redshift sources (Smith

et al. 2017; Dı́az-Santos et al. 2017; Gullberg et al. 2018

and references therein). In both ALESS 49.1 and 57.1,

the resolved ratio decreases sharply with ΣSFR, confirm-

ing the [C II]/FIR deficit on 1-kpc scales.
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Figure 6. Line-of-sight velocity curves for ALESS 49.1 and 57.1, showing the [C II] velocity and velocity dispersion measured
from the image cubes (full dots), with rotation curves inferred from GalPak3D (full line, velocity dispersion estimate indi-
cated by the shaded region), alongside the CO(3–2) measurements (empty diamonds, Calistro Rivera et al. 2018). The [C II]
measurements were extracted along the major kinematic axis determined by the GalPak3D modelling from an aperture one
beamwidth wide. The line-of-sight velocity flattens out at ∼2-kpc radius, suggesting disc-dominated kinematics. The large
GalPak3D-predicted velocity dispersion at the centre of ALESS 57.1 is a numerical artefact.

Comparing our measurements with an empirical re-

lation between [C II]/FIR ratio and ΣSFR proposed by

Smith et al. (2017),

ΣSFR = (12.7±3.2)
(L[CII]/LFIR

0.001

)−4.7±0.8
M�yr−1kpc−2.

(3)

we find that the bulk of the ALESS 49.1 and 57.1

[C II]/FIR measurements are below the 1σ scatter of

the Smith et al. (2017) relation, with ΣSFR almost 1–2

dex lower than those predicted by the Smith et al. (2017)

relation. This suggests that the Smith et al. (2017) ΣSFR

– L[CII]/L[CII] might not be directly applicable in the

high-ΣSFR regime in ALESS 49.1 and 57.1.

We note that the ALESS 49.1 and 57.1 [C II]/FIR

measurements fall below the redshift∼ 4.5 resolved mea-

surements of Gullberg et al. (2018). This can be at-

tributed to several factors: (1) different source selection;

(2) aperture-averaging effects in Gullberg et al. (2018),

as the [C II]/FIR ratio is calculated for apertures several

kpc wide; (3) systematic uncertainties such as Gullberg

et al. (2018) assuming Tdust = 50 ± 4 K for all their

sources. Regarding source selection, ALESS 49.1 and

57.1 have LFIR more than 2× higher than Gullberg et al.

(2018) sources, while being more compact in the rest-

frame FIR continuum; consequently, our measurements

might probe a higher ΣFIR regime, which would corre-

spond to lower [C II]/FIR ratio and potentially higher

Tgas (see Section 4.4).

The radial variation of L[CII]/LFIR in ALESS 49.1

and 57.1 is shown in Figure 8. Fitting the resolved

[C II]/FIR data with a power-law L[CII]/L[CII] ∝ Rα,

we find a strong evidence for a radial variation of the

[C II]/FIR ratio in ALESS 49.1 (α = 0.41± 0.06), while

in ALESS 57.1, the slope is consistent with being flat

(α = 0.05 ± 0.05). A decrease in the [C II]/FIR ratio

towards the centre of the source is seen in both local

star-forming galaxies (e.g., Madden et al. 1993; Smith

et al. 2017) and high-redshift sources (Gullberg et al.

2018) and indicates that the [C II]/FIR deficit is driven

by local processes, as opposed to global properties of

the sources. In particular, Smith et al. (2017) found the

[C II]/FIR ratio to be suppressed by on average 30±15%

in the central R ≤ 400 pc regions of galaxies without an

AGN. On the other hand, [C II]/FIR ratio drops by a

factor of a few over the inner 2 kpc in nuclear starbursts

in M82 and M83 (Herrera-Camus et al. 2018). While the

obscured Chandra-detected AGN in ALESS 57.1 (Wang

et al. 2013) might be expected to suppress the [C II]

emission in the circumnuclear region, we do not detect

any strong [C II] suppression in ALESS 57.1 on 1-kpc

scales. The difference in the [C II]/FIR radial profiles

in ALESS 49.1 and 57.1 is driven by the larger scatter

in [C II]/FIR ratio for a given ΣSFR in ALESS 57.1 (see

Figure 7), which is a result of the complex [C II] and 160-

µm morphology in that source (Figure 1). Note that the

limited SNR of our data at R ≥ 2 kpc prevents us to

study the [C II]/FIR radial dependence at larger radii.

4.4. Comparison with PDR models

The relative intensities of the [C II], CO(3–2) and FIR

emission from hot-dissociation regions (PDRs) depend

on the ionizing FUV field strength G0 and the gas den-

sity n(H), which determine the depth of the outer C+

layer. We now use our resolved [C II]/CO(3–2)/FIR ob-
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Figure 7. Resolved [C II]/FIR deficit in ALESS 49.1 and
57.1, compared to the Kingfish Smith et al. (2017) and
GOALS Dı́az-Santos et al. (2017) samples and other lo-
cal (empty circles) and high-redshift measurements (black
squares), adapted from Smith et al. (2017) and Gullberg
et al. (2018). For each of the Gullberg et al. (2018) sources,
we show the ratio for the inner and outer region, connected
by a line. The thick black lines indicates the Smith et al.
(2017) empirical fit to the [C II]/FIR data (equation (3)
and the corresponding 1σ scatter; the dashed line indicates
the prediction from the Muñoz & Oh (2016) temperature-
saturation model (equation (5)), for f[CII]=0.13. The re-
solved ALESS 49.1 and 57.1 datapoints fall below the Smith
et al. (2017) trend, and follow a much steeper slope, indicat-
ing a [C II]-saturation regime. The errorbars on ALESS 49.1
and 57.1 measurements include a contribution from an ex-
tended [C II]/160-µm continuum components.

servations to infer the G0 and n using the PDR models

from the PDRToolbox library (Kaufman et al. 2006;

Pound & Wolfire 2008). We focus on the central regions

of the source (R ≤ 2 kpc) adopting the best-fitting mod-

els from Section 3.2.
For a proper comparison, several corrections need to

be applied. First, the [C II] emission from the ion-

ized ISM needs to be subtracted from the observed

[C II] signal. The contribution from the ionized gas

can be estimated from [N II] 122/205-µm lines, which

have similar critical density for collisions with electrons

(300 cm−3/32 cm−3) as the [C II] line (50 cm−3, Gold-

smith et al. 2012), but ionization energy > 13.6 eV and

hence traces only the ionized gas. Croxall et al. (2017)

carried out a systematic study of the [N II] 122/205 µm

lines in a sample of 21 nearby star-forming galaxies, es-

timating the fraction of [C II] in PDRs as fPDR
[CII] ≥ 0.8

for sources with ΣSFR ≥ 10−2 M� yr−1 kpc−2. At high

redshift, Zhang et al. (2018b) used [N II] 122-µm line ob-

servations in z = 1− 3 SMGs to derive 10–15% ionized

gas contribution to [C II] luminosity, assuming Galac-

Figure 8. [C II]/FIR deficit radial trends in ALESS 49.1 and
57.1, colour-coded by the star-formation rate surface density
ΣSFR; each point corresponds to a separate resolution ele-
ment. The lines and shaded regions indicate the best-fitting
slopes and corresponding uncertainties, respectively. The ra-
dial distances R are measured from the 160-µm continuum
surface brightness maximum.

tic diffuse gas N and C abundancies. Consequently, we

adopt a conservative (i.e., low) estimate of fPDR
[CII] = 0.8.

Second, PDRToolbox models are derived for a one-

dimensional, semi-infinite slab, illuminated from the

face side only. In the intensely star-forming SMGs, we

expect the clouds to be illuminated from multiple sides

and the optical thickness of individual tracers needs to

be considered. Namely, for optically thick emission,

only the emission from the side of the cloud facing

the observer is observed; for the optically thin emis-

sion, the distant side of the cloud adds to the observed

fluxes and the line intensities expected from PDR mod-

els need to be multiplied by a factor of 2 (Kaufman et al.

1999). The 160-µm continuum is generally assumed to

be optically thin. Based on the models of Narayanan

& Krumholz (2014), CO(3–2) line is expected to be

optically thick with a median optical depth ≥ 10 for

ΣSFR = 10−1 − 103 M� yr−1. The [C II] emission is op-
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Table 3. Comparison with PDRToolbox PDR models:
observed [C II]/CO(3–2) and [C II]/FIR continuum ratios,
along with inferred FUV field strength G0, density n(H) and
PDR surface temperature TPDR for ALESS 49.1 and 57.1.
We consider both optically thin and thick [C II] scenarios.
The [C II] luminosities are given before subtracting the con-
tribution from non-PDR sources.

Source ALESS 49.1 ALESS 57.1

[C II]/FIR (3.3 ± 1.5) × 10−4 (3.4 ± 2.8) × 10−4

[C II]/CO(3–2) 310 ± 100 600 ± 240

[C II] optically thin

logG0 4.1+0.3
−0.3 4.2+0.9

−0.4

logn(H) [cm−3] 4.7+0.4
−0.2 4.1+0.5

−0.4

TPDR [K] 720 ± 200 670 ± 170

[C II] optically thick

logG0 3.8+0.3
−0.2 3.7+1.0

−0.3

logn(H) [cm−3] 3.9+0.4
−0.2 3.4+0.4

−0.3

TPDR [K] 430 ± 30 480 ± 90

tically thin in most environments; although there is evi-

dence for moderately optically thick [C II] (optical depth

∼1) in both Galactic PDRs (Graf et al. 2012; Sandell

et al. 2015) and high-redshift sources (Gullberg et al.

2015). Therefore, for an optically thin [C II], the pre-

dicted [C II]/CO(3–2) ratio has to be increased 2×; for

an optically thick [C II], the predicted [C II]/FIR ratio

has to be reduced by 1/2. We consider both optically-

thin and optically-thick [C II] scenarios; however, as the

evidence for optically-thick [C II] is limited, we adopt

the values derived for the optically-thin ]C II] for the

rest of this paper.

Figure 9 shows the contours in the G0/n space for the

central R ≤2 kpc region of ALESS 49.1 and 57.1, with

best-fitting values listed in Table 3. The combination

of the three tracers provides orthogonal constraints on

G0 and n. In particular, G0 is largely determined by

the [C II]/FIR ratio, and n by [C II]/CO (3–2). Table 3

lists the inferred G0 and n values for the optically thin

and optically thick [C II] scenarios, along with the PDR

surface temperature. For the optically-thin [C II] case,

the conditions in ALESS 49.1 and 57.1 are almost iden-

tical, with G0 ∼ 104 and n ∼ 104 − 105 cm−3, implying

PDR surface temperature TPDR of ∼700 K. Increasing

the fraction of [C II] emission from the PDRs from 0.8

to 1.0 causes the inferred G0 and n values to decrease

by ≤0.25 dex. For the optically-thick [C II] case, the

inferred G0 and n decrease by up to 0.5 and 1.0 dex,

respectively; TPDR is reduced to 400–500 K.

The G0, n values in the central region of ALESS 49.1

and 57.1 are comparable to G0 = 103 − 104.5, n =

102−104 cm−3 inferred from unresolved observations of

larger SMG samples, such as [C II]/CO study of Stacey

et al. (2010), [C I]/CO study of 14 z ≥ 2 SMGs by

Alaghband-Zadeh et al. (2013) and FIR spectroscopy of

lensed SMGs (Wardlow et al. 2017; Zhang et al. 2018b)).

Using [C II] and low-J CO observations in a sample of

strongly lensed SMGs, Gullberg et al. (2015) found a

larger scatter of FUV strength (G0 = 102 − 8 × 103)

and density (n = 102 − 105 cm−3), although the ef-

fect of differential magnification might be substantial.

For nearby star-forming galaxies, a comparison of ob-

served spatially integrated [C II], [O I] 63-µm and FIR

luminosities with the PDRToolbox models was carried

out by Malhotra et al. (2001) and Dı́az-Santos et al.

(2017). ALESS 49.1 and 57.1 are consistent with the

high-density Malhotra et al. (2001) sources; however, G0

and n in ALESS 49.1 and 57.1 are higher than in the

most dense ultra-luminous infrared galaxies (ULIRGs)

from the Dı́az-Santos et al. (2017) sample, which have

G0 ∼ 103, n = 1 − 103 cm−3. Note that the globally-

averaged G0 and n in ALESS 49.1 and 57.1 might be

lower than those inferred from the R ≤ 2 kpc region. Fi-

nally, compared to the resolved kpc-scale observations of

local starburst galaxies NGC 6946 and NGC 1313 with

inferred G0 = 103 − 104, n = 103.0 − 103.5 cm−3 (Con-

tursi et al. 2002), the central regions of ALESS 49.1 and

57.1 show similar G0 and somewhat higher n.

What drives the strong FUV fields in ALESS 49.1

and 57.1: a central AGN, or star-formation? Al-

though Chandra X-ray observations of ALESS 49.1 and

57.1 (Wang et al. 2013) revealed an obscured AGN in

ALESS 57.1 (no emission from ALESS 49.1 was de-

tected), it is unlikely that an obscured AGN would be

driving a strong FUV field on few-kpc scales. On the

other hand, the G0 in the vicinity of H II regions is of the

order 103−105 (e.g., Tielens & Hollenbach 1985; Hollen-

bach & Tielens 1999), comparable to the values inferred

from our PDR models. Similarly, typical G0 and n val-

ues for Galactic star-forming regions are of the order of

G0 = 103 − 105, n = 103 − 106 cm−3(Stacey et al. 1991,

2010). We therefore conclude that the strong FUV field

in ALESS 49.1 and 57.1 is due to star formation, rather

than a central AGN.

4.5. Origin of the [CII]/FIR deficit

Having estimated G0 and n in the central regions of

ALESS 49.1 and 57.1, we now turn to the mechanism

driving the [C II]/FIR deficit. We focus on the thermal

saturation model proposed by Muñoz & Oh (2016), and

the reduction of the photoelectric heating of the gas by
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Figure 9. Constraints on the FUV field strength G0 and
density n for the central R ≤ 2 kpc region derived from com-
parison with Kaufman et al. (2006) PDR models. For the
[C II]/FIR/CO(3–2) emission, we adopt surface brightness
profiles derived from the uv-plane fitting. The [C II] emis-
sion is assumed to be optically thin, with PDR contributing
80% of the observed signal. The coloured areas indicate 1σ
confidence regions. For the central regions of ALESS 49.1
and 57.1, we infer G0 ∼ 104 and n = 104 − 105 cm−3.

small dust grains (e.g., Bakes & Tielens 1994; Malhotra

et al. 2001); we briefly discuss other potentially relevant

mechanisms – AGN contribution and dust-bounded HII

regions – in Section 4.5.3. For a more exhaustive list of

proposed mechanisms for the [C II]/FIR deficit, we refer

the reader to Smith et al. (2017).

4.5.1. Thermal saturation of the [CII] line

Muñoz & Oh (2016) have proposed the thermal satu-

ration of the upper level of the C+ fine-structure tran-

sition as the main driver of the [C II]/FIR deficit. In

other words, when Tgas exceeds the C+ ionization tem-

perature (92 K), the upper/lower level population ratio

(and the [C II] luminosity) depends only weakly on Tgas,

while the FIR luminosity keeps on increasing.

Our PDRToolbox models imply high FUV fields

strength (G0 ∼ 104) and densities (n = 104−105 cm−3)

with gas surface temperatures larger than 500 K (Ta-

ble 3. The [C II] transition is saturated in this regime.

Following Muñoz & Oh (2016), the thermal cooling rate

per Hydrogen atom via the [C II] line depends on Tgas
via

Λ[CII] = 2.3× 10−6 kB T[CII]
2

2 + exp(TCII/Tgas)
C
H

, (4)

where kB is the Boltzmann constant, T[CII] is the

[C II] ionization temperature and C/H the relative abun-

dances of the Carbon and Hydrogen atoms. Following

the equation (4), the [C II] cooling rate increases by

only ∼40% between Tgas=100 K and 500 K, whereas

the LFIR increases by a factor of few hundred, assuming

Tdust scales proportionally with Tgas and LFIR ∝ T 4+β
dust ,

where the dust opacity β is typically assumed to range

from 1.5 to 2.5 (e.g., Casey et al. 2014).

For a more direct comparison with Muñoz & Oh

(2016) model, we compare the resolved [C II]/FIR ob-

servations in ALESS 49.1 and 57.1 (Figure 7) to the

predicted ΣSFR-[C II]/FIR slope. According to Muñoz

& Oh (2016), L[CII]/LFIR ratio scales as:

L[CII]

LFIR
= 2.2× 10−3

fCII

0.13

( ΣFIR

1011L�kpc−2

)−1/2
, (5)

where fCII is the fraction of gas emitting in [C II].

Fitting our datapoints with a power-law following the

equation (5), we obtain a best-fitting slope of γ =

−0.53 ± 0.12. This is in agreement with the thermal-

saturation model slope of γ = −0.5 (equation (5)).

We note that Dı́az-Santos et al. (2017) discount the

thermal saturation of the [C II] line as a source of the

[C II]/FIR deficit in local star-forming galaxies. Namely,

comparing the [O I] 63 µm and [C II] line ratios with

a statistical equilibrium radiative transfer model, they

obtain a scaling between dust and gas kinetic temper-

ature Tgas = 1.6 − 2.1 × Tdust. Given Tdust of 21–

48 K, they find Tgas ≤92 K, i.e. below the thermal-

saturation regime. However, ALESS 49.1 and 57.1 show

relatively high global Tdust = 47+5
−9 and 52+10

−6 K, re-

spectively (Table 2). Given the conversion factors from

Dı́az-Santos et al. (2017) and evidence for increase in

dust and gas temperature towards the centre of SMGs

(Calistro Rivera et al. 2018), we conclude that Tgas in

the central regions of ALESS 49.1 and 57.1 likely exceeds

92 K.

4.5.2. Suppression of the [CII] emission due to positive
grain charging

In addition to the thermal saturation, another poten-

tially important effect at the G0, n values inferred from

our PDR analysis is the reduced photoelectric heating of

the gas by electrons ejected from the small dust grains
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by the FUV photons (e.g., Bakes & Tielens 1994; Mal-

hotra et al. 2001; Wolfire et al. 2003). At high G0/n

ratios, the grains become positively charged, thus rais-

ing the potential barrier for the electrons to escape.

Qualitatively, a reduced photoelectric heating will

manifest in moderate Tgas/Tdust ratios. Although

ALESS 49.1 and 57.1 have elevated dust temperatures

compared to other high-redshift SMGs (Swinbank et al.

2014; da Cunha et al. 2015) and local ULIRGs (Dı́az-

Santos et al. 2017), the high PDR surface temperatures

indicate that the gas is already heated to high temper-

ature, at which point the [C II] line becomes saturated.

Quantitatively, following Wolfire et al. (2003), the

photoelectric heating rate per hydrogen atom is give as:

ΓPE =
1.1× 10−25G′Zd

1 + 3.2× 10−2
[
G′
(
Tgas/100 K

)1/2
n−1e φPAH

]0.73
erg s−1, (6)

where G′ = 1.7×G0, Zd is the dust-to-gas ratio (nor-

malized to the Galactic value), ne the electron density

and φPAH a factor associated with the PAH molecules.

The second term in the denominator corresponds to

the positive grain charging. We follow Muñoz & Oh

(2016) by adopting ne = 1.1 × 10−4n, φPAH = 0.5.

Note that equation (6) assumes Tgas ≤1000 K, which is

satisfied for both ALESS 49.1 and 57.1. While for the

ALESS 49.1 and 57.1 values of G0, n the second term in

the denominator corresponding to the reduction in pho-

toelectric heating, becomes dominant, the numerator is

also proportional to G0. Comparing a typical nearby

star-forming galaxy with G0 = 102, n = 104 cm−3,

(c.f. Muñoz & Oh 2016) and ALESS 49.1 and 57.1 with

G0 = 104, n = 104 cm−3, the second term in the deter-

minant increases from ∼0.3 to ∼ 18, indicating a signifi-

cant reduction in the gas heating due to grain charging.

However, at the same time, the overall ΓPE increases by

a factor of ∼6.

Therefore, we attribute the pronounced [C II]/FIR

deficit in the central regions of ALESS 49.1 and 57.1 to

the high gas temperature which results in a quantum-

level saturation of the C+ fine structure.

4.5.3. Other mechanisms for [CII]/FIR deficit

Finally, we briefly consider other proposed mecha-

nisms for the [C II] deficit.

AGNs can contribute to the [C II] deficit, both by

increasing the FIR luminosity and reduce the C+ abun-

dance and the [C II] emission by ionizing the carbon

atoms to higher ionization states (C2+, C3+ etc.) via

soft X-ray radiation (Langer & Pineda 2015). Chan-

dra observations of ALESS 49.1 and 57.1 revealed an

obscured AGN with an extinction-corrected X-ray lumi-

nosity of logL0.5−8.0 keV = 44.3 and no X-ray emission in

ALESS 49.1 (Wang et al. 2013). According to Langer &

Pineda (2015) models, for n ∼ 103 cm−3 (model closest

to the conditions in ALESS 49.1 and 57.1), a 10% de-

crease in the fraction of carbon in the C+ state requires

an X-ray flux of fX ' 103.5 erg cm−2 s−1. Assum-

ing an X-ray flux dilutes with distance D as 1/4πD2,

the AGN in ALESS 57.1 will affect only the innermost

∼100 pc radius, well below the spatial resolution of our

data. Consequently, we do not expect a significant AGN

contribution to the observed [C II] deficit.

Another proposed explanation for the [C II]/FIR

deficit is the increased absorption of ionizing UV pho-

tons by the dust in dust-bounded H II regions, which

would result in increased FIR and decreased [C II] lu-

minosity, respectively (Luhman et al. 2003). Abel et al.

(2009) used radiative transfer models of dust-bounded

H II region to qualitatively reproduce the [C II]/FIR

deficit trend. However, for the observed [C II]/FIR

values in ALESS 49.1 and 57.1, the Abel et al. (2009)

models require densities of n ≤ 1 − 2 × 103 cm−3, i.e.

much lower than those inferred from the PDR mod-

elling. Furthermore, as already noted by Muñoz & Oh

(2016), the dust drift time for high G0, n values becomes

very short compared to O/B stars lifetime. We follow

Draine (2011) to estimate a dust drift time for a clus-

ter of 103 O/B stars, providing an ionizing photons flux

Q0 = 1052 s−1. Given the density of 103.5− 104.0 cm−3,

the dust drift time becomes tdrift = 1.0 − 1.5 × 105 yr

(Figure 9 of Draine 2011). Even if the H II regions in

ALESS 49.1 and 57.1 are originally dust-bounded, given

the long duration of the starburst compared to tdrift, we

do not expect a significant fraction of them to be dust-

bounded at a given moment and hence do not expect the

dust-bounded H II regions to dominate the [C II]/FIR

deficit in ALESS 49.1 and 57.1.

5. CONCLUSIONS

We have investigated the morphology and kinematics

of the [C II] 157.74-µm line emission and associated 160-

µm rest-frame continuum in two z ∼ 3 sources from the

ALESS sample, based on the 0.15 arcsec ALMA Band 8

imaging. The morphology and [C II] velocity field in

both galaxies is consistent with an inclined rotating ex-

ponential disc. The [C II] rotation curves show a flat-

tening within the inner 2-3 kpc radius, indicative of a

potential dominated by a baryonic disc.

Comparing the resolved maps of the [C II] emission

with those of CO(3–2) (Calistro Rivera et al. 2018), we

found the [C II] surface brightness to be concentrated

into a region a factor of 2–3 more compact the CO(3–



20 Rybak et al.

2). In ALESS 49.1, we found evidence for a low surface-

brightness, extended (R1/2 ∼ 8 kpc) [C II] component,

accounting for up to 80 percent of the [C II] brightness.

Based on mock ALMA observations, we excluded the

possibility that [C II] and 160-µm continuum follow the

same single-Gaussian surface brightness as the CO(3–2)

emission.

We compared of the [C II]/FIR and CO (3–2) obser-

vations to the PDRToolbox photo-dissociation regions

models (Kaufman et al. 2006; Pound & Wolfire 2008).

These indicate intense FUV radiation field (G0 ∼ 104)

and moderately high gas densities (n(H) = 104 − 105

cm−3), comparable to the G0 and n values found in the

central regions of nearby starbursts (e.g., Contursi et al.

2002), as well as in other z > 2 SMGs (Stacey et al.

2010). We attribute the strong FUV field to massive

the star-formation, rather than an obscured AGN.

We tested the applicability of the Stacey et al. (2010)

technique for estimating FIR source size from unresolved

[C II]/low-J CO / FIR observations to ALESS 49.1 and

57.1. The Stacey et al. (2010) method yields FIR sizes

factor of 2.5–3.5 more compact than measured from the

uv-plane fitting; this bias causes the SFR surface-density

to be overestimated by up to 1 dex, having a potentially

significant impact on the interpretation of low-resolution

observations.

Both ALESS 49.1 and 57.1 show a pronounced

[C II]/FIR deficit, with L[CII]/LFIR = 10−4 − 10−3.

The resolved [C II]/FIR luminosity ratios fall below

the empirical trend of Smith et al. (2017), indicating a

change in physical conditions compared to the nearby

star-forming galaxies. A comparison with PDR mod-

els indicated surface temperatures of 400–800 K; at

such a high temperature, the occupancy of the upper

fine-structure level of C+ ions (and the [C II] luminos-

ity) saturates, while FIR luminosity increases sharply.

The most direct interpretation is that the strong [C II]

deficit is a result of the C+ fines-structure thermal sat-

uration (Muñoz & Oh 2016). In addition, the resolved

[C II]/FIR measurements in ALESS 49.1 and 57.1 scale

with star-formation rate surface density as Σ−0.53±0.12SFR ,

in agreement with the thermal-saturation scenario slope

of -0.5 (Muñoz & Oh 2016). Although the photoelec-

tric heating of the gas is reduced due to positive grain

charging, for the G0, n values in ALESS 49.1 and 57.1,

the thermal saturation is the main driving mechanism

of the [C II]/FIR deficit. This contrasts with the lo-

cal star-forming galaxies, which are found to have gas

temperatures below the C+ ionization energy (e.g., Dı́az-

Santos et al. 2017).

With only two galaxies in our sample, it is difficult

to generalize our conclusions to the entire population of

submillimeter galaxies. With ALMA now enabling rou-

tine observations of [C II] emission at redshift 3 and be-

yond, and with a rapid increase of high-redshift sources

with robust spectroscopic redshifts that are necessary

for parallel [C II]/CO observations, this study is a pre-

cursor to future multi-tracer, resolved studies of ISM at

high redshift, and a necessary stepping stone to inter-

preting the [C II] observations at very high redshift.
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APPENDIX

A. COMPANION SOURCES IN LESS 49 FIELD

Hodge et al. (2013) identified a nearby counterpart to ALESS 49.1 - ALESS 49.2 (J2000 03:31:24.47 -27◦ 50’ 38.1”).

Detected at 4σ confidence level in 870 µm continuum (S870um = 1.80± 0.46 mJy), it is included in the “main” ALESS

sample. Additionally, ALESS 49.2 was detected in 3.3-mm continuum in ALMA Band 3 observations of Wardlow

et al. (2018) with S3.3mm = 28 ± 6 µJy; however, Wardlow et al. (2018) do not detect any CO(3–2) emission from

ALESS 49.2, suggesting it is offset in redshift from ALESS 49.1. Finally, 1.4 GHz VLA observations (Biggs et al. 2011,

based on Miller et al. 2008 data, ∼2 arcsec resolution) detect radio continuum emission from ALESS 49.2 at ∼ 4.5σ

significance. The ≥ 4σ detections in these high-resolution observations confirm that ALESS 49.2 is a physical source,

rather than an imaging artifact.

We do not find any significant Band 8 continuum or [C II] emission within a 1-arcsec radius of the position reported

by Hodge et al. (2013). Given the small size of the ALMA Band 8 primary beam (FWHM=14.1 arcsec) and the large

distance of ALESS 49.2 from the phase tracking centre (∼9.6 arcsec), the emission from ALESS 49.2 will be attenuated

by ∼70%. Therefore, we impose a 3σ upper limit of 1.2 mJy on the ALESS 49.2 620-µm continuum flux-density. For

a z = 3 source, this constraint is compatible with a modified black-body SED with Tdust '20 K.

In addition to ALESS 49.2, Wardlow et al. (2018) detected significant 3.3-mm continuum emission from two additional

sources in the vicinity of ALESS 49.1 - ALESS 49.L and ALESS49.C. However, we do not detect any emission at ≥ 4σ

significance in either Band 8 continuum or [C II] emission at the position of any of the Wardlow et al. (2018) sources.

Accounting for the primary beam response, we put 3σ upper limits of S620um ≤ 0.4 mJy, for both ALESS 49.L and

ALESS 49.C. Given that ALESS 49.L and ALESS 49.C are detected at ∼ 8σ detection in the CO(3–2) and 3.3-mm

continuum, respectively (Wardlow et al. 2018), we consider both sources to be physical. The companion sources in the

LESS 49 field will be addressed in more detail using ALMA Band 4 observations in da Cunha et al. (in prep.).
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B. SPECTRAL ENERGY DISTRIBUTION FOR ALESS 49.1 AND 57.1

Figure 10. Multi-wavelength photometry of ALESS 49.1 and 57.1, with best-fitting spectral energy distribution for ALESS 49.1
(left) and ALESS 57.1 (right) inferred from MagPhys modelling (black). The UV-to-radio photometric data are taken from
Swinbank et al. (2014) and supplemented by the new ALMA Band 3 Wardlow et al. (2018), Band 4 (da Cunha et al., in
prep.) and Band 8 (this work) continuum observations, which provide improved constraints on the dust thermal emission. The
unattenuated stellar spectrum is shown in blue. The reduced χ2 is ≤ 3 for both sources.
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