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Abstract: The present study applied functional partition to investigate disyllabic lexical tonal-pattern categories in an un-

der-resourced Chinese dialect, Jinan Mandarin. A Two-Stage partitioning procedure was introduced to process a multi-speaker 

corpus that contains irregular lexical variants in a semi-automatic way. In the first stage, a program provides suggestions for the 

phonetician to decide the lexical tonal variants for the recordings of each word, based on the result of a functional k-means par-

titioning algorithm and tonal information from an available pronunciation dictionary of a related Chinese dialect, i.e. Standard 

Chinese. The second stage iterates a functional version of k-means partitioning with Silhouette-based criteria to abstract an op-

timal number of tonal patterns from the whole corpus, which also allows the phoneticians to adjust the results of the automatic 

procedure in a controlled way and so redo partitioning for a subset of clusters. The procedure yielded eleven disyllabic tonal 

patterns for Jinan Mandarin, representing the tonal system used by contemporary Jinan Mandarin speakers from a wide range 

of age groups. The procedure used in this paper is different from previous linguistic descriptions, which were based on more 

elderly speakers’ pronunciations. This method incorporates phoneticians’ linguistic knowledge and preliminary linguistic re-

sources into the procedure of partitioning. It can improve the efficiency and objectivity in the investigation of lexical to-

nal-pattern categories when building pronunciation dictionaries for under-resourced languages.  
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Pronunciation dictionaries are usually expensive to 

build, especially for under-resourced languages and 

dialects [1]. Sometimes, linguistic descriptions and 

dictionaries are available. However, these resources 

usually only cover the canonical or stable lexical 

variants used by elderly speakers, while un-

der-resourced languages and dialects usually have 

rich lexical variants, due to the lack of standardiza-

tion. 

As for tonal dialects of Mandarin Chinese, many 

of which are widely used but not standardized, lexical 

variants usually come with different tonal-patterns. 

For instance, as shown in Figure 1, the word ‘simple’ 

allows for two different tonal variants in Jinan Manda-

rin (JM), while the word ‘very’ allows for only one [2]. 

 
  Figure 1. Pitch contour distributions from a mono-pattern 

word (left) and a dual-pattern word (right) [2]. 

To further model such dialects, whether for lin-

guistic or engineering purposes, the following ques-

tions need to be answered: Which tonal variant(s) does 

a given word have? Which tonal patterns does the 

language system have?  

These questions are basic. The results can be used 

in building linguistic theories or baseline dictionaries, 



 

which can then be used for the evaluation of NLP 

models. However, to achieve answers to these ques-

tions, laborious manual labeling is required and the 

results suffer from subjectivity and human errors. If 

we can introduce some automaticity into the procedure, 

the workload can be reduced and the accuracy can be 

improved. Based on the above consideration, a 

Two-Stage semi-automatic partitioning procedure is 

proposed in this paper. 

1  Two-Stage Semi-Automatic Partition 

We propose a Two-Stage semi-automatic partitioning 

procedure to retrieve the word-wise tonal variant(s) 

and the basic tonal patterns from a multi-speaker di-

syllabic corpus. 

The core algorithm of this Two-Stage 

Semi-Automatic Partition is functional k-means parti-

tion [3], which partitions the observed curves into a 

given number (k) of clusters. K-means partition is 

chosen over the other types of partitioning methods 

for the following reason: the centroid-based nature of 

k-means partition fits the nature of phoneme percep-

tion. Psycholinguists found that there are “prototypes” 

in phonological categories, and it is more difficult to 

discriminate sounds that are closer to the prototypes in 

acoustic distribution than those that are closer to 

non-prototypes [4, 5]. K-means partition also assumes 

“prototypes” within each cluster, and the adscription 

of items depends on their distance from the closest 

prototypes [3]. Compared with the assumptions of oth-

er approaches - such as the dichotic hierarchy assumed 

by the hierarchical clustering, the within-cluster nor-

malcy assumed by the distribution-based clustering, 

and the sparse areas assumed by density-base cluster-

ing [6] - the prototypes assumed by k-means partition 

are more reasonable.  

In the current proposal, a functional version of 

k-means partition is used, which means every pitch 

contour is treated as one curve, and the algorithm par-

titions the curves into a given number of clusters [7]. 

Depending on the stage of investigation, the number 

of clusters is either given to the model directly or se-

lected from a range based on Silhouette width [8, 9]. 

The partitioning is performed in two stages, yielding 

lexical tonal variants and general tonal patterns, re-

spectively. 

In the first stage, a phonetician utilizes the pro-

gram to decide the lexical tonal variants for each word. 

The word-wise procedure is as follows: 1) plotting all 

the normalized pitch contours for this word; 2) divid-

ing the curves into a chosen number of clusters; 3) the 

phonetician typing in a label for each cluster; 4) the 

phonetician verifying the label of each curve (option-

al). In this process, the phonetician can choose to see 

referential labels from a related and more resourceful 

dialect or a historical system. This stage yields tonal 

classifications and variant probabilities for each word. 

It can also extract a preliminary and subjective classi-

fication of tonal patterns according to the labels given 

by the phonetician.  

The second stage then chooses an optimal parti-

tioning solution of tonal patterns for the tonal system 

derived from the lexical tonal variants. Different from 

the preliminary classification decided by the phoneti-

cian, whether two lexical tonal variants belong to the 

same tonal pattern is decided automatically in this 

stage by the program, which takes the distribution of 

all variants into consideration. The results from the 

previous word-wise stage are fed into the model in the 

second stage. The procedure is as follows: 1) auto-

matically calculating one prototypical curve for each 

lexical tonal variant using a depth-based criterion [7, 10], 

which yields a collection of prototypical curves; 2) 

excluding the lexical tonal variants with extremely 

small probabilities, which may in fact be production 

errors (optional); 3) calculating one preliminary pro-

totype for each cluster, based on a provided prelimi-

nary classification; 4) using the preliminary prototypes 

as the initial center curves to calculate k-means parti-

tions for the prototypical curves; 5) removing the cen-

ter of the least distinguishable cluster (the cluster with 

the smallest Silhouette width [8]) and redoing the 

k-means partition; 6) iterating step 5 until there are 

only two clusters left, and keeping a record of all the 

solutions generated in steps 4 and 5; 7) calculating the 

mean and standard deviation (SD) of the Silhouette 

values for each partition, subtracting the SD from the 

mean as the goodness value of the solution, and 

choosing the solution with the highest goodness value 

as the optimal partitioning solution.  

Since the optimal partitioning solution in this 

stage is only the best that k-means partition can 

achieve, there is still space for improvement. One po-

tential problem of k-means partition is that the clusters 

are expected to be of similar sizes [3]. The real tonal 



 

system can involve closely overlapping tonal patterns, 

which can be distinguished from other tonal patterns. 

However, with k-means partition such overlapping 

tonal patterns would be put in the same cluster within 

the optimal partitioning solution.  

To improve the partition, an additional procedure 

is introduced, which rearranges a subset of the clusters 

while keeping the rest of the clusters the same as it 

was in the given partition. The phonetician, after 

viewing the plots of the given partition, picks out two 

clusters that need to be rearranged together, and the 

number of clusters is designated by the phonetician. 

The new clusters then replace the original two clusters 

in the given partition, yielding an adjusted partition. 

This procedure can start from the optimal solution and 

be repeated until the adjusted partitioning solution fits 

the intuition of the phonetician.  

2 Experiment 

The Two-Stage Semi-automatic Partition is tested with 

a small multi-speaker corpus of Jinan Mandarin (JM) 

disyllabic words. 

 

2.1  Corpus Preparation 

Forty-two JM native speakers read 400 disyllabic 

Chinese words in JM. The written words were selected 

from a corpus of Chinese film subtitles [11], including a 

list of 200 high-frequency words and a list of 200 

low-frequency words. Tonal combinations reported in 

a published linguistic dictionary for JM are represent-

ed as evenly as possible in this corpus [12]. The list was 

presented in a different randomized order for each JM 

speakers in a self-paced way.  

Praat [13] is used to extract pitch contours from 

the rhymes. A trained phonetician manually marked 

the rhymes. Also, in this process, recordings with 

speech and recording errors were excluded. The pitch 

contours were converted to semitones with 100Hz as 

the base and then transformed into z-scores based on 

the speakers’ means and standard deviations [14, 15]. 

The normalized pitch contours were then interpolated 

to 20 points per-syllable to remove the difference in 

duration. A density-based local approach was adopted 

to eliminate the possible outliers [16]. Local Outlier 

Factors (LOF) were calculated for each speaker’s 

pitch contours. Any pitch contours with a LOF greater 

than 1.5 [16] and belonging to the 2.5% with the high-

est integral density were eliminated from the corpus. 

2.2  Word-Wise Partitioning and Verification 

In the first stage, word-wise partitioning and ver-

ification is performed using the kmeans.fd function of 

the fda.usc package [7] in R [17] to look for the lexical 

tonal variants for each word. 

 
Figure 2. (a) all the pitch contour curves for the word “simple”, 

(b) the result of k-means partition, (c) the curve whose label 

was changed, (d) final partitioning solution for this word. 

Here the procedure for the word “simple” is 

demonstrated as an example. The pitch contours of all 

the exemplars of this word were first plotted, as shown 

in Figure 2a, in which the tonal categories of Standard 

Chinese (SC) were displayed for reference. With the 

number of clusters (number of lexical tonal variants) 

designated as two, k-means partition provided the op-

timal partitioning solution, as shown in Figure 2b. 

According to the referential labeling and the tone 

sandhi rules described by Qian et al.[12], the first clus-

ter was labeled as “35” and the second cluster was 

labeled as “31”. Then we verified the label of each 

curve and found that the one produced by Speaker 06 

probably belongs to another tonal pattern (with a fall-

ing contour in the second syllable, as shown in Figure 

2c), and so we assigned a different label “34” to this 

curve. The final partitioning solution for “simple” is 

shown in Figure 2(d).  

 
Figure 3. Pitch contours for the lexical tonal variants “sim-

ple_35”, “eye_35”, and “careful_35”. 

Note that, in this step, the phonetician’s labeling 

assumed a preliminary classification. For instance, the 

lexical variant “simple_35”, “eye_35”, and “care-

ful_35” were all labeled with “35” as shown in Figure 

3, which means the phonetician assumed that these 

variants carry the same tonal pattern. This is the pre-

liminary classification (largely subjective, so not an 

objective partition). 



 

2.3  Partitioning for Basic Tonal Patterns 

2.3.1  Calculating Prototypical Pitch Contours for 

Lexical Variants 

One prototypical pitch contour was calculated for each 

lexical tonal variant in this step, using the depth.mode 

function from the fda.usc R package [7]. There are two 

ways to decide the prototypical curve, choosing the 

deepest curve (as a real prototype) [7] or calculating a 

trimmed mean curve (as an abstract prototype)[10], as 

shown with an example in Figure 3. In the present ex-

periment, the collection of abstract prototypes was used 

in the analysis. 

 
Figure 4. All the curves for the lexical tonal variant “sim-

ple_31” (grey dotted curves), the real prototype (red solid 

curve), and the abstract prototype (blue dashed curve). 

2.3.2  Optimizing the General Partitioning solution 

In this step, each lexical tonal variant was represented 

with one prototypical curve. The same collection of 

these prototypical curves was then partitioned with 

different parameters according to the following pro-

cedure. 

The first round of partitioning was fitted with 

given initial centers [7]. In the experiment, these initial 

centers were calculated as follows. As mentioned in 

3.2, the prototypical curve for each lexical tonal vari-

ant labeled with the same tonal pattern was assumed to 

belong to the same tonal pattern. Here the deepest 

prototypical curve for each tonal pattern assumed by 

the phonetician was calculated. The collection of these 

prototypical curves was taken as the initial centers for 

the first round of partitioning [7]. The first solution as-

sumed the same number of tonal patterns as given in 

the preliminary classification, and it adjusted the posi-

tion of the centers and the corresponding clusters. 

Then Silhouette width was calculated for each of 

the clusters in the first partition. The cluster with the 

smallest Silhouette width was the least distinguishable 

cluster [8] and could be inaccurate. Thus, the center 

corresponding to this cluster was removed in the next 

round of partitioning. Also, in every coming round of 

partitioning, the cluster that was least distinguishable 

in the previous round was removed, until there were 

only two clusters left. This procedure is illustrated in 

Figure 5.  

  

Figure 5. From the first to the last solutions. 

A record of Silhouette widths was kept for all the 

clusters, as well as their mean and standard deviation 

(SD), in every round of partitioning. On the one hand, 

the greater the Silhouette width is, the more distin-

guishable the cluster is, which also applies to the mean 

Silhouette widths of the whole partition. On the other 

hand, when comparing the solution where all the clus-

ters are similarly distinguishable against the solution 

where only some clusters are very distinguishable (and 

others very messy), we prefer the former. This means 

that the smaller the SD of Silhouette widths is, the 

better the solution is. Thus, the goodness of a solution 

is defined as the Silhouette SD subtracted from the 

Silhouette mean, taking both criteria into considera-

tion. Accordingly, the optimal solution is chosen from 

all the candidates (as shown in Figure 6). 

 

 
 Figure 6. The optimal partitioning solution 

2.3.3  Adjusting the General Partitioning Solu-

tion 

Note that some clusters in the optimal partitioning 

solution, for instance Cluster 7 as shown in Figure 6, 

appeared to involve different tonal patterns, highlight-

ing that there were sub-clusters that needed further 

investigation. The phonetician in this study picked out 

Cluster 7 together with its most similar cluster (Clus-



 

ter 6) and partitioned them again into four new clus-

ters, Cluster 6, 7, 9, and 10, as demonstrated in Figure 

7. The phonetician repeated this procedure until the 

adjusted solution fit her intuition. Note that, in this 

process, the adscription of curve was never manually 

changed. Thus, the adjusted partitioning solution still 

conformed to the logic of k-means partition, only now 

with sub-clusters surfacing. 

 
Figure 7. Adjusting Cluster 7 and 6 from the optimized gen-

eral partitioning solution (upper panel) into four new clusters 

(Cluster 6, 7, 9, and 10 in the lower panel) 

3 Results 

3.1  Word-wise Partitioning 

As shown in Figure 8, Lexical tonal variants are fre-

quent in JM, but many lexical tonal variants have a 

low probability. 

 
Figure 8. Density plots for the number of variants per word 

(upper panel) and for the probability of variants. 

The phonetician labeled 20 preliminary disyllabic 

tonal patterns as the preliminary classification. Obvi-

ously, the disyllabic tonal patterns are related to the 

citation tones of the morphemes which composed 

these disyllabic words. The coding contains two parts, 

the citation tone of the first syllable (1, 2, 3, or 4) and 

the citation tone of the second syllable (1, 2, 3, 4, or 5 

= neutral tone). As expected, the labeling is more 

complex than the published linguistic dictionary for 

JM [12] and the SC tonal categories for reference. 

Many words had two variants, one ending with a neu-

tral tone and one with non-neutral tones, such as the 

“35” and “31” variants of “simple” in Figure 4. Since 

exemplars with extreme values were excluded in cor-

pus preparation, the deepest curve and the trimmed 

mean curve were usually similar, except that latter was 

smoother. 

3.2  Optimized & Adjusted General Partitioning 

Results 

Figures 9 & 10 show the optimized and adjusted gen-

eral partitioning solution (with low-probability lexical 

variants removed). The clusters plotted in separate 

panels are clearly distinguishable. They represent the 

disyllabic tonal patterns of JM, optimally eight but 

these can be further classified into eleven. A prototyp-

ical curve can be found for each cluster (either 

trimmed means or deepest curve), each representing 

the shape of one tonal pattern.  

The general partitioning results indicate tonal 

merging. Compared with the preliminary classification 

by the phonetician, the general partitioning results 

seem to ignore the difference of citation tones in the 

first syllable. For instance, curves from the presumed 

tonal classes “31” and “21” were partitioned into the 

same cluster (as shown in Figure 10 Cluster 2), where 

these two presumed tonal classes are indeed visually 

indistinguishable. Similar merging was also found 

between other presumed tonal classes in “3” and “2” 

(such as in “31-21”, “32-22”,“33-23”, and “34-24”), 

and between “1” and “4” (such as in “12-42”, “13-43”, 

“14-44”). The neutral tone showed a regressive dis-

similating sandhi effect on the previous syllable, and 

its disyllabic tonal pattern sometimes converged with 

unrelated tonal combinations. For instance, as shown 

in Figure 10, the presumed tonal class “35” primarily 

portioned into the same clusters with “13-43” (Clus-

ters 3) or “12-42” (Cluster 4), but showed a very dif-

ferent tonal pattern compared with those of the other 

tonal classes beginning with the citation tone “3” (e.g. 

in Clusters 2, 6, 8, and 9). Also, the highest tonal pat-

terns (shown as Cluster 7 in Figure 9 and as Clusters 6, 

7, and 9 in Figure 10) were very similar, and only sur-

faced after adjustments. Nevertheless, the sub-clusters 

seemed to reflect the difference of monosyllabic cita-

tion tones that relate to the disyllabic tonal classes. 

The Clusters 6, 7, and 9 within the adjusted general 

partitioning solution are primarily associated with the 

tonal classes “33-23”, “25”, and “22-32” respectively. 

 



 

 

Figure 9. Optimized general partitioning solution color- and 

line- coded according to the preliminary classification 

 

Figure 10. Adjusted general partitioning solution color- and 

line- coded according to the preliminary classification 

4 Discussion and Conclusion 

In this paper, we proposed a Two-Stage semi-auto-

matic partitioning procedure to extract lexical tonal 

variants and tonal patterns from a multi-speaker cor-

pus.  

This procedure integrates the phonetician’s lin-

guistic knowledge with the objective procedure of 

partitioning. All the steps conform to the logic of 

k-means partition [3] and perceptual magnet theory [4, 5], 

while manual labeling is limited to the lexical level. 

The phonetician’s workload is reduced in different 

ways. First, resources from related dialects can be in-

troduced as references in the labeling procedure, re-

ducing the intensity of intellectual challenge. Second, 

the automatic partitioning and model selection proce-

dures liberate the phonetician from the most difficult 

and subjective decisions. He or she only needs to mark 

any curves that “may” come from different tonal cat-

egories with different labels, and the algorithms will 

automatically find out the most appropriate number of 

tonal patterns and the ascription of each lexical variant. 

Third, even when part of the optimal partitioning solu-

tion is counter-intuitive, the manual adjustments are 

still limited to pointing out the clusters to be refined, 

instead of manually correcting the labeling 

one-by-one. 

This procedure also has limitations. First, it can 

only be applied on corpuses with multiple renditions 

of the same words. Second, the exemplars processed 

together must contain the same number of syllables. 

For instance, the JM corpus only includes disyllabic 

words. Third, the duration and metrical differences 

between different tonal patterns are ignored, although 

they can be important for tonal perception. 

In sum, this Two-Stage semi-automatic partition-

ing procedure, although with limitations, can improve 

the efficiency and objectivity in the investigation of 

lexical tonal-pattern variants and basic tonal patterns 

of an under-resourced language. 
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