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CHAPTER 5

Cosmic ray ionization rates in
diffuse clouds from near-UV

observations of interstellar OH+

We report cosmic ray ionization rates toward ten reddened stars studied within the
framework of the EDIBLES (ESO diffuse interstellar bands large exploration survey)
program, using the VLT-UVES. For each sightline, between two and ten individual
rotational lines of OH+ have been detected in its (0,0) and (1,0) 𝐴3Π − 𝑋3Σ− elec-
tronic band system. This allows constraining of OH+ column densities toward dif-
ferent objects. Results are also presented for 28 additional sightlines for which only
one or rather weak signals are found. An analysis of these data makes it possible
to derive the primary cosmic ray ionization rate 𝜁𝑝 in the targeted diffuse interstel-
lar clouds. For the ten selected targets, we obtain a range of values for 𝜁𝑝 equal to
(3.9 − 16.4) × 10−16 s−1. These values are higher than the numbers derived in pre-
vious detections of interstellar OH+ in the far-infrared / submillimeter-wave regions
and in other near-ultraviolet studies. This difference is a result of using new OH+

oscillator strength values and a more complete picture of all relevant OH+ formation
and destruction routes (including the effect of proton recombinations on PAHs), and
the relatively high 𝑁(OH+) seen toward those ten targets.

This chapter is based on the work of Bacalla, X. L., Linnartz, H., Cox, N. L. J., Cami, J., Roueff,
E., Smoker, J. V., Farhang, A., Bouwman, J., and Zhao, D. “The EDIBLES survey IV. Cosmic
ray ionization rates in diffuse clouds from near-ultraviolet observations of interstellar OH+” in
Astron. Astrophys. 622 (2019) A31.
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5.1 Introduction

The hydroxyl cation, OH+, is an important reactive intermediate in the gas phase
formation of water in the diffuse interstellar medium (ISM) (van Dishoeck et al. 2013),
where ion-neutral molecule reactions are found to dominate (van Dishoeck & Black
1986, Le Petit et al. 2004). The formation mechanism of this ion involves the cosmic
ray ionization of atomic or molecular hydrogen, followed by hydrogenation and oxy-
genation (Federman et al. 1996, Hollenbach et al. 2012). Thus, apart from playing a
role in interstellar water chemistry, OH+ can also be used as a probe of the primary1

cosmic ray ionization rate 𝜁𝑝 in these dilute regions of molecular gas (Hollenbach et al.
2012, Porras et al. 2014, Indriolo et al. 2015).

Rodebush & Wahl (1933) first observed spectral lines of the OH+ molecule in
the laboratory and the recorded transitions were subsequently assigned by Loomis &
Brandt (1936) to the 𝐴3Π − 𝑋3Σ− electronic band system in the near-UV. de Almeida
& Singh (1981) calculated the transition probabilities and oscillator strengths for these
bands and suggested a number of wavelength positions where interstellar OH+ is likely
to manifest itself. de Almeida (1990) also provided values for the rotational hyper-
fine transitions in the fundamental electronic state at submillimeter wavelengths. In
searching for the 909 GHz (0.33 mm) transition of OH+, Wyrowski et al. (2010) de-
tected this ion for the first time in space using the Atacama Pathfinder EXperiment
(APEX) telescope directed at Sagittarius B2(M). The 972 GHz (0.31 mm) transition
was observed in a couple of bright continuum sources (in W31C by Gerin et al. 2010
and in W49N by Neufeld et al. 2010) through the Heterodyne Instrument for the Far-
Infrared (HIFI) aboard the Herschel space observatory. Krełowski et al. (2010a) de-
tected a weak line at 3583.769 Å in the spectra of a sample of interstellar sightlines
obtained using the Ultraviolet and Visible Echelle Spectrometer (UVES) of the very
large telescope (VLT) that is due to an isolated rotational transition in the 𝐴3Π−𝑋3Σ−

electronic origin band system of OH+. Porras et al. (2014) observed this same near-
UV transition in a few other sightlines, and used it to estimate the value of 𝜁𝑝 as was
done in other work using submm transitions (e.g., by Hollenbach et al. 2012).

Recently, Zhao et al. (2015) detected (in four different sightlines) up to six of the
near-UV OH+ transitions initially provided by Merer et al. (1975), including two new
(hitherto unidentified) interstellar features reported by Bhatt & Cami (2015) in the
same year. The detection of more than one transition makes it possible to derive a
better constrained value for the OH+ column density than that based on the detection
of one transition only. The Zhao et al. (2015) results showed good agreement with pre-
vious measurements of 𝜁𝑝 that were based not only on detections of OH+, but also on
detections of other cosmic ray ionization tracers in diffuse clouds like H2O+, H3O+,
H+

3 , and ArH+ (Neufeld et al. 2010, Indriolo et al. 2012, 2015, Le Petit et al. 2004,

1 The “primary” cosmic ray ionization rate 𝜁𝑝 denotes the rate of ionization of atomic H that
is solely caused by primary cosmic rays that have not interacted with the ISM to produce
secondary particles.
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Indriolo et al. 2007, Indriolo &McCall 2012, Neufeld &Wolfire 2017). More precise
wavelengths and updated line oscillator strengths have also been provided recently
through the updated spectral analyses and modeling efforts by Hodges & Bernath
(2017) and by Hodges et al. (2018). All of these previous work, and with more OH+

lines now detected in the ISM, enable us to infer cosmic ray ionization rates in dif-
ferent sightlines where we have specifically chosen to characterize and know their
physical properties as accurately as possible. With the vast spectral database and ded-
icated target characterization provided for by the ESO diffuse interstellar bands large
exploration survey (EDIBLES) (Sec. 5.2), we report in this contribution detections of
interstellar OH+ via ground-based near-UV observations as a complement to submm-
wave observations such as with Herschel (e.g., Gerin et al. 2010, Neufeld et al. 2010)
that require telluric-free conditions to record the pure rotational transitions of the OH+

molecule. Since the OH+ spectra are recorded as part of the diffuse interstellar bands
(DIBs) survey, this work also holds much potential in providing insight into the nature
of the DIBs, as relevant physical parameters such as the cosmic ray ionization rate –
characterizing local conditions – are needed to help further constrain the carriers of
these enigmatic absorption features (Herbig 1995, Cami & Cox 2014).

5.2 Observations and data processing

The data used in this work were recorded within the framework of EDIBLES,
which is a large (250+ hr) filler program (ESO ID 194.C-0833, PI. N.L.J. Cox) us-
ing the VLT-UVES in Paranal, Chile. Details are available from Cox et al. (2017).
To briefly summarize, in this survey four standard configurations of UVES (Dekker
et al. 2000) are employed, with wavelength settings centered at 3460, 4370, 5640,
and 8600 Å, covering from about 3042 to 10 420 Å, and with a spectral resolution of
∼ 70 000 in the blue (< 4800Å). A total of 114 unique sightlines are targeted and, as of
May 2018, around 80 percent have been observed. For our particular application, we
use spectra from the 346-nm setting (3042–3872 Å) to look for and analyze the elec-
tronic transitions of OH+, as well as the 437-nm setting (3752–4988 Å) comprising
the potassium (K I) doublet that is used for estimating total hydrogen column densities
(Sect.5.4.2) in the different sightlines. All spectra presented here have been processed
using standard and custom data reduction protocols (wavelength calibration, flat field-
ing, echelle order merging, etc.; see Cox et al. 2017 for details) and quality control by
the EDIBLES team.

We searched the 93 available EDIBLES sightlines for the spectroscopic signature
of OH+, and clearly detected more than one transition in ten targets. These are listed
in Table 5.1 together with their respective galactic coordinates, spectral type, visual
extinction 𝐴𝑉 , and reddening 𝐸𝐵−𝑉 . Where available, the column densities for both
atomic hydrogen (H or H I) and molecular hydrogen (H2) are also provided, as de-
rived from measurements of L𝛼 and Lyman band absorptions, respectively (Diplas
& Savage 1994, Jenkins 2009). Also listed are the calculated column density of the
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total hydrogen atoms 𝑁(Htot) and the molecular hydrogen fraction 𝑓H2
for each of the

sightlines. Besides the ten selected targets with strongest detections, OH+ was also
seen along 28 other lines-of-sight. Here, signals were quite weak and typically limited
to one transition. In principle, as will be shown, it is also possible to derive the cosmic
ray ionization rate for these targets, but the resulting values are obviously much less
accurate. (See Appendix A for an overview.)

5.3 OH+ as a probe of the cosmic ray ionization rate

Cosmic rays are high-energy particles (mostly comprised of protons and helium
nuclei) that originate from different astrophysical processes. They are ubiquitous
across our galaxy and are one of the main drivers of ionization and chemistry in the
ISM (Dalgarno 2006). One of the important chemical processes that is influenced by
cosmic ray ionization is the gas-phase formation scheme of water, in which the OH+

molecule acts as a reactive intermediate. The dominant reaction pathway leading to
the formation of OH+ in diffuse clouds is depicted in Fig. 5.1.

Figure 5.1: Ion-neutral chemistry of OH+ through the atomic H reaction pathway (van
Dishoeck & Black 1986, Hollenbach et al. 2012).

This reaction is initiated by the cosmic ray ionization (CRI) of atomic hydrogen,
followed by charge exchange between H+ and O — producing O+ which then reacts
with H2 to form OH+. The H+, however, can also react with electrons and with neu-
tral and negatively charged PAHs. Through this reaction scheme, we can derive the
rate of ionization due to cosmic rays by quantifying the abundance of OH+ in these
diffuse molecular environments. In dense molecular clouds, another important OH+

formation pathway is through the ionization of molecular hydrogen, but we neglect
this contribution in our formulation since we assume here that the medium is very
diffuse while OH+ is forming (Hollenbach et al. 2012).

In order to establish a relation between CRI and OH+, we must account for all
formation and destruction routes that lead to OH+, as well as for the intermediate
species O+ and H+. These reaction channels are listed in Table 5.2 with their respec-
tive reaction coefficients. With these, we build our formulation starting from three
rate equations:
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Table 5.2: Reaction channels and rate coefficients.

Reaction Rate coefficient [cm3 s−1]
Charge-transfer:

H+ + O → O+ + H 𝑘1 4.0 × 10−10exp(−227/𝑇 )𝑎

O+ + H → H+ + O 𝑘2 4.0 × 10−10𝑎

Ion-molecule reaction:
O+ + H2 → OH+ + H 𝑘3 1.7 × 10−9

OH+ + H2 → H2O+ + H 𝑘4 1.0 × 10−9

H+ and PAH(−) recombination:
H+ + PAH → PAH+ + H 𝛼 7.0 × 10−8ΦPAH
H+ + PAH− → PAH + H 𝛼− 8.1 × 10−7ΦPAH ⋅ (𝑇 /300)−0.50

Radiative recombination:
H+ + e− → H + ℎ𝜈 𝛽H+ 3.5 × 10−12 ⋅ (𝑇 /300)−0.75

Dissociative recombination:
OH+ + e− → O + H 𝛽OH+ 3.8 × 10−8 ⋅ (𝑇 /300)−0.50

Cosmic ray ionization:
H + CR → H+ + e− 𝜁H ≡ 1.5𝜁𝑝 [s−1]𝑏

Notes.Rate coefficients are based on Hollenbach et al. (2012) and references therein.
𝑎 Chambaud et al. (1980).
𝑏 Glassgold & Langer (1974).

𝑑 OH+

𝑑𝑡 = 𝑘3[O+][H2] − 𝑘4[OH+][H2] − 𝛽OH+ [OH+][e−],

𝑑 O+

𝑑𝑡 = 𝑘1[H+][O] − 𝑘2[O+][H] − 𝑘3[O+][H2], and

𝑑 H+

𝑑𝑡 = 𝜁H[H] − 𝛽H+ [H+][e−] − 𝑘1[H+][O]

− 𝛼[PAH][H+] − 𝛼−[PAH−][H+],
and assuming that the rate of change in the density of atomic H can be neglected as
these reactions occur. Setting each one to zero (for the steady-state condition) and
combining all the terms gives

[OH+] = 𝑘3[H2]𝑘1[O]
{𝑘4[H2] + 𝛽OH+ [e−]}{𝑘2[H] + 𝑘3[H2]}

×

𝜁H[H]
{𝛽H+ [e−] + 𝑘1[O] + 𝛼[PAH] + 𝛼−[PAH−]}

.
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This equation of densities can be further expressed in terms of the fractional abun-
dance 𝑥 of species X, with respect to the total number of hydrogen atoms per unit
volume 𝑛Htot

(= [H] + 2[H2]) [cm−3], that is, 𝑥(X) = [X]/𝑛Htot
. This then results into

𝑥(OH+) = 𝑘3𝑥(H2)𝑘1𝑥(O)
{𝑘4𝑥(H2) + 𝛽OH+ 𝑥e− }{𝑘2𝑥(H) + 𝑘3𝑥(H2)}

×

1.5𝜁𝑝𝑥(H)
𝑛Htot{𝛽H+ 𝑥e− + 𝑘1𝑥(O) + 𝛼𝑥(PAH) + 𝛼−𝑥(PAH−)}

.

Since OH+ is formed in a region where the molecular fraction is small, we can take
𝑥(H) = 10𝑥(H2) as with Porras et al. (2014) (see also Sec. 5.5, paragraph 6). Combin-
ing this with 1 = 𝑥(H)+2𝑥(H2) from above gives 𝑥(H) = 0.833 and 𝑥(H2) = 0.083. For
the rate coefficients [cm3 s−1], assuming a kinetic temperature of 𝑇 = 100 K for dif-
fuse clouds, we take these values: 𝑘1 = 4.1×10−11; 𝑘2 = 4.0×10−10; 𝑘3 = 1.7×10−9;
𝑘4 = 1.0 × 10−9; 𝛽H+ = 8.0 × 10−12; 𝛽OH+ = 6.6 × 10−8. For the PAH(−) interactions,
we adopt the scaling factor ΦPAH = 0.5 that takes care of the uncertainties in the
PAH sizes and abundances (Wolfire et al. 2003), yielding 𝛼 = 3.5 × 10−8 cm3 s−1 and
𝛼− = 7.0×10−7 cm3 s−1. Then we take the total hydrogen density as 𝑛Htot

= 100 cm−3,
the fractional ionization as 𝑥e− = 2 × 10−4, and the fractional abundance of O as
𝑥(O) = 3 × 10−4. Finally, we adopt the fractional abunances of PAHs and PAH an-
ions as 𝑥(PAH) = 1.85 × 10−7 and 𝑥(PAH−) = 1.5 × 10−8, respectively (Hollenbach
et al. 2012). Substituting all values gives us the expression for 𝜁𝑝 [s−1] in terms of the
column densities of OH+ and of the total hydrogen Htot:

𝜁𝑝 ≈ 6.5 × 10−8 ⋅ 𝑁(OH+)
𝑁(Htot)

. (5.1)

With this equation it is possible to calculate the primary cosmic ray ionization rate.
This requires that for the individual sightlines, 𝑁(OH+) is determined and that for
𝑁(Htot) the corresponding values are taken from Table 5.1 where 𝑁(Htot) = 𝑁(H I)
+ 2𝑁(H2) or, alternatively, derived using the methods described in Sec. 5.4.2 and
5.4.2.

We want to stress that care is needed to compare the values that will be presented
in the next section with those reported in the (recent) past. Eq. 5.1 has a different
prefactor than used before because of incorporating different assumptions for the O+ +
H charge transfer rate coefficient (4×10−10 cm3 s−1 instead of 7×10−10 cm3 s−1 which
is based on Chambaud et al. 1980 and Stancil et al. 1999) as well as introducing other
sinks for H+ ions. The temperature dependence of the prefactor is also already quite
evident in some of the rate coefficients listed in Table 5.2, and this has a considerable
effect on its resulting value. This will be discussed more in detail in Sec. 5.5.
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5.4 Results

5.4.1 Equivalent widths and column densities of OH+

Table 5.3: Rotational transitions in the 𝐴3Π − 𝑋3Σ− electronic
band system of OH+.

Transition Label 𝜆 [Å] 𝑓 × 10−4

(0,0) 𝑟𝑅11(0) 1 3583.75574(16) 5.27
𝑟𝑄21(0) 2 3572.65187(33) 3.12
𝑠𝑅21(0) 3 3566.4458(11) 1.17
𝑟𝑃31(0) 4 3565.34592(81) 1.28
𝑠𝑄31(0) 5 3559.8062(13) 0.87
𝑡𝑅31(0) 6 3552.325(12) 0.05

(1,0) 𝑟𝑅11(0) 7 3346.95559(74) 3.52
𝑟𝑄21(0) 8 3337.3570(15) 2.06
𝑠𝑅21(0) 9 3332.177(11) 0.82
𝑟𝑃31(0) 10 3330.409(11) 0.85
𝑠𝑄31(0) 11 3326.369(11) 0.62
𝑡𝑅31(0) 12 3319.967(11) 0.04

Notes. The wavelengths (in standard air) and the line oscillator
strengths are taken from Hodges & Bernath (2017) and Hodges
et al. (2018). Numbers enclosed in parentheses denote the uncer-
tainty of the last digits.

The OH+ electronic transitions listed in Table 5.3 were searched for in the reduced
spectra from the 346-nm setting (3042–3872 Å). The procedure of analyzing the spec-
trum (developed in Python) is visualized in Fig. 5.2 for a selected OH+ transition in
one of the chosen stellar targets. Following heliocentric correction, the spectrum is
shifted to the rest frame of one of the components of interstellar sodium (Na I UV
at 3302.3686 Å in air (Kramida et al. Kramida et al. (2013)); panel a in the figure,
marked with a red ×). Shown in panel b is a plot where the OH+ line to be analyzed
(the 3584 Å transition) is located (indicated by the red crosshair) with respect to the
full spectrum. A narrowwavelength range (∼ 1–2 Å) is then selected, that includes the
OH+ line, after which data points are chosen where a polynomial (up to the 3rd order)
is fitted (panel c). The zero-point velocity set by the Na I UV transition is indicated
by the solid vertical gray line. The selected spectrum is then divided by this fitted
continuum for normalization. A Voigt function is fitted to the normalized spectrum,
with which the equivalent width 𝑊𝜆 is obtained by integrating (via Simpson integra-
tion) the area under the interpolated Voigt fit. The line is integrated within ± 17 times
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Figure 5.2: Analysis of one OH+ line (line 1) for HD 80558. Description for each panel (a–e)
can be found in the text.

the obtained sigma (= gamma) parameter from the central wavelength of the line.2
The fitted profile is shown in panel d with the center wavelength indicated by the bro-
ken vertical red line. The corresponding residuals are shown in panel e. The resulting
equivalent width is listed in Table 5.4, together with those derived for other transitions
and other sightlines. To estimate the uncertainty in the equivalent width calculation,
we use the method described in Appendix A in the work of Vos et al. (2011).

The observed OH+ lines for each of the ten targets are compiled in Fig. 5.3. As
can be seen in the figure, between two and ten absorption lines are found in each target,

2 The ±17𝜎 integration bound is obtained empirically and is equivalent in area to ±2⋅FWHM
used for a Gaussian profile.
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Figure 5.3: OH+ absorption lines observed (enclosed in green boxes) for each of the ten stellar
targets. Every row of boxes is labeled on the right side according to the line labeling in Table 5.3.
The solid vertical gray line in each box denotes the zero-point velocity set by the Na I UV
transition, while the broken vertical red line denotes the center of the fitted profile. The inset
of numbers indicates the velocity difference in km s−1 of the OH+ line from the rest frame of
Na I UV. The red-highlighted trace in the spectrum is the region where the fitted Voigt profile
is integrated. The y-scaling is uniform to emphasize the relative strengths of each of the lines
in one target and among the rest. The relative S/N can also be directly compared.
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with lines 1, 2, and 7 being the most intense as expected from the magnitude of their
oscillator strengths. The signal-to-noise ratio (S/N) of the spectra in this wavelength
range varies from 100 to 1200 per pixel (median value ∼ 500) which allows for many
of the weaker lines to be observed. In some of the targets, the region where the OH+

line is observed exhibits a background continuum which can be harder to fit using a
low-order polynomial. This can be due to jumps in the spectrum after echelle order
merging or blending absorption from other species – stellar lines such as, for example,
Fe II at 3566.2 Å, Ti II at 3332.1 Å, or Mn II at 3330.8 Å (Kurucz & Bell 1995) –
which also explains why some of the weaker lines show up more than the stronger
ones if they are by chance in a region with a better defined continuum. In these cases,
care is taken to only include a small part of the spectrum (highlighted in red in the
figure) in the equivalent width calculation.

The column density 𝑁(OH+) along a particular sightline is obtained by plotting
the equivalent width [mÅ] of each absorption line against the product of the corre-
sponding oscillator strength and the square of its wavelength [Å]. This is defined by
the following approximation, valid for an optically-thin absorber (Spitzer 1978):

𝑊𝜆 = 𝑁(OH+) ⋅ 8.853 × 10−18 ⋅ 𝜆2𝑓. (5.2)

Eq. 5.2 can be used to fit a linear curve since all involved transitions originate from the
same ground state level defined by the angular momentum quantum number 𝑁 = 0.
The column density is then obtained from the slope of this equation, as depicted in
Fig. 5.4. The linear fit ismade to intercept the origin of the graph following the obvious
assumption that no equivalent width can be measured if no absorption line exists. The
derived column densities for each sightline are listed in Table 5.4. With more than one
OH+ transition observed per sightline, this method allows for a better constraint in the
resulting 𝑁(OH+)-value. As an added advantage, employing more than one transition
also reduces the impact of having coincidental stellar contamination on any particular
OH+ line to the final measured 𝑁(OH+)-value.

As stated before, some 28 additional sightlines show (weak) OH+ detections, typ-
ically comprising of only one transition. In principle, it is possible to derive values
for 𝜁𝑝 through Eq. 5.2. These are listed in Appendix A as well. However, as the
Voigt fitting is complicated as some of these lines have multiple components, and the
𝑁(OH+)-values will only be derived from one OH+ absorption line, we restrict our
main conclusions to the ten targets as listed in Table 5.1. For the non-detections of
OH+ for all available sightlines in EDIBLES, we have derived the 5𝜎 equivalent width
upper limit for the strongest OH+ line, which was estimated as 𝑊𝜆(limit) = 5𝜎 √𝑁(Δ𝜆)
(Jenkins et al. 1973), with Δ𝜆 as the width of each wavelength bin (binsize = 0.02 Å),
N as the number of points included in the sampled 𝜆3854 OH+ line (N = 28), and 𝜎
as the reciprocal of the S/N around the line. An average value of 1.0 mÅ is obtained,
corresponding to an upper limit column density 𝑁(OH+)(limit) of 2.1×1013 cm−2 (with
a range of 0.7 − 13.5 × 1013 cm−2).
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Figure 5.4: OH+ column density (shown here for HD 80558) derived from the slope of the line
through points, plotting the equivalent width values as function of the transition wavelength
and the oscillator strength, using Eq. 5.2. The line through the points is a linear fit weighted to
the uncertainty of 𝑊𝜆 which yields a slope of (8.3 ± 0.4) × 1013 cm−2. Data points are marked
according to the corresponding label for the OH+ line (Table 5.3). (See Fig. C.1 in Appendix C
for the plots of the other targets.)

5.4.2 Complementary methods for deriving N(Htot)

Now that the 𝑁(OH+)-values are known, the other quantity that is needed to de-
rive 𝜁𝑝 (Eq. 5.1) is the total hydrogen column density 𝑁(Htot) along each of the sight-
lines. As was described shortly in Sec. 5.3, we can directly obtain this from Table 5.1
with 𝑁(Htot) = 𝑁(H I) + 2𝑁(H2). In the next sections we will describe additional
ways that we have used for deriving 𝑁(Htot) based on interstellar reddening 𝐸𝐵−𝑉 or
potassium (K I) absorption line measurements. The resulting values are summarized
in Table 5.4.

N(Htot) from interstellar reddening EB–V

𝑁(Htot) is commonly estimated through interstellar reddening using the relation
identified by Bohlin et al. (1978) for diffuse clouds: 𝑁(Htot) = 5.8×1021 ⋅𝐸𝐵−𝑉 cm−2.
As in the work done by Jenkins (2009), these values and relations of 𝑁(Htot) with in-
terstellar reddening were determined using L𝛼 absorption line measurements. Since
the entire sightline is also considered in these measurements, the total number of hy-
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drogen atoms associated with the production and destruction of OH+ in the local in-
terstellar cloud(s) may be overestimated. Nevertheless, these 𝑁(Htot)-values can be
easily derived, using the 𝐸𝐵−𝑉 -values listed in Table 5.1.

N(Htot) from potassium absorption line measurements

Another independent way of deriving 𝑁(Htot) is through an absorption line mea-
surement of the interstellar K I doublet at 4044.1422 and 4047.2132 Å, with 𝑓4044 =
5.69×10−3 and 𝑓4047 = 2.63×10−3, respectively (Kramida et al. 2013). This approach
is based on the empirical relation presented by Welty & Hobbs (2001), derived from
high resolution spectral observations, that is,

log[𝑁(K I)] = 𝐴 + 𝐵 ⋅ log[𝑁(Htot)]. (5.3)
Here, the values chosen for coefficients 𝐴 and 𝐵 are −26.30 ± 1.09 and 1.79 ± 0.16,
respectively. These numbers were obtained when all stars in their sample were in-
cluded in the analysis (Table 5 in Welty & Hobbs 2001). The column density 𝑁(K I)
is obtained via a similar manner as with 𝑁(OH+), that is, using the same fitting rou-
tine. The equivalent width of each of the two doublet components is then fitted with
a line through the origin as defined by Eq. 5.2. This linear fit can be used since the
majority of the measured 𝑊𝜆-values for the K I doublet follows the ratio of their os-
cillator strengths, that is, 𝑊4044 ∶ 2𝑊4047 ≈ 𝑓4044 ∶ 2𝑓4047, which indicates that the
absorption lines are well within the thin-absorber approximation. The results of these
calculations are summarized in Table 5.4.

5.5 Discussion
The calculated cosmic ray ionization rates are summarized in Table 5.4. When

we compare the resulting 𝜁𝑝-values using the different procedures of deriving 𝑁(Htot),
we see a range of values around (3.9 − 24.6) × 10−16 s−1. In sightlines where infor-
mation on both K I and literature values for 𝑁(Htot) are available, some discrepancy
is found between the calculated 𝜁𝑝 using the two procedures, varying from a factor of
0.7 (HD 79186) to ≤ 2.0 (HD 185859). On the other hand, it is interesting to find that
the values derived using 𝐸𝐵−𝑉 are not very different to those obtained through K I
measurements (within 20 percent), apart from the data of HD 75860, knowing that
the corresponding 𝑁(Htot)-values can be over- or underestimated. Overall, there ex-
ists a reasonable agreement for the different approaches discussed here which is also
evident in the weighted averages of the 𝜁𝑝-values. However, when comparing with
other work below, we instead quote (3.9 − 16.4) × 10−16 s−1, with a weighted average
of 8.5(4) × 10−16 s−1; this result only includes the 𝜁𝑝-values derived using the 𝑁(Htot)
from Table 5.1 since these come from more reliable and direct vacuum-UV measure-
ments of 𝑁(H I) and 𝑁(H2). These 𝑁(Htot)-values serve as upper limits to the actual
amount of hydrogen that is involved in the formation of OH+.
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Beforewe can start comparing our results with other near-UV studies, we note that
Porras et al. (2014) and Zhao et al. (2015) have adopted a similar formula (Eq. 5.1)
but with a prefactor (∼ 1.3 × 10−8 s−1) which is five times smaller, based on the
rate equations provided by Federman et al. (1996). As discussed in Sec. 5.3, in these
studies the recombination of protons on PAHs was not taken into account. We have
also left out the He+ recombination rate found in their formulation after considering
the reaction channels listed in Table 5.2. Apart from the new prefactor, it should also
be noted that new OH+ line oscillator strengths from Hodges et al. (2018) were used
for updating the results obtained from previous near-UV work (Porras et al. 2014,
Zhao et al. 2015) for a fully consistent comparison. The updated results are listed in
Table B.1 together with the original values previously reported.

The adapted 𝜁𝑝-values from Zhao et al. (2015), with a range of (6.6 − 11.1) ×
10−16 s−1 and a weighted average of 8.6(2) × 10−16 s−1, are consistent and in the same
order as our results. We also find a similar agreement with the adapted results of Por-
ras et al. (2014) with a range of 𝜁𝑝-values equal to (2.2 − 20.6) × 10−16 s−1, though the
average value is about 50 percent higher (12.1 × 10−16 s−1). The exceptions are three
interstellar velocity components in the sightlines toward HD149404, HD154368, and
HD183143. In those cases, the OH+ lines are very weak (not even the CH+ counter-
part3 is detected), suggesting that these extreme values should be viewed with caution.
Also, care must be taken in directly comparing the results obtained from individual
velocity components and from total sightline measurements (as in this work). Despite
the seemingly similar ranges, it should be noted that these comparisons should not be
taken at face value since individual targets are likely to be in quite unique physical
environments, as shown by the differences in 𝜁𝑝 of up to more than an order of magni-
tude. A thorough statistical treatment of the data may help distinguish any difference
in the distribution of the sightlines.

As for the 28 targets with (weak) single-OH+ line detection (Appendix A), we get
a range of (1.3 − 9.4) × 10−16 s−1 which overlaps with or is close to our results for the
ten main targets but does so on the lower side of the range. The disparity becomes
more clear when comparing weighted averages; the single-line targets have an average
𝜁𝑝-value of 3.0(3) × 10−16 s−1 which is about three times lower than what we have for
the multiline targets. Looking at the OH+ column densities, we see that the results for
the ten selected lines-of-sight with multiple transitions (Fig. 5.3) are systematically
higher ((1.3 − 8.3) × 1013 cm−2) than those derived for the 28 lines-of-sight for which
only one transition (line 1) is observed ((0.5 − 2.4) × 1013 cm−2). This difference
cannot be attributed by having a [more accurate] multiple line fit, as focusing only
on the transition with the largest oscillator strength (line 1) in these lines-of-sight
results in comparable (though less accurate) 𝑁(OH+)-values. The selection of targets
with multiple OH+ transitions comes with a bias, namely, that the 𝑁(OH+)-values
measured for those environments are larger. The 𝑁(OH+) abundances clearly span a
3 This is based on studies by, for example, Krełowski et al. (2010a) and Porras et al. (2014),

which suggest that OH+ and CH+ are associated with each other.
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range of values somewhat more than an order of magnitude and this results in a range
of 𝜁𝑝-values as well; similarly, variations in 𝑁(Htot) also affect the derived 𝜁𝑝-values.
When the ten main and 28 additional targets are taken together, we get an average
𝜁𝑝-value of 5.1(3) × 10−16 s−1.

Figure 5.5: Effect of the temperature dependence of the reaction rate constants to the resulting
prefactor in Eq. 5.1. The prefactor for 𝑇 = 80 K and 𝑇 = 100 K are highlighted in red and
green, respectively.

We can also compare our workwith other cosmic ray ionization rate investigations
using other methods and tracers. Noting that 𝜁𝑝 is approximately related to the cos-
mic ray ionization rates of atomic and molecular hydrogen by 𝜁𝑝 = 𝜁H/1.5 = 𝜁H2

/2.3
(Glassgold & Langer 1974), we find that our results are generally higher. These com-
parisons include detections of OH+ and H2O+ in the submm region (Neufeld et al.
2010, Indriolo et al. 2012) which give 𝜁𝑝 ∼ (0.4 − 3.0) × 10−16 s−1 and H+

3 in the
infrared (Le Petit et al. 2004, Indriolo et al. 2007, Indriolo & McCall 2012, Indriolo
et al. 2012, 2015, Neufeld & Wolfire 2017) which give 𝜁𝑝 ∼ (0.5 − 4.6) × 10−16 s−1.
Although McCall et al. (2003) had derived a high 𝜁𝑝-value of 12 × 10−16 s−1 using
H+

3 observations along the sightline towards 𝜁 Persei, this was subsequently updated
to a much lower value of 2.5 × 10−16 s−1 by Le Petit et al. (2004) with a more detailed
photodissociation region (PDR) cloud model.

Comparing results obtained using the same tracer can shed some light on the
possible environmental differences in the various sightlines studied thus far. Another
useful exercise is to see how different tracers of the cosmic ray ionization rate compare
for the same sightline. This will indicate how well our existing models for different
tracers are able to describe the mechanism behind the processes taking place in these
environments. In Table D.1, we list sightlines from our EDIBLES data set (as well
as from Krełowski et al. 2010a and Porras et al. 2014) where we have OH+ data (or
upper limits) with corresponding H+

3 data (or upper limits) from the work of Indriolo
& McCall (2012) and Albertsson et al. (2014). All of the targets listed have a single
OH+ absorption line measured apart from HD 41117 where we have detected seven
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lines. For this target, the 𝜁𝑝 -value we get from our work is about five times higher
than the value obtained by Albertsson et al. Other targets with both OH+ and H+

3
detection show more or less the same, overlapping values (HD 24398, HD 110432,
HD 154368, HD 169454). For HD 183143, a measurent by Porras et al. and by
Indriolo & McCall corresponds to the same velocity component ( 𝑣⊙ = −10 km s−1

and 𝑣LSR = 7 km s−1, respectively), but the derived 𝜁𝑝-values differ by about five times.
As for upper limits, care should be taken in comparing them. It should be kept in mind
that the cosmic ray ionization rate values deduced will rely on specific assumptions
regarding, for example, density and temperature. However, the general trend that the
𝜁𝑝-values derived from OH+ observations is larger than that derived from H+

3 may
reflect an actual decrease of this quantity from the edge of these molecular clouds
toward the center which may be exhibited thanks to the spatial stratification of the OH
+ andH+

3 molecular ions. Such a possibility was raised independently by Rimmer et al.
(2011) in order to understand the presence of carbon chains in the illuminated part of
the Horsehead nebula. A recent theoretical study on the penetration of cosmic rays
in diffuse clouds by Phan et al. (2018) also points out to that possibility. The results
we obtained for diffuse clouds follow the general trend of values being an order of
magnitude larger than the cosmic ray ionization rates found in dense molecular clouds
(van der Tak & van Dishoeck 2000, Kulesa 2002).

With all of these comparisons it is important to realize how, in our formulation,
the prefactor in Eq. 5.1 is influenced by a variety of parameters. One of these is the
assumption made regarding the relative fractional abundances of hydrogen, that is,
𝑥(H) = 10𝑥(H2). As can be seen in Table 5.1, the relative hydrogen column densities
do not necessarily follow this relationship, and most of them fall short on a factor 10.
Thus, if we use the actual measured column densities of H I and H2 in our formulation,
this would yield a unique prefactor in Eq. 5.1 for every sightline. Other factors such as
the O and the PAH(−) abundancesmay also play crucial roles in the resulting 𝜁𝑝-values.
Clearly, there exists a need for a thorough investigation on how these parameters, as
well as the properties of the individual sightlines, dictate the numbers that we get.

Another factor worth considering is the temperature dependence of the prefac-
tor, mainly driven by the H+ + O charge-exchange rate coefficient 𝑘1. This charge-
exchange takes place with atomic oxygen in its 𝐽 = 2 ground level and has an
exp(−227/𝑇 ) temperature dependence, corresponding to the endothermicity of the
reaction. It can be seen from the abundance equation for OH+ (Sec. 5.3) that 𝑘1 is
the only 𝑇 -dependent factor in the numerator of 𝑥(OH+) and dominates the denom-
inator at higher 𝑇 which causes the steep rise in the prefactor as 𝑇 falls below 60 K
and the gradual decline as 𝑇 rises above 100 K (with other reactions having weaker
𝑇 -dependence). The overall 𝑇 -dependence is shown in Fig. 5.5 – a change in 𝑇 from
80 K to 100 K can give a difference in the prefactor by about 1.5 times. (For our case,
we take a temperature of 𝑇 = 100 K as the typical temperature in diffuse clouds.)
Four of our sightlines have data for 𝑇01 (Rachford et al. 2002, 2009, Sheffer et al. 2008)
which range from 59 K for HD 41117 and 101 K for HD 185418, and these correspond
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to cosmic ray ionization rates which may vary by about a factor of four. Moreover,
reactions between molecular hydrogen and O+/OH+ have also been recently studied
in ion trap experiments at low temperatures (Kovalenko et al. 2018, Tran et al. 2018).
The derived rate coefficients corresponding to 𝑘3 and 𝑘4 are within the same order
of magnitude as with previous values, which give differences in the calculated 𝜁𝑝 by
at most 20 percent. (We keep the values of 𝑘3 and 𝑘4 used by other authors for the
purpose of a consistent comparison with other near-UV studies.) Given these existing
dependencies, care is needed in using specific cosmic ray ionization rates.

Searching for these near-UV OH+ transitions in other galaxies is also promising.
There have already been a number of extragalactic detections of OH+, which include
studies by van der Werf et al. (2010), González-Alfonso et al. (2013), Riechers et al.
(2013), and recently by Muller et al. (2016) who have found slightly higher values of
𝜁𝑝 for the 𝑧 = 0.89 absorber PKS 1830-211 measured within a similar galactocentric
radius as in studies of the Milky Way (Indriolo et al. 2015); they attributed this to
the higher star formation rate in the former. They got values of 𝜁𝑝 ∼ 130 × 10−16

and 20 × 10−16 s−1, along sightlines located at ∼ 2 kpc and ∼ 4 kpc to either side of
the galactic center, respectively. Recently, Indriolo et al. (2018) have also reported
𝜁𝑝-values ranging from the high ∼ 10−17 to 10−15 toward the 𝑧 ∼ 2.3 lensed galaxies
SMM J2135-0102 and SDP 17b from observations of both OH+ and H2O+. All of
these studies have so far looked at the submm transitions of OH+, and thus, having
complementary observations in the near-UV and in the optical for these [high-redshift]
extragalactic (albeit faint) targets would help us in probing variations of the cosmic
ray ionization rate over cosmic timescales.

5.6 Conclusions
In this contribution, we have determined cosmic ray ionization rates along ten

diffuse interstellar sightlines through the measurement of OH+ abundances which are
constrained better with the detection ofmore near-UVOH+ electronic transitions. The
explicit incorporation of proton recombinations on PAHs increases the historically
used prefactor for the 𝑁(OH+)/𝑁(Htot) ratio and results in larger cosmic ray ioniza-
tion rates. We obtain a range of 𝜁𝑝-values equal to (3.9 − 16.4) × 10−16 s−1, which
is generally much higher than what was derived in previous studies from detections
of interstellar OH+ in the far-infrared / submillimeter-wave regions but is comparable
to measurements in the near-ultraviolet using a reformulated abundance equation for
interstellar OH+, as introduced here. An additional constraint on the physical con-
ditions prevailing in these diffuse lines-of-sight, and on the derived primary cosmic
ray ionization rate, could be obtained through the detection of H2O+ absorption tran-
sitions which occur in the visible (Lew 1976, Gredel et al. 2001). This ion has been
detected in the ISM in the infrared by Herschel (e.g., Ossenkopf et al. 2010) but not
yet in the optical. H2O+ is indeed formed directly through the OH+ + H2 reaction
and its destruction results from dissociative recombination by electrons and a further
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reaction with H2. These signatures will be searched in the EDIBLES spectra. Finally,
it will be interesting to investigate whether the (non)detection of OH+ can be linked to
the (non)appearance of specific DIBs, as currently is being investigated for EDIBLES
data linking selected DIBs to C2 (Elyajouri et al. 2018).
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Appendix

A: EDIBLES targets with very weak OH+ absorptions

Table A.1 is a comprehensive list of additional EDIBLES sightlines that
show some weak OH+ absorption that can be discerned through visual inspec-
tion, but are excluded in the present analysis.

B: Compilation of estimates of 𝜁𝑝 derived from OH+ detections in the near-UV
C: Linear regression results for N(OH+)
D: Compilation of 𝜁𝑝-values derived from OH+ and H3

+ studies
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Table B.1: Literature values for 𝑁(OH+) together with the [estimated] 𝑁(Htot) column densi-
ties and the corresponding 𝜁𝑝, both the values reported originally and the values adapted here
to follow Eq. 5.1.

Target scaled 𝑁(OH+) 𝑁(Htot) original 𝜁𝑝 adapted 𝜁𝑝
×1013 [cm−2] ×1021 [cm−2] ×10−16 [s−1] ×10−16 [s−1]

Porras et al.
BD-14 5037 0.58 0.22 1.6 17.3

1.9 2.3 0.5 5.4
HD 149404 0.41 1.2 0.2 2.2

0.87𝑎 0.095𝑎 5.5𝑎 59.5𝑎

1.1 0.54 1.2 13.0
0.65 0.30 1.3 14.1

HD 154368 0.37𝑎 0.067𝑎 3.3𝑎 35.7𝑎

0.91 1.1 0.5 5.4
0.35 0.16 1.3 14.1

HD 183143 2.4 0.75 1.9 20.6
0.61𝑎 0.060𝑎 6.1𝑎 66.0𝑎

0.67 0.25 1.6 17.3

Zhao et al.
CD-32 4348 6.3(3) 5.7 0.8 7.2(3)
HD 63804 7.7(3) 4.5 1.2 11.1(4)
HD 78344 4.0(4) 4.0 0.8 6.6(7)
HD 80077 4.2(6) 3.7 0.9 7.3(1.0)

Notes. The OH+ column densities reported by Porras et al. (2014) were derived from a single
electronic transition (𝜆3584) while those of Zhao et al. (2015) result from a line fit through
multiple OH+ absorption lines, as in this work. These values have been scaled according to the
recently updated line oscillator strengths provided byHodges et al. (2018). Numbers enclosed in
parentheses denote the uncertainty of the last digit(s); for example, 1.2(3) ≡ 1.2 ± 0.3, whereas
4.3(2.1) ≡ 4.3 ± 2.1.
𝑎 Values reported for these components correspond to very weak OH+ absorption components
with no corresponding CH+ detections. The associated 𝑁(Htot) is likely underestimated leading
to overestimated values for 𝜁𝑝.
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Figure C.1: Weighted linear fits for deriving 𝑁(OH+) for all targets except HD 80558
(Fig. 5.4). A couple of outliers can be noticed for some of the sightlines as in the cases for
HD 185418 and HD 186745 which could well be caused by poor S/N (see Fig. 5.3) and/or
possible contamination with some weak absorption features. This behavior is also seen in the
measurements for the weaker OH+ lines in HD 79186. Setting the intercept to zero helps con-
strain the effect of these biases.
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