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Chapter 6

Application of quasi-3D
reconstruction to synchrotron
tomography

Synchrotron tomography beamlines are powerful tools for obtaining
high-resolution interior visualisations of a wide variety of opaque speci-
mens with applications in life sciences, energy research, new materials,
and many other fields. Thanks to advances in CMOS detector techno-
logy during the last decade and to the high photon flux available at state-
of-the-art tomographic microscopy endstations, it is now possible to ac-
quire the raw data required for computing a full 3D snapshot in well un-
der one second at micron resolution, promoting the use of tomographic
microscopy for time-resolved 3D imaging of interior dynamics [Mai+16;
Gar+18; San+14]. For example, the GigaFRoST detector [Mok+17] in use
at the fast tomography endstation of the TOMCAT beamline at the Swiss
Light Source (PSI) can acquire up to 1255 full frame projection images of
size 2016× 2016 pixels, each second, and directly stream them to a data
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backend that is capable of receiving and storing this 7.7 GB per second
in a ring buffer. Efficient handling of these large data rates associated
with time resolved tomographic experiments is a major challenge: large
bandwidths for data transfer and data storage are required as well as suffi-
cient computational resources for performing tomographic reconstruction
and subsequent analysis. Even with modern efficient software packages
and high-performance computational resources, the rate at which the data
can be processed and analysed is often several orders of magnitude slower
than these high rates of data acquisition. At most beamlines, typically the
tomographic reconstruction of a high resolution volume takes at least a
few minutes, with differences related to the used algorithm and available
computational resources (e.g., [Gür+14; Atw+15; Mar+17; Pan+18]).

Direct visual feedback during a time-resolved experiment is of key im-
portance for streamlining the efficiency of the physical imaging setup and
the computational pipeline, which jointly determine the overall utilisation
of the synchrotron beamline. At TOMCAT the beamline operator currently
makes use of two types of direct visual feedback: (i) by observing the raw
projection images it is possible to locate regions of interest in the sample,
as long as these regions can be clearly identified in the projections, which
is not always the case; (ii) by reconstructing a single axial slice on-the-fly
and observing it during the experiment it is possible to get an initial grasp
of the internal structure of the sample [Mar+17]. This limited form of real-
time feedback during the experiment does not provide detailed insights in
the 3D structure of the sample, particularly important for strongly aniso-
tropic objects (e.g., fibres), where virtual tomographic slices with different
orientations can look very different and provide valuable complementary
information.

The lack of real-time 3D feedback represents a major obstacle to the
efficiency of in particular dynamic imaging experiments. Rapid access to
tomographic volumes could increase the success chances of the measure-
ment campaign as it permits fast reaction towards the optimisation of the
beamline parameters and data collection protocols to guarantee sufficient
image quality to subsequently extract the relevant physical information.
Acquisition problems that result in imaging artefacts, such as detector mis-
alignment, could be resolved on-the-fly, thereby making much more effect-
ive use of expensive and scarcely available synchrotron beamtime. In situ
experiments often require event-driven imaging, where the timing of the
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operations performed on the sample (e.g., heating, wetting) and the tim-
ing of the image acquisition are tightly connected. Examples include stress
loading of construction materials, water uptake of textiles, and migration
processes inside batteries. By observing the interior dynamics in real-time
during the experiment, the control parameters could be adjusted on-the-
fly in response to the observed phenomena. Real-time feedback on the 3D
structure of the sample would provide the ability to match the number of
acquired tomographic volumes to the observed dynamics leading to a po-
tentially substantial reduction of the total amount of produced data, not
irrelevant during time-resolved experiments with kHz frame rate detectors,
and to a maximisation of the information content in the stored datasets.

Because of the importance of direct 3D feedback during the experi-
ment, previous research has focused on reducing the required computa-
tion time for obtaining a 3D snapshot of the scanned object, often through
computational advances. One approach is to use supercomputing facilit-
ies to massively parallelise the various computations [Bic+15; Bic+17],
significantly reducing the required computation time. For example, by us-
ing 32K supercomputing nodes, it is possible to compute full iterative 3D
reconstructions in minutes [Bic+15]. However, supercomputing facilities
typically have to be shared with other users, and computing time may not
be available at the time it is needed during the experiment. A different
approach is to use smaller clusters of GPU-equipped machines in combin-
ation with advanced software packages that can efficiently stream data to
and from the GPUs [Vog+12]. As an example, with this approach it is
possible to compute 3D snapshots of moderately sized problems in sev-
eral seconds using six GPUs [Vog+12]. Despite these advances, real-time
(i.e., sub-second) reconstruction and 3D visualisation during time-resolved
tomography experiments is still out of reach.

In this chapter we present a data processing pipeline for real-time re-
construction and visualisation during the imaging experiment. Our main
contribution is that we combine recent improvements in ultra-fast detector
technology, networking, and tomographic reconstruction. This is a com-
plex engineering effort, which requires combining expertise from multiple
disciplines. Although several groups have shown the potential of real-time
reconstruction at synchrotron light sources, we demonstrate for the first
time a fully implemented pipeline for real-time reconstruction and visu-
alization of time-resolved tomographic experiments. Instead of comput-
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ing an entire 3D snapshot of the scanned object, our approach computes
multiple arbitrarily oriented slices. The pipeline is based on combining
the GigaFRoST detector system[Mok+17], which provides direct access to
newly acquired projections, with the recently published RECAST3D soft-
ware [Buu+18], which enables real-time visualisation of arbitrarily ori-
ented slices by directly reconstructing the slices from the measured projec-
tions. The image reconstruction part of our pipeline runs on a single GPU-
equipped workstation, thereby providing an imaging solution that can be
implemented at the beamline in a straightforward manner without need
for on-demand access to compute and network resources at a supercom-
puting facility. By setting up three orthogonal slices across the three main
axes of the imaging system, a quasi-3D visualisation of the interior struc-
ture of the sample is obtained. During the experiment, the visualisations
are automatically updated in real-time, ensuring that the most recent state
of the scanned object is always shown. Since the visualised slices can be
re-positioned and tilted in arbitrary directions at any time, the visualisa-
tion can be dynamically aligned with features of interest of the scanned
object providing key information to the scientists in real time, unlocking
the possibility to take further action towards the optimisation and control
of the imaging and experimental parameters.

6.1 Method

To achieve real-time visualisation of tomographic experiments, our pipeline
includes two main parts: a detector component that provides direct access
to acquired projections in real time, and a software component that can
process the acquired data and visualise results in real time. In the real-
isation we present here, the detector component is implemented using the
GigaFRoST detection and readout system [Mok+17], while the software
component consists of the RECAST3D real-time reconstruction and visual-
isation software and streaming architecture [Buu+18]. We will first discuss
in more detail the elements of both components relevant to the presented
pipeline, and then explain how the two components were integrated.
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Figure 6.1: Overview of the RECAST3D interface. A number of arbitrar-
ily oriented slices are chosen by a user using a simple, intuitive interface.
Reconstructions are continuously updated as new data comes in, giving
real-time visual feedback during time-resolved tomography experiments.
The slices can be reoriented as necessary without any noticeable impact on
the reconstruction time. Various controls for adjusting visualisation and re-
construction parameters are shown on the left.

6.1.1 GigaFRoST

The GigaFRoST [Mok+17] is a detection and readout system that can ac-
quire and stream data continuously at 7.7 GB/s to a dedicated backend
server. Coupled to a scintillator screen and efficient optics, this hardware
unlocks unprecedented time-resolved tomographic microscopy capabilit-
ies, including simultaneously an elevated time resolution and the ability to
follow dynamic phenomena for a long time. Built on top of a commercial
CMOS sensor, it does not have an on-board RAM as is typically the case
for high frame rate cameras on the market optimised for burst operation,
but it directly streams the acquired data through eight fibre-optics connec-
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tions to a backend server. In this way the number of images that can be
acquired in one sequence is not limited by the internal detector memory
and sustained fast data acquisition is possible. The backend server col-
lects the data blocks dispatched by the detector and reassembles them into
projection images in a ring buffer. These frames can then be sent to any
downstream process (e.g., reconstruction pipeline and file writer). For this
purpose, a publishing process posts the data using a distributed message
passing protocol based on ZeroMQ streams. In this way, simple direct ac-
cess to the acquired images is guaranteed: any downstream process can
subscribe to the ZeroMQ data stream published by the backend.

6.1.2 RECAST3D

The RECAST3D framework [Buu+18] provides a quasi 3D reconstruction
of the scanned object by simultaneously reconstructing and visualising a
set of arbitrarily oriented tomographic slices, which can be dynamically
chosen by the user and are constantly updated in real time (Figure 6.1).
To derive a computationally efficient technique for reconstructing such ar-
bitrarily oriented slices, we first note that the reconstruction problem in
tomography can be modelled as a linear system Ax = b. Here, x has a
component for each of the Nx × Ny × Nz voxels in the discretised repres-
entation of the object being imaged, b is the collection of (preprocessed)
intensity measurements obtained on the detector, and A is the forward-
projection operator, with ai j the contribution of voxel j on intensity meas-
urement i. A is sparse with only O(Nφ) nonzero entries in each column,
where Nφ is the number of projection angles. This sparsity can be used
to efficiently compute reconstructed slices using the filtered backprojec-
tion (FBP) technique. FBP is a popular reconstruction technique, because
it is computationally efficient, straightforward to implement[PSV09], and
provides high-quality reconstructions if a sufficient number of projections
is available and the noise level is limited. An FBP reconstruction consists
of two steps: first, the data is filtered, and afterwards, the filtered data
is backprojected into the image array to produce the final reconstruction.
Using the notation above, FBP can be written as

x= AT Cb, (6.1)
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where C is a filtering operation that performs 1D convolutions on each
individual row of the projection images.

The key to the RECAST3D approach is that only a limited number
of components of x needs to be computed for arbitrarily oriented slices,
namely those corresponding to voxels of the slices. Without loss of accur-
acy, this can be done efficiently using an FBP algorithm. First, filtered pro-
jections y= Cb can be computed relatively easily in real-time, because the
computation is trivially parallel (each row of each projection can be filtered
independently) and because the 1D convolution operations can be effi-
ciently calculated as element-wise multiplications in the Fourier domain.
Second, since each column of A only contains Nφ nonzeros, the reconstruc-
ted value for a single voxel at any arbitrary position in the volume is given
by a weighted sum of Nφ (filtered) data elements (see equation (6.1)). As
a result, the reconstruction of an arbitrarily oriented slice with n2 voxels
requires only O(n2Nφ) operations, which is significantly less computation-
ally demanding than the reconstruction of the full 3D n3 voxels volume
(O(n3Nφ) operations), since n is typically as high as a few thousand. In
addition, for the reconstruction of an arbitrarily oriented slice, the system
in equation (6.1) can be reduced to include only the information relevant
to the voxels of interest:

�

xslice

xother

�

=
�

Aslice Aother

�T
y ⇒ xslice = AT

slicey. (6.2)

Because this reduced system still represents a backprojection operation,
existing efficient and highly flexible GPU based backprojection routines
(e.g., those found in the ASTRA toolbox[Aar+16]) can be readily used to
compute arbitrarily oriented slices without modification. The local proper-
ties exploited in the presented approach are specific to the FBP algorithm.
Other reconstruction techniques, such as gridrec [Dow+99], which revolve
around regridding of the data in Fourier space, can be up to 20 times faster
for full 3D data sets than FBP [MS12], but cannot be restricted to recon-
struct arbitrarily oriented slices, since they rely on a Fourier inversion of
the entire volume.

The quasi-3D reconstruction pipeline of RECAST3D [Buu+18] is built
upon a message-passing protocol between a visualisation tool for recon-
structed slices and a reconstruction server. The reconstruction server holds
(preprocessed) tomographic projections in memory, and is able to recon-
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struct arbitrarily oriented slices from this data on demand, e.g., by dy-
namic selection by the user in the visualisation interface (Figure 6.1). A
low-resolution 3D preview is provided by the reconstruction server as well,
to aid the user while selecting slice positions and orientations. The active
set of projections is continuously being updated during the scan, ensuring
that the current state of the scanned object is always visualised.

6.1.3 Integration

The GigaFRoST system and the RECAST3D reconstruction pipeline are
linked through a distributed message passing protocol based on ZeroMQ
streams, which abstract away much of the network communication. The
reconstruction server subscribes to the backend server stream to obtain,
in real time, the projections from the tomographic measurement. Cur-
rently, a single workstation is used for reconstruction and visualisation.
This workstation consists of an NVIDIA Quadro K6000 GPU with 12GB on-
card memory, and two Intel Xeon CPU E5-2680 v2 CPUs. Projections are
received from the backend server over a 10 Gbit network connection.

The tomographic measurement consists of multiple scans. In each scan,
a data frame of Nφ projections is recorded. These projections are pre-
processed and filtered as they come in by the combined 40 independent
hardware threads of the CPUs, and then uploaded to GPU memory. The
implementation also supports optional phase retrieval using the Paganin
method [Pag+02]. The GPU holds two buffers, each large enough to store
a data frame. The active buffer is always the latest complete data frame
that has been fully processed and uploaded. New slice reconstructions are
triggered in two ways: (i) when the user interactively chooses a new slice
to be visualised, typically by translating or rotating one of the active slices
in the visualisation tool, and (ii) when a new data frame has been fully
processed and uploaded. A reconstruction is realised by a single backpro-
jection operation onto a slice from the data in the active buffer, cf. Equation
(6.2). Additionally, a low-resolution 3D volume is reconstructed when a
new data frame has been fully processed and uploaded. A separate process
handles the connection to a visualisation server, sending new reconstruc-
tion data when it becomes available. Optionally, remote observers can
connect through an internet connection to the reconstruction server, and
can request slice reconstructions independently from the on-site user. The
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Experiment Reconstruction

Visualization

Figure 6.2: A tomographic measurement (a) leads (I) to a stack of pro-
jection images (b). The rows of these images have to be filtered (in red),
which can be done in parallel (II). The filtered projection images can be
used to reconstruct individual slices (in grey), by local backprojection op-
erations (c). These slices can be shown together (d). The visualisation
software can request reconstructions (III), in particular upon interactive
slice rotation and translation (IV) by the user (e).

overall setup is illustrated in Figure 6.2. The IT infrastructure is illustrated
in Figure 6.3.

Benchmarking results of the current implementation are presented in
Table 6.1. There are two main performance aspects to consider. The first
aspect is the time it takes to process and upload a data frame to the GPU.
From the results, we see that the setup is capable of processing a set of 400
projections with 768× 520 pixels and uploading it to the GPU well within
a single second. One reason we do not use the full detector resolution,
is to ensure that the projection data fits in the memory of the used GPU.
The GPU memory usage is dominated by the active and passive projection
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GigaFRoST camera WorkstationBackend server

SLS server room TOMCAT control roomExperimental hutch

8 × 10 Gbit/s fiber-optic cables

10 Gbit/s Ethernet

Intra-node communication

V

R

Workstation

V

Remote observer

Internet connection

Figure 6.3: The IT infrastructure used in the real-time reconstruction
pipeline. The data from the detector is received by a ring buffer on the
backend server. This data is then streamed to the reconstruction software
(R) currently running on a single workstation in the control room. The
communication between the visualisation software (V) and the reconstruc-
tion software now happens within this single workstation.

buffers. Using the full GigaFRoST detector resolution of 2016× 2016 for
400 projections would lead to a memory usage for the projection buffers
of roughly 20162 × 400 × 2 × 4B ≈ 13GB when the values are stored in
single precision. The other buffers, one to store a single reconstructed slice
and one for the low-resolution 3D volume, take up a negligible amount of
memory. Besides affecting memory usage, limiting the size of the projec-
tions also reduces the computational load in the preprocessing step, as well
as the bandwidth required to upload the data to the GPU in time. The re-
striction on the size of the projection data can be lifted by using a GPU
with more memory, or, as we discuss later, by moving to an implementa-
tion that uses multiple GPUs. We are currently able to realise a raw data
bandwidth of roughly 4 Gbit/s. If required, only a part of the data is se-
lected for use in the real-time reconstruction, to ensure that the incoming
data can be processed and uploaded in time. In practice, this means that
the reconstruction shown in the visualiser always comes from data that
has been recorded less than one second earlier. The second performance
aspect to consider is the time it takes to reconstruct an arbitrary slice from
the active data buffer. Because of the way slices are reconstructed, it is con-
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venient to choose a fixed size for the slices regardless of orientation. This
is a parameter that can be set by the user. We use voxel-driven backprojec-
tion, and sampling is done by interpolating values of the projection images.
For this benchmark, we choose to reconstruct slices with a relatively high
resolution of 1024× 1024 pixels to obtain a conservative estimate for the
maximum reconstruction time. The total response time between the re-
construction and visualisation server, i.e., the time between requesting a
slice reconstruction and receiving it, is less than 100 ms, realising the goal
of being able to examine the imaged sample in real time. In summary, we
see that with this implementation the time elapsing between the selection
of a new slice by the user and its visualisation is negligible, so that it is as
though fully reconstructed 3D data is available.

The connection between the backend server and the RECAST3D ser-
vice is realised using a publish/subscribe pattern. The subscriber listens to
messages sent by the publisher. In our case, a single message corresponds
to one projection image. Using the ZeroMQ implementation of this pat-
tern, message order is maintained between the publisher and subscriber,
and messages are received at most once. However, there are no other strict
guarantees on the messages. For example, it is not guaranteed that all mes-
sages are received by the subscriber. Our setup is mostly robust to missing
messages, as the corresponding part of the buffer will be filled with zeros.
When a backprojection operation using this buffer is executed, the missed
projection images are then effectively ignored. In the worst case, this can
result in missing angle artefacts when the number of dropped images is
large, and it can reduce the overall intensity of the reconstructed image.

The employed scheme gives a lot of flexibility to the system. Listen-
ers can subscribe and unsubscribe on demand, without requiring any ad-
ditional logic to be implemented on the backend server. In the current
implementation, messages are queued when the subscriber is overworked,
and once this queue is full messages will start to drop. This can happen
when we deal with particularly high-throughput data. One possibility to
resolve this issue is to only send every N th data frame to RECAST3D, for
some appropriate value of N , while all get saved to disk, which would
require inserting a ZeroMQ stream splitter into the stream.

In order to support higher resolution data sets, or to increase the num-
ber of data frames the pipeline can process, we have to move beyond using
a single GPU. While currently only a single workstation is used for recon-
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struction and visualisation, the framework is scalable. Multiple compute
nodes can be used for processing and reconstructing in parallel. One way
to achieve this is to split a data frame into groups of projections and distrib-
ute them over a number of GPUs. Each group of projections can be filtered
independently. When a slice reconstruction is requested, each GPU per-
forms a backprojection with its local group of projections leading to a con-
tribution to the reconstructed slice. Next, we perform a single distributed
step over all GPUs, where the contributions are summed to obtain the slice
reconstruction for the full projection set. We note that this summation is
performed only on 2D data, limiting the required communication between
GPUs as well as the computational cost. This parallelization method is
possible because the backprojection operator is linear. In the current im-
plementation, the CPU-based pre-processing could form a bottleneck to the
scalability. However, expensive steps such as filtering the projections could
be offloaded to a GPU. Based on the results obtained with a modest work-
station, we expect that when a small-size cluster of about 8 GPU nodes
is used, full-resolution tomographic reconstructions with a finer temporal
resolution should be achievable.

It is also possible to further optimise the GigaFRoST system for the
specific application of real-time visualisation and feedback. The service
running on the GigaFRoST backend server is currently implemented as a
ring buffer, and it does not guarantee streaming out the frame data in con-
secutive order. This is in order to optimise performance when it is under
heavy load. Although ZeroMQ streams guarantee maintaining message
order, this means we cannot rely on this in practice, because images from
successive data frames can intermix and throw off the processing and up-
dating of the active buffer. To circumvent this issue for the present experi-
ments, we chose a sufficiently long wait period between individual scans.
After a planned modification to the service running on the backend server,
this should no longer be necessary in the future.

Our primary aim of the proposed pipeline is not to outperform the
already established pipeline running on a large CPU cluster in the recon-
struction of complete 3D data sets. Instead, the main advantages of the
proposed pipeline over the existing pipeline are: (i) Slices with arbitrary
orientations through the volume can be reconstructed. This would not be
possible on the existing production cluster, which relies on the gridrec al-
gorithm instead of FBP and would thus first need to reconstruct the full
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PROCESS UPLOAD PREVIEW SLICE TOTAL FOR THREE SLICES

386.3 ms 197.9 ms 49.1 ms 31.5 ms 727.9 ms

Table 6.1: Benchmark results for the reconstruction pipeline. Each data
frame contains 400 projections with 768× 520 pixels. The reconstructed
slices consist of 1024×1024 pixels. The reconstructed 3D preview consists
of 128 × 128 × 128 voxels. Here, PROCESS is the processing time for a
single data frame, e.g., flat fielding and filtering. The total time to upload
a data frame to the GPU is shown as UPLOAD. The reconstruction time for
processed data stored on the GPU for a 2D slice and a 3D preview is given
as SLICE and PREVIEW respectively. Although many of the steps happen in
parallel, a worst-case estimate for the processing of a single data frame and
reconstruction of three arbitrary slices can be found by the sequential time
computed as PROCESS + UPLOAD + PREVIEW + 3 × SLICE. This estimate is
shown as TOTAL FOR THREE SLICES.

volume before being able to compute and visualise an arbitrarily oriented
data slice through the volume. Due to this, the performance gain for visu-
alising arbitrarily oriented slices is over a factor of 10 compared to the pro-
duction pipeline. (ii) The current production environment lacks the inter-
active visualisation environment provided by RECAST3D, and thus also the
capability to choose and adjust the requested slice positions dynamically
during the running measurement. (iii) The proposed system is designed
to run on a very simple and modest compute infrastructure compared to
the relatively large CPU cluster required by the existing pipeline.

6.2 Scientific applications

In this section, the new features, current benefits and future potential of the
presented real-time reconstruction and visualisation tools are illustrated on
a selected case study which is, however, representative of a wide range of
dynamic phenomena.

Fluid uptake characteristics and transport mechanisms in fibrous ma-
terials are widely and intensively studied on a very fundamental level, both
experimentally [Zha+17; Par+19] and through models and simulations
[Kis16; LCL08], for a variety of technical applications, ranging from the
impregnation of carbon fibre composite materials with a fluid polymer mat-
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rix, via the wettability and absorption of ink in paper and cloth-based car-
rier materials during ink jet printing, to the functionalisation of wearable
textiles to control their water-repellent or moisture absorbing and trans-
porting properties.

The wicking behaviour of a single yarn thread is investigated in a simple
dynamic model experiment. A yarn is essentially a spun bundle of indi-
vidual fibres. Depending on the fibre material, size distribution and ho-
mogeneity, and the tension and twist applied during spinning, the volume,
distribution, shape, and inter-connectivity of pore spaces within the yarn
differ significantly and, in turn, crucially affect the water transport and
distribution within the yarn.

Figure 6.4 shows a sketch and photo of the setup used in the exper-
iment. A yarn has been fabricated from 96 polyethylene terephthalate
(PET) fibres of 22 µm diameter. It is mounted inside a vertically posi-
tioned kapton tube of ca. 6 mm diameter and 50 mm length and is subject
to a slight amount of twist and tension. The bottom part of the kapton tube
features an aperture to allow liquid to enter in order to get the lower end
of the yarn in contact with water. The tube is placed into a larger reservoir
holder into which one can inject the liquid from a remotely controlled syr-
inge pump. The whole assembly is mounted on the rotation stage in the
beamline hutch and can be positioned such that the yarn is centred along
the rotation axis.

Edge-enhanced X-ray absorption images are produced using the filtered
(20 mm pyrolitic graphite + 75 um W) white beam of a 2.9 T superbend-
ing magnet, converted to visible light with a 150 µm thick LuAG:Ce scin-
tillator (Crytur, Czech Republic), and recorded using the GigaFRoST cam-
era coupled to a high numerical aperture microscope [Büh+19] (Optique
Peter, France) featuring an optical magnification of 4x. This results in an
effective pixel size of 2.75 µm. The scintillator was placed 320 mm down-
stream from the sample to obtain some degree of edge-enhancement from
the weakly absorbing PET fibres. Projection images were cropped to a size
of 384 pixels horizontally by 800 pixels vertically to capture the full extent
of the yarn illuminated by the approximately 2.2 mm high X-ray beam.

The experimental challenge for this system is twofold: Firstly, more
than one transport mechanism governs the evolution of the water content
in the yarn. These processes inherently proceed at different speeds and
can result in abrupt changes of the uptake velocity over time. To capture
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Figure 6.4: Experimental setup. (a) Photo of the yarn sample holder. (b)
Schematic drawing of the sample holder and measurement geometry.

the fast dynamics, scan times for individual volume reconstructions need
to be kept as short as possible, ideally of the order of 0.1 - 0.5 seconds.
Secondly, the arrival time point of the liquid front at the measurement po-
sition, which lies 10-20 mm above the water surface level in the reservoir,
is very unpredictable and varies considerably from specimen to specimen.
Hence, the data acquisition needs to be sustained at high speeds over a
long period of time, thus putting stringent demands on the data streaming
and storage infrastructure. In the end, the interesting dynamics will be re-
stricted to only a short period during this extended time series, rendering
most of the data unimportant.

The experiment then proceeds as follows: First, the rotation of the dry
sample is started and the acquisition of projection images with the Giga-
FRoST camera [Mok+17] is initiated. To ensure an identical sample orient-
ation for successive volume scans and to throttle the scan rate, we employ
the so-called sequence mode for data acquisition [Lov+16], where the col-
lection of a series of 400 images over a 180 degree range is triggered by
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the position-sensitive output signal from the rotation stage every 720 de-
grees during continuous rotation. With the chosen exposure time of 1 ms
for each projection, this results in a scan time of 0.4 seconds per scan and
a scan period of 1.6 seconds.

We will now discuss three specific examples of capabilities that our
approach enables in practice.

Capability I: real-time alignment of the setup

One of the first steps in any tomographic X-ray imaging experiment is the
assessment and optimisation of the reconstruction image quality. Usually
this is incrementally adjusted through a series of alignment procedures and
test scans which have to be reconstructed and examined individually after
each alignment step. Parameters to be aligned and optimised may include
the tilt and position of the rotation axis with respect to the camera or the
propagation distance between the sample and the scintillator to achieve
the right amount of edge-enhancement. Performing these alignment and
optimisation steps is greatly simplified and accelerated by the availabil-
ity of a live view of reconstructed slices. These steps are demonstrated in
movie S1 in the supplementary materials1. The rotation axis is initially
offset with respect to the centre of the camera by a few tens of pixels,
resulting in the characteristic C-shaped artefacts of the individual fibres
comprising the sample structure in the axial slices of the live reconstruc-
tion. By simply tweaking the rotation axis’ or camera’s position transverse
to the beam direction with the corresponding translation stage, one can
progressively improve the quality of the reconstructed sample structure un-
til an adequate alignment has been achieved. Note that when measuring
radiation-sensitive samples, the alignment step should naturally be per-
formed with a dedicated alignment tool before mounting the real samples.
The precise centring of the rotation axis is, however, not strictly necessary
to conduct an experiment, as the actual location can be determined in the
reconstruction process and a slight misalignment can be easily corrected
a posteriori to improve the reconstructed image quality. Similarly, in cases
where a precise alignment during the experiment may not be possible due

1The supplementary materials referenced are for the publication on which this chapter
is based.
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to mechanical constraints, a non-centred axis position could be specified
as an input for the real-time reconstruction via RECAST3D.

Capability II: real-time sample positioning

While the above mentioned optimisation and alignment steps usually only
need to be performed at the beginning of an experiment series, each sample
to be measured has to be positioned correctly with respect to the rotation
axis to ensure that the proper region of interest (ROI) is imaged. For many
samples, like the yarns in this experiment, this is easily achieved simply by
looking at the projection images. However, particularly when looking at
smaller regions inside an extended sample, navigating to the correct ROI
simply based on the radiographic projections is often not straightforward.
Again, a live view of a small number of reconstructed slices through the
volume can easily guide the navigation and ensure that the proper region
is imaged in the real experiment. An example of this live navigation inside
a sample is seen in movie S2 in the supplementary materials1, where the
region of interest to be measured is the interface between two different
mineral phases in a piece of volcanic rock. While the sample is continu-
ously rotating, one can easily search for the desired location and accurately
position it within the reconstructed field of view shown by the live preview
of RECAST3D.

Capability III: real-time observation of water uptake

Much as the setup alignment and sample positioning are facilitated by the
nearly real-time visualisation of reconstructed slices, the main purpose of
the presented tool is to allow for the live observation of a dynamical process
as it is happening during an experiment. In the case of our yarn sample,
this means the observation of the waterfront arrival in the imaged sample
region and the subsequent filling of the full yarn’s pore structure with li-
quid. Once the sample is completely wetted, the measurement can be
stopped to avoid the acquisition of unnecessary data. The screencast movie
S3 in the supplementary materials1 shows the whole temporal evolution
of the observed sample structure according to the experimental procedure
outlined above.
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Figure 6.5 shows some representative time points of a data set acquired
on an identically prepared sample with 32 fibres instead of 96, imaged un-
der the same experimental conditions. The only difference with respect
to the measurement with the live preview was that instead of acquiring
one 180 degree scan every two full rotations, a full data set was recor-
ded once per turn, resulting in a scan period of 0.8 seconds instead of the
1.6 seconds used for the scan series visualised on-the-fly with RECAST3D.
Panel (a) of figure 6.5 shows flat-field-corrected projection images, or so-
called radiographies, of the full extent of the imaged yarn section at the
beginning and the end of the water uptake process. Magnified views of
small sections at the top and bottom of this imaged region are shown in
panel (b) for different time points during the scan series. This is the direct
visual feedback tool used so far at most tomographic microscopy beam-
lines to follow the dynamics of the investigated process. It is essentially
impossible to determine when the water front arrives in the two differ-
ent regions from these projection images as the change in contrast is very
small. However, the situation changes dramatically when looking at tomo-
graphic slices of the phase-contrast reconstruction. Vertical slices through
the centre of the full reconstructed volume are shown for the beginning
and the end of the scan series in panel (c). Using axial cuts at the top and
bottom of the sample volume, as shown in panel (d), we can readily detect
the arrival time point of the leading edge of the water front in the bottom
of the imaged region between around 11.2 seconds (still dry) and 12.0
seconds (some pore spaces are filled with water). The same effect is vis-
ible in the top slice about 2.5–3 seconds later. The entire time series of flat-
and dark field corrected radiographic projection images as well as for the
top and bottom reconstructed slices are shown in the supplementary ma-
terials movies S4, S5, and S6, respectively1. A visual rendering of the full
3-dimensional structure (which would not be available in real-time with
RECAST3D) for one time point is shown in panel (e) of figure 6.5 with
a red semi-transparent isosurface of the water and fibre structure, three
axial slices at the bottom, middle, and top of the sample and a vertical
slice through the centre of the fibre bundle.



6.2. SCIENTIFIC APPLICATIONS 129

0.0 s 41.6 s

0.0 s 11.2 s 12.0 s 13.6 s 14.4 s 15.2 s 19.2 s 41.6 s

0.0 s 41.6 s(a) (c)(b)

(e)

14.4 s

0.0 s 11.2 s 12.0 s 13.6 s 14.4 s 15.2 s 19.2 s 41.6 s
(d)

Figure 6.5: Time series of scans showing the water uptake dynamics of the
yarn. (a) Radiographic projection images show the whole imaged yarn
section at the beginning (0.0 seconds, dry) and the end (41.6 seconds,
nearly completely wetted) of the uptake process. Scale bar: 200 µm (b)
Magnified sections of the radiographic images, indicated by the blue boxes
in (a), at several time points during the scan at the top (upper line) and
bottom (lower line) of the sample. Scale bar: 100 µm (c) Vertical centre
slice through the phase contrast reconstruction of the yarn sample at the
beginning and the end of the scan series. Scale bar: 200 µm (d) Horizontal
cuts, indicated by the red line in (c), through the reconstructed volume at
the top and bottom at the same time points shown in (b). Scale bar: 100
µm (e) Rendering of the reconstructed volume at an intermediate time
point during the uptake process, showing one vertical and three axial slices
as well as a semi-transparent red isosurface outlining the volume of the
combined yarn and water volume. Green outlines: Air bubble emaining in
the yarn structure even at the end of the scan series.

6.2.1 Discussion

In many cases, the information that can be gained from strategically chosen
arbitrarily oriented reconstructed slices is a good proxy for the dynamic
evolution of the entire sample and is sufficient for adaptive experimental
control purposes. By positioning reconstructed slices for instance perpen-
dicular to a front evolution direction, liquid breakthrough can easily be
detected. Alternatively, reconstructed slices oriented parallel to it could
give a real-time indication of the speed of the propagating front enabling
on-the-fly adjustment of the experimental parameters. We believe that if
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the reconstructed slices are carefully chosen, quasi-3D reconstructions, as
the one used in this yarn example, can in many cases provide valuable and
representative information for the full 3D structure. The number and type
of measurements which could profit from an active automatic feedback
will increase with time as new and increasingly optimised tools are being
developed by the large and very active image analysis community.

6.3 Outlook: A route towards adaptive experi-
ment control

The unprecedented possibility provided by the tools presented here to dir-
ectly visually follow live dynamic processes as they happen is very valu-
able for enabling adaptive control of the experiment, for instance to stop
the image acquisition and the experiment when the phenomenon of in-
terest is over, so avoiding the storage of a large amount of useless data.
Another important application is the case of systems where sudden high-
speed events of interest happen only occasionally at essentially unpredict-
able time points.

Access to a few nearly real-time reconstructed slices through the volume
in specifically controlled locations opens up the possibility to go even fur-
ther and to perform quantitative online analysis on these data. Here we
sketch a possible route towards an online feedback mechanism for the
presented example of water wicking in yarns, in particular, where we aim
to identify the time points of water arrival at the bottom and the top of the
imaged sample region, as well as the saturation of the pore volume with
water.

Judging by the phase-reconstructed slices in Figure 6.5(d), identifying
the arrival time point of the waterfront should be relatively straightfor-
ward. A simple approach relies on the ability to automatically segment
the slice data into air and material (in this case, both water and yarn are
classified as material). Since the volume of the yarn does not change dur-
ing the experiment, any change in the amount of detected material can
be attributed to water, and a significant rate of change should only be ob-
served starting with the arrival of the water front. Figure 6.6 plots the total
number of pixels per slice classified as material as a function of the scan
time. The arrival of the water front is clearly identified as the point when
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the material fraction suddenly increases. Consistent with the visual inspec-
tion, the top slice starts to gain in material about 2 – 3 seconds after the
bottom slice. The small insets show the segmented slices from the bottom
of the imaged volume at different time points, using a constant threshold
which was determined automatically using the Otsu [Ots79] method on
the dry fibre bundle corresponding to the first time point.

Active feedback to the experiment control in this case could be to start
saving data only once the arrival of the water front in the bottom-most
slice has been detected and to stop recording data once the water con-
tent in both the top and bottom slices has not changed considerably over
a given time period. Another option would be, for example, to automat-
ically deliver a staining agent to the water reservoir once the unstained
waterfront has reached the imaging region such that the liquid transport
in the already wetted yarn can be observed under identical experimental
conditions in the same sample as the initial wetting behaviour.

Combining our proposed approach for real-time reconstruction with
application-specific postprocessing and visualization operations, the present
example can easily be adapted for a broad range of other use cases where
the state of the sample must be probed and analysed in real-time to allow
for on-the-fly adaptation of experimental parameters.

6.4 Conclusions

The present study demonstrates the feasibility, utility and further potential
of the real-time reconstruction of a small number of arbitrarily oriented
slices to visually observe the evolution of a sample and to obtain quantit-
ative feedback of the dynamic phenomena occurring during tomographic
imaging. The real-time reconstruction has been realised at the TOMCAT
beamline at the Swiss Light Source (PSI), and only requires a single work-
station for the computations. The chosen approach carefully balances the
relative trade-offs between the achievable reconstruction speed, the com-
plexity and cost of the necessary IT infrastructure, and the completeness of
the available subset of data during online processing to deliver a powerful
quantification and visualisation tool that can be relatively easily integrated
into existing data acquisition pipelines with only modest investments in the
necessary computing resources.
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Figure 6.6: Quantification of the water uptake in the bottom and top slice
as a function of time. The reconstructed slices are segmented using a
constant threshold and the total number of pixels classified as material
is plotted. The insets show the segmented bottom slices at different time
points (along with the reconstructed grey-level image for the first time
point which was used to automatically determine the threshold for the
segmentation).


