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Possible effect of static surface disorder on diffractive scattering
of H, from Ru(0001): Comparison between theory and experiment
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Specific features of diffractive scattering of H, from metal surfaces can serve as fingerprints of the
reactivity of the metal towards Hj, and in principle theory-experiment comparisons for molecular
diffraction can help with the validation of semi-empirical functionals fitted to experiments of sticking
of H, on metals. However, a recent comparison of calculated and Debye-Waller (DW) extrapolated
experimental diffraction probabilities, in which the theory was done on the basis of a potential energy
surface (PES) accurately describing sticking to Ru(0001), showed substantial discrepancies, with the-
oretical and experimental probabilities differing by factors of 2 and 3. We demonstrate that assuming
a particular amount of random static disorder to be present in the positions of the surface atoms,
which can be characterized through a single parameter, removes most of the discrepancies between
experiment and theory. Further improvement might be achievable by improving the accuracy of the
DW extrapolation, the model of the H, rotational state distribution in the experimental beams, and
by fine-tuning the PES. However, the question of whether the DW model is applicable to attenuation
of diffractive scattering in the presence of a sizable van der Waals well (depth ~ 50 meV) should
also receive attention, in addition to the question of whether the amount of static surface disorder
effectively assumed in the modeling by us could have been present in the experiments. Published by

AIP Publishing. https://doi.org/10.1063/1.5011741

. INTRODUCTION

The diffractive scattering of H, from metal surfaces has
been studied experimentally for a large number of systems, '~
including H, + Ru(0001),>¢ Pt(111),” Pd(111),® Cu(111),’
and Ru/Cu(111).° Part of the motivation for this work comes
from findings that specific features of the diffraction, such
as the strength of the out-of-plane diffraction intensities, can
serve as fingerprints of the reactivity of the metal surface
studied towards dissociative chemisorption.* Additionally,
in principle, the comparison of computed diffraction probabil-
ities to measured values should enable a rigorous assessment
of the potential energy surface (PES) used in the dynam-
ics calculations employed to calculate the theoretical data.
The reason for this is that computed diffraction probabilities
are quite sensitive to the details of the PES and much more
sensitive than computed reaction probabilities.*®!0 Specifi-
cally, changing the density functional on which the PES is
based from PW91!! to RPBE!? may lead to qualitative dif-
ferences in the dependence of computed diffraction proba-
bilities on incidence energy, while at best quantitative dif-
ferences (mostly an energy shift of the reaction probability
curve) are observed for reaction, as has been demonstrated
for Hy + Ru(0001)° and Cu(111).'° In principle, this makes
the calculation of diffraction probabilities and their subse-
quent comparison to accurate experimental data a useful
tool to validate electronic structure approaches to calculating
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molecule-metal surface interaction potentials, such as the spe-
cific reaction parameter approach to density functional theory
(SRP-DFT).13:14

In the SRP-DFT approach, typically a parameter in a
density functional is fitted by requiring that computed stick-
ing probabilities reproduce measured molecular beam sticking
probabilities to within chemical accuracy (1 kcal/mol).!3!*
Next, the SRP density functional is validated by showing that
with the functional thus obtained, an experiment to which the
functional was not fitted can be reproduced to within similar
accuracy.!>!* Research on reactive and diffractive scattering
of Hy from Pt(111),” which established that with a specific
PES both molecular beam sticking probabilities and diffrac-
tion probabilities could be reproduced semi-quantitatively,
suggested that diffraction experiments can also be used to val-
idate candidate SRP-density functionals. However, whereas
recent dynamics calculations'> were able to derive candi-
date SRP density functionals with which molecular beam
sticking probabilities'® could be reproduced to high accu-
racy for both Hy and D, + Ru(0001), they failed to achieve
good agreement with measured diffraction probabilities for Hy
+ Ru(0001)° (see also Fig. 1). In particular, the computed
elastic scattering probabilities overestimated the measured
specular scattering probabilities by about a factor two and the
measured first order diffraction probabilities by about a factor
3. A recently derived SRP density functional for H, + Pt(111)
likewise allowed molecular beam sticking probabilities'” to be

Published by AIP Publishing.
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FIG. 1. Diffraction probabilities computed for n-Hp
scattering from Ru(0001) with an initial parallel transla-
tional energy of 35 meV in the [101] and [112] incidence
directions, as computed with the PBE:RPBE(50:50)-
vdW-DF XC functional and for the transitions indi-
cated. The dotted lines represent the original results
obtained in Ref. 15. The solid lines represent the com-
puted results scaled with a Debye-Waller-type attenuation
factor describing the effect of static surface disorder.
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reproduced for both normal and off-normal incidence,'® but
when combined with the Born-Oppenheimer Static Surface
(BOSS) model failed to accurately describe measured Debye-
Waller (DW) extrapolated’ diffraction probabilities for this
system. '8

In the analysis of the discrepancies between theory and
experiment for diffractive scattering of H, from Ru(0001),
several potential causes for the discrepancies have been dis-
cussed.!” In the light of the sensitivity of computed diffraction
results to the PES employed, as alluded to earlier, one obvi-
ous potential cause is that the obtained candidate SRP density
functionals are simply not accurate enough yet to allow a pre-
cise quantitative description of diffractive scattering. Another
possible, but rather unlikely, cause is that n-H, used in the
experiments was modeled as consisting of 25% J =0 and 75%
J =1 Hy, thereby neglecting contributions from J =2 and J =3
H;. Finally, while measured reaction probabilities (or reaction
probabilities inferred from associative desorption probabili-
ties assuming detailed balance) typically show no!” or only
little'>2° dependence on surface temperature (7), measured
diffraction probabilities exhibit a strong exponential depen-
dence on T known as Debye-Waller attenuation.’ To enable
the comparison between the theory for a static Ru(0001) sur-
face and experiment, the measured diffraction probabilities
had to be extrapolated from the value of T at which they were
measured (500 K) down to 0 K. (The value of 500 K for T’y
was needed to keep the surface clean from hydrogen.”) As
the Debye-Waller model employed accurately described the
attenuation of measured diffraction probabilities going from
T, = 1000 to 500 K.° it was not immediately clear why this

normal energy (eV)

extrapolation might fail when extended to lower temperatures.
However, an alternative cause for the noted discrepancies,
i.e., a type of static surface disorder could lead to attenua-
tion through diffusive scattering, was not yet considered in the
analysis. "

Here, we consider the possibility that the discrepancies
observed between the calculations based on the SRP density
functional® and the experiments® on diffraction of H, scat-
tering from Ru(0001) are due to diffusive scattering from a
randomly disordered surface.>! As we will show below, the
type of static disorder we consider leads to an additional type
of Debye-Waller-like attenuation of the diffraction probabil-
ities. However, this additional attenuation is not dependent
on Ty, rather a static roughness displacement factor a, takes
on the role of the T;-dependent phonon displacement in the
Debye-Waller-type attenuation factor. This displacement fac-
tor is treated as an adjustable parameter and fitted to obtain
optimal agreement between the theoretical and experimental
specular scattering probabilities for the two high symmetry
incidence conditions considered in the experiments. Next, we
investigate to what extent this also improves the agreement
between theory and experiment for lowest order non-specular
diffraction for these two incidence directions.

This paper is set up as follows. Section II A briefly
describes the dynamical model previously used to compute
diffraction probabilities, including the quantum dynamics
method employed. Section II B is somewhat longer as it
describes how we extend the theoretical treatment to take into
account the effect of a possible random type of static surface
disorder. Sections II C and II D describe the PES employed
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and the computational details of the previous work; again,
these are short as little has changed relative to the earlier
work. Section III A describes how taking into account random
static surface disorder through a single adjustable parameter
affects the agreement between theory and experiment. As we
will show, the agreement between theory and experiment is
improved dramatically, although not all problems are solved
yet. Section III B provides additional discussion by consider-
ing what types of effects could lead to a static surface disorder
of the type and magnitude needed to bring about the observed
agreement. This section also discusses what other types of
effects might be responsible for at least the remaining discrep-
ancy with experiment. Section IV presents our conclusions and
a brief outlook.

Il. METHOD
A. Model and quantum dynamics calculations

In the previous work calculating reaction and diffraction
probabilities for H; + Ru(0001), the Born-Oppenheimer static
surface (BOSS) model was used.*!? This means that the pos-
sible effects of electron-hole pair excitation and of energy
transfer involving surface phonons have been neglected in the
calculation of observables. The quality of these approxima-
tions for reactive scattering of H, from a metal surface has
been discussed before, for instance, in Ref. 22, to which we
refer the reader for a detailed discussion. In the BOSS model,
the only degrees of freedom left are the six degrees of freedom
of the molecule, and the coordinate system that was used in
the dynamical calculations and in the calculation of the PES
is shown in Fig. 2(a).

Whereas surface phonons can be neglected in calcula-
tions aimed at simulating molecular beam sticking probabil-
ities of H, on cold metal surfaces,* it has been known for a
long time that measured diffraction probabilities need to be
Debye-Waller (DW) extrapolated to 0 K to enable quantita-
tive comparisons with theory (see, for instance, Ref. 23). As

FIG. 2. (a) The six-dimensional coordinate system used in the dynamics cal-
culations on and PES construction for H, scattering from Ru(0001).13 (b)
Top view of the Ru(0001) surface unit cell. In the (0001) surface of the hcp
Ru crystal, the hep site corresponds to a second-layer atom, and the fcc site
corresponds to an empty site (stacking ABAB...).

J. Chem. Phys. 147, 244705 (2017)

discussed in Ref. 6, DW attenuation describes the Ty depen-
dence of specular scattering probabilities rather well between
500 K (at which the measurements were done) and 1000 K. The
experimental diffraction probabilities were therefore extrapo-
lated down to 0 K using fitted values of the van der Waals
potential well depth and the surface Debye temperature of
60 + 5 meV and 473 + 2 K, respectively.® Assuming that
the experimental results are also influenced by the type of
static surface disorder discussed in Sec. II B, the theoretically
computed diffraction probabilities need to be multiplied with
an additional attenuation factor, which will be discussed in
Sec. II B.

To define incidence directions and diffractive transitions,
the conventions were adopted that apply to fcc metal surfaces
like Pt(111) (see also Fig. 2 of Ref. 6), of course realizing that
Ru is an hcp metal. Specifically, the [101] incidence direc-
tion is defined by a plane that is normal to the surface along
the top-bridge-top direction, where the top sites indicated are
nearest neighbor surface atoms [see Figs. 2(b) and 3(a)]. The
[112] incidence direction is defined by a plane that is normal to
the surface along the top-hcp-bridge-fcc-top direction, where
the top sites indicated are second nearest neighbor surface
atoms [see also Figs. 2(b) and 3(a)]. The diffractive transitions
are visualized with reference to these incidence directions in
Fig. 3(b).

Diffraction probabilities were previously computed with
the time-dependent wave packet (TDWP) method®* as imple-
mented for Hy scattering from a surface within the BOSS
dynamical model, while treating all six molecular degrees
of freedom without further approximations.” Specifically,
diffraction probabilities P,,,(v,J,m;) are computed for the

(107)

reciprocal lattice

FIG. 3. Conventions used here and in previous work>%!3 to define the inci-
dence directions and diffractive transitions for H, + Ru(0001) in real space
(a) and in reciprocal space (b). In the real-space non-orthogonal coordinate
system (u,v), the u and v axes make an angle of 60° with one another, and u
is along the X axis in Fig. 2.
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vibrational state v = 0 and for the combinations (J,m;) = (0,0),
(1,-1),(1,0), and (1,1) of the rotational and magnetic rotational
quantum number. To mimic the rotationally elastic diffrac-
tive scattering of n-H,, for each diffraction state (n,m), these
diffraction probabilities are averaged over the four (J,my)
states indicated. More details of the dynamics calculations are
presented in Sec. II D.

B. Static surface disorder in diffractive scattering

As discussed above, the calculations of Refs. 6 and 15 for
H; scattering from Ru(0001) were carried out without consid-
ering thermal displacements due to phonon vibrations. With
respect to vibrations, the target surface was frozen. However, as
also already noted, at temperatures above ambient, the thermal
attenuation behavior of the experimental data reported in Ref. 6
accurately obeyed that of a Debye-Waller factor whose tem-
perature dependence is well known. Because the temperature
dependence of all measured diffraction peaks was well defined
by the Debye-Waller behavior, it was possible to extrapolate
all experimental diffraction peak intensities to their expected
value for a frozen surface, i.e., even the effects of zero point
motion were eliminated. With this extrapolation, the experi-
ment provides data that can be quantitatively compared with
the frozen surface calculations. However, at best this proce-
dure eliminates the effects of thermal disorder; it does not
account for the possibility of residual static disorder that may
be inherent in the surface. Here we show how static disor-
der may be included as an additional attenuating factor that
multiplies each diffraction peak. The approach follows well-
known treatments of scattering of waves from rough surfaces,
where the attenuating factor is typically called a characteristic
function.?!

The starting point is the quantum mechanical transi-
tion rate for a molecular projectile to scatter from an ini-
tial state of translational momentum 7ik; to the final state of
hiky,

w(kf,ki) = <%”)Tﬁ|25(5f —Ei>>, (1)

where T} is the transition matrix, Er ; are the final and initial
kinetic energies, and the brackets () indicate an average over
the distribution of static disorder. The actual quantity to be
compared with experimentally measured scattering intensities
is the differential reflection coefficient, which is the transition
rate multiplied by a Jacobian whose only k-dependence is the
ratio Ik¢l/’k;, where the perpendicular component of the inci-
dent wave vector k;, is proportional to the incident flux. The
interaction potential can be written as a two-dimensional sum-
mation over unit cells of the periodic surface, denoted by the
two-dimensional number £,

V(r) = Z[ VY (r = Ry — ap). 2)

In Eq. (2), the notation uc stands for the surface unit cell.
The two-dimensional displacement vector R, denotes the posi-
tion of the ¢th unit cell on the surface and a, is the small
three-dimensional static displacement vector of that cell due
to disorder. With a potential of this form, it is reasonable to
assume that the transition operator can be written in the same
form,

J. Chem. Phys. 147, 244705 (2017)

T=) 1C-R-a, 3)

essentially casting the interaction into a form similar to the
kinetic approximation that has been successful in describing
low energy electron diffraction (LEED).%6

The transition matrix element is evaluated with respect to
unperturbed plane wave states,

Tﬁ = (®f|?(r)) q)i) = /dr eiikf'r’f‘(r)eik,‘-r

= Zfe_iAk'(R‘_‘”) /dre_mk'rf‘"”(r)
= Zf e—iAk(Rg—a(')T;itc’ (4)

where Ak = ky — k; is the scattering vector. With Eq. (4) the
transition rate of Eq. (1) becomes

w(kf, k,») = 2% ZE Zm o iAk-(Re—Ryy) < oidk-ar eiAk-am>

"5y &) )

One cannot assume quantum mechanical commutation
between displacements at different sites, but this is readily
handled using the Baker-Hausdorff relation,

X

uc
¥

eA €B — eA+B e[A,B]/2’ (6)

which is valid if the commutator [A,B] is a c-number. Then
the average over small displacements involves only averages
over exponentials of a,. If a, are random displacements, i.e.,
Gaussian distributed, then the average is carried out using the
well-known relation

() = A2, 7)

With the above two relations, the average over small dis-
placements in the transition function of Eq. (5) is evaluated

as

< idkar eiAk-a,,,> — o (Akar)) (Akarkan) (8)

Since all unit cells are subject to a small random displacement
with respect to each other governed by one and the same Gaus-
sian distribution function, the self-correlation function of each
unit cell <(Ak . ag)2> is independent of lattice site € so it can be

written as <(Ak . a)2>. Furthermore, if the displacements are
small, the site-site correlation function will also be small and
one can make the expansion

<e_iAk'“’eiAk'“’”> = ef<(Ak'a)2> {1+{(Ak-a;Ak -a,)+...}.
9)

As will become clear below, the lowest order term in this
expansion contributes only to diffraction. The higher order
terms in Eq. (9) contribute to elastic diffusive scattering in
all directions. To understand this, note that a single displaced
unit cell acts as a point defect that weakly breaks the sym-
metry of an ordered surface, and such a point defect scatters
in all directions according to its cross section. The first order
term ¢ {(4k@") (Ak - a;Ak - ay) in Eq. (9), when substituted
back into the transition rate of Eq. (5), leads to the first order
Born approximation to the diffuse elastic scattering due to the
random disorder.
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Since the only contribution of interest here is the diffrac-
tion, the transition rate of Eq. (5) simplifies to

12’6 (e - &) (10)

The remaining sums over lattice sites parallel to the surface
are straightforward to evaluate and lead to the conditions that
the parallel component K of the scattering vector can only be
a reciprocal lattice vector G of the surface,

Ze Zm o iM-(Re—Ry) _ Nzn oiAkRy _ 2 ZG SK.G-
(11)

where N is the number of surface unit cells, which can be
viewed as the total area of the surface divided by the area of a
single unit cell.

Thus, the final form for the transition rate for diffraction
becomes

X

2
W(kf’ki) = 271\/ G

e_<(Ak'”)2>‘T;;C 26K,G5(8f - 8,‘) .

12)

The above equation has the same form as the well-known
exact form for diffractive scattering from a surface. The
two-dimensional periodic symmetry implies the conserva-
tion of parallel momentum modulo a surface reciprocal lat-
tice vector and this, as well as the conservation of energy,
is expressed by the two ¢ functions. The intensity of each
diffraction peak is governed by the form factor of a single unit

cell, which is \T;;C

exp{— <(Ak . a)2>} that accounts for the reduction in inten-
sity of each diffraction peak due to diffusive scattering by the
disorder, essentially that due to higher order terms ignored
in Eq. (9). Since the scattered intensity is proportional to the
transition rate, this implies that the intensity of a given diffrac-
tion peak /¢ is attenuated due to the disorder in the following
manner:

2 .. . .
. The remaining factor is the attenuation

I = 13 e (k) (13)

where Ig is the corresponding diffraction intensity for a per-
fectly ordered surface. Explicitly written out in Cartesian
coordinates,

Ak -a = (ku — kiz) a; + Gxax + Gyay, (14)

with the final normal momentum given according to the energy
and momentum conservation conditions,

kp? = ki> + K? — (K; + G)?, (15)

and it is noted that surface scattering is a back-scattering con-
figuration for which k;; and kg, are in opposite directions so
that

Ak, = kg, = kiz = [kge| + Ikic] (16)

In evaluating <(Ak . a)2>, terms arrive such as <a§> and <a§> as
well as cross terms such as {a,a, ). For simple crystal structures,
normally the in-plane cross correlations vanish, i.e., {(aya.)
=0, but the broken symmetry in the spatial dimension normal to
the surface allows for {(a.ay ,) # 0. However, it is a reasonable
approximation to assume that these cross terms are small. In

J. Chem. Phys. 147, 244705 (2017)

order to simplify to a characteristic function for attenuation
that depends on only a single parameter, one can adopt the

assumption
(@) = (@) = ) = a
where a is the root-mean-square displacement a = <aZ2>.

With these assumptions, the diffraction peaks are modified by
a very simple attenuation function so that Eq. (13) becomes

Ig = IS e, (18)

and the dependence of the attenuation function on G is now
contained in Ak?. The above is the single parameter expression
used in this paper for analyzing the disorder attenuation of the
diffraction data.

Some remarks and ramifications of the results obtained
here are in order. The characteristic attenuation function of
Eq. (13), or its simplified form of Eq. (18), is not the only
form that can be obtained. Equation (13) was obtained under
the assumption that the small static displacements of each unit
cell, i.e., ap, were random and governed by a Gaussian dis-
tribution function. The result is that the attenuation factor of
Eq. (13) looks very similar to the Debye-Waller attenuation
factor obtained for bulk neutron or X-ray scattering and also
adapted to atom and molecule scattering from surfaces. The
form of the Debye-Waller-like attenuation is also due to the fact
that the dynamical roughening induced by phonon displace-
ments at a particular unit cell of a periodic surface likewise
obeys a Gaussian distribution function. Thus in the present
case, the static roughness displacement a, takes the place of
the phonon displacement in the Debye-Waller factor. However,
an attenuation factor having Debye-Waller-like appearance is
not the only possibility. Other assumptions on the distribu-
tion function of the static roughness lead to other forms of the
characteristic function of attenuation.?! However, since the
distribution function applies only to the roughness parameter
a¢, then it is only the attenuation factor in the diffractive tran-
sition rate of Eq. (12) that would change, and the remaining
factors of that equation remain the same.

An additional remark is to note that in the derivation of the
diffractive transition rate of Eq. (12), it was assumed that each
surface unit cell was capable of small displacements. This is
not the only type of disorder that gives rise to similar types of
attenuation as that discussed here. For example, suppose the
surface is made up of rigid or frozen islands, each containing
many unit cells, but each island has a small random roughness
displacement. In other words, within each island all unit cells
have the same displacement, but the islands themselves have
random displacements with respect to each other. This model
can be treated similarly to the simpler treatment given here,
and the result is similar to the attenuated diffraction intensities
given in Eq. (12).

C. Potential energy surface

As discussed in Ref. 15, two candidate SRP density func-
tionals were derived for Hy, + Ru(0001). Since these were
rather similar, here we will consider only one of them, i.e.,
the one that was called the PBE:RPBE(50:50)-vdW-DF func-
tional. The exchange-correlation part of this functional can be
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written as

Exc = xERPBE 4 (1 — x)EPBE + EYAW-DF, (19)

where ERPBE is the exchange part of the RPBE functional,'?
EZBE is the exchange part of the PBE functional,”’ and the
non-local correlation functional EédW_DF of Dion et al.”® was
used to approximately describe the attractive van der Waals
interaction. The value x = 0.5 was found' to yield an accu-
rate description of molecular beam experiments of sticking of
H, and D, on Ru(0001) at normal incidence.'® Here we will
call this functional the cSRP50-vdW functional, where “50”
stands for the RPBE mixing ratio in percent, “cSRP” stands
for candidate SRP functional, and “vdW” refers to the use of
the correlation functional of Dion et al.?®

To build the potential energy surface (PES) used in the
dynamics calculations, DFT calculations were performed with
Vienna Ab-Initio Simulation program (VASP).?°=3 The DFT
calculations employed a 5-layer Ru slab and a 2 X 2 surface
unit cell with a vacuum of 13 A between images of the slab.
An 8 x 8 I'-centered Monkhorst-Pack grid was used in the
k-point integration and a plane-wave cutoff of 350 eV. More
computational details can be found in the original paper.'>

To obtain the PES, the DFT data were interpolated with
the corrugation reducing procedure (CRP)* as described in
full detail in Ref. 15. Figure 4 and Table I give some details
of the PES. As can be seen, the barrier to dissociation shows
corrugation, i.e., the barrier height is different for different
impact sites and dissociation geometries. The minimum bar-
rier height E}, for dissociation is only 4 meV and occurs for
dissociation over the top site. Note that for some sites there
is only one barrier along the reaction path (e.g., the bridge
and hcp sites), while on other sites two barriers are encoun-
tered moving along the reaction path (e.g., the top and t2h
sites).

J. Chem. Phys. 147, 244705 (2017)

TABLE I. Transition state geometries (7, Zp) and energies (Ej) computed15
with the cSRP50-vdW functional, relative to the gas phase minimum, for the
four geometries depicted in Fig. 4. Where a second barrier (2) is present,
results for this barrier are also given.

Parameter Top 1 Top 2 t2h 1 t2h 2 bri hep
¢ (deg) 0 0 120 120 90 30
ry (A) 0.751 1.249 0.771 1.072 0.799 0.861
Zy (A) 2.605 1.559 2.122 1.474 1.830 1.646
Ejp (eV) 0.004 —-0.044 0.125 0.096 0.295 0.459

In Fig. 5, the potential for H; interacting with Ru(0001) is
shown as a function of Z for r equal to its gas phase equilibrium
value, with averaging over the other four H, degrees of free-
dom. The van der Waals interaction potential that is averaged
over orientation angles and impact points on the surface has a
minimum well depth of 52.7 meV, in rather good agreement
with the value derived experimentally from the DW attenu-
ation factor (60 + 5 meV),% the minimum being located at
z=37A

D. Dynamics calculations

Diffraction probabilities were first computed'> with the
time-dependent wave packet (TDWP) method?* in an imple-
mentation for scattering of diatomic molecules from a surface
with hexagonal symmetry.” As in the reporting of the earlier
experimental>® and theoretical > results, the diffraction states
were defined as appropriate for an fcc metal, even though Ru is
an hep metal (see Fig. 3). Results were measured and computed
for two high symmetry incidence directions, i.e., the [101] and
the [112] directions, again using the conventions appropriate
for fcc metals (see also Fig. 3). In the TDWP calculations, the
application of scattering boundary conditions yields S-matrix

0.6
0.4
0.2
3
:r; FIG. 4. Contour plots of the H, on Ru(0001) PES for
0.0 *é four high symmetry configurations with H, parallel to the
i‘.o’ surface, for the cSRP50-vdW functional. Transition states
~ are indicated by crosses. The spacing between contour
lines is 0.1 eV.
-0.2
-0.4

-0.6
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FIG. 5. The cSRP50-vdW potential for H, + Ru(0001) is shown as a function
of Z in the region of the van der Waals well, for r = r,, after averaging over
the four remaining molecular degrees of freedom.

elements, and the absolute squares of the S-matrix elements
yield the probabilities for rotationally elastic diffractive scat-
tering P(v = 0,j,m; — v/ =0, = j,m;’,n,m), where v(v"), j(i"),
and m;’(m;") are the initial (final) values over the vibrational,
rotational, and magnetic rotational quantum numbers, respec-
tively. These probabilities are summed over m;” and averaged
over the m; states. To simulate the diffractive scattering of
n-H, from an ideal O K surface, calculations were carried out
for j = 0 Hy modeling the p-H; contribution (weight 0.25)
and j = 1 Hp modeling the 0-H; contribution (weight 0.75),
obtaining rotationally elastic diffraction probabilities P,,,. All
measurements and calculations were carried out for an initial
parallel translational energy of 35 meV (for one and the same
initial parallel energy, TDWP results can be obtained for a large
range of E; from a single wave packet calculation®>%). Using
Eq. (18), diffraction probabilities for scattering from a sur-
face affected by static surface disorder can then be computed
from
2.2

) (20)
All technical details of the TDWP calculations have been
presented in Ref. 15.

lll. RESULTS AND DISCUSSION

A. Comparison theory—experiment: The effect
of static surface disorder

The computed diffraction probabilities with and without >
correction for static disorder are compared with experimen-
tal diffraction probabilities obtained by applying the usual
thermal Debye-Waller extrapolation corrections'” in Fig. 1.
The static disorder attenuation parameter @ was obtained by
demanding that the corrected specular scattering probabil-
ities should be in good agreement with experiment. This
gave a value of 0.1 bohr for a, and with this value the cor-
rected computed specular scattering probabilities are in quite
good agreement with the experimental values. The uncor-
rected computed values of the specular scattering probabili-
ties overestimate the experimental values by factors of 2 and
3, with the discrepancy increasing with the incident normal
energy.!’
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As can be seen from Fig. 1, the static disorder correction
also yields a much improved description of the other diffrac-
tion channels. The only channels for which the agreement with
experiment remains rather poor after correction for static disor-
der are the forward and forward-sideways scattering channels,
i.e., the (11) channel for the [112] incidence direction and
the sums of the probabilities for the (10) and (01) channels
for the [112] direction and for the (11) and (10) channels for
the [101] incidence direction. For these channels, the agree-
ment between the corrected computed probabilities and the
experimental diffraction probabilities, although improved, is
still poor for the entire range of incidence energies (E;). For the
remaining diffraction channels, the agreement with experiment
is much improved, especially for normal incidence energies
>60 meV.

B. Discussion

In Sec. IIT A, we have established that an improved
description of the diffraction experiments can be obtained if
the assumption is made that at the surface temperature and
other conditions at which the measurements were taken,”-°
the surface is affected by a specific type of static surface
disorder. However, we have not yet discussed in great detail
what kind of form this static surface disorder could take or
whether it is plausible that the actual experiments could have
suffered from such a “problem.” This will be done in the
present section, in which we will also consider alternative
causes for the remaining discrepancies, which either taken
by themselves or taken in conjunction with static surface
disorder could perhaps explain the discrepancies remaining
with the measured (and Debye-Waller extrapolated) diffraction
probabilities.

One way of thinking about the static surface disorder
parameter a, which we have fitted to the specular scattering
probabilities, is that it describes a small static root-mean-
square displacement “a” of each and every primitive unit
cell on the Ru(0001) surface and that this displacement is
temperature-independent over the range of 500 < 7'y < 1000 K.
However, it is not clear how such a static type of surface dis-
order could arise. Nevertheless one can show that the exact
same attenuation expression as described in Sec. II B can
be obtained under physically more plausible conditions, if
the following 3 assumptions are made: (i) the surface can be
divided up into large domains, each containing many primi-
tive surface unit cells, (ii) each domain has a root-mean-square
displacement “a” with respect to the other domains, and this
displacement is Gaussian (randomly) distributed, and (iii) each
domain within itself remains on the same plane. In princi-
ple, such a situation could arise if a surface has steps and
terraces with differing heights, and the ensuing static sur-
face disorder would then cause the attenuation described in
Fig. 1.

The question then arises whether a static disorder of the
Ru(0001) surface, characterized by a = 0.1 bohr, could be
present in the diffraction experiments. Of these, the follow-
ing can be said. The Ru(0001) crystal has a miscut of 0.1°
so that in principle the width of the terraces should be in
the range 50-70 nm.% It is not clear why the resulting low
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step density should then lead to the quoted static disorder
parameter of 0.1 bohr. On the other hand, it is known that
the adsorption of H, to Ru(0001) can lead to greater surface
roughness, as expressed by the Debye-Waller factor and f3-
roughness parameter measured with X-ray diffraction, where
the latter parameter is indicative of the presence of steps.>’ In
other words, hydrogen adsorption (which will occur to some
extent in the diffraction experiments) may lead to increases in
the number of steps. However, the experiments measuring a
higher B-roughness parameter were done for a surface cover-
age of 0.33 ML, and the -roughness parameter resumed its
original clean surface value upon desorption of Hy at 490 K.%’
The Hj diffraction experiments were done for 7'y = 500 K,
and assuming a sticking coefficient of 0.5 for E; used in these
experiments, with the incident H, flux used the surface cover-
age of Ru(0001) should be approximately 0.01 ML.> It is not
clear whether such a low coverage of Ru(0001) by hydrogen
could lead to the static disorder parameter suggested by the
present work; we do not consider it likely. The nature and size
of steps on the surface can be investigated using the so-called
“drift-spectra” experiments similar to the ones that have been
done in He atom scattering,’® and originally carried out using
Low Energy Electron Diffraction (LEED).*® In such experi-
ments, a controlled variation of the incident normal energy is
used to induce a continuous change in the incident wave vector,
and subsequent measurements of both intensity and widths of
the diffraction peaks provide information on the distribution
of steps.

Having discussed whether the amount of static surface
disorder characterized by a = 0.1 bohr is feasible (a ques-
tion that remains open), it remains to discuss other sources of
error. These errors might either account for the discrepancies
that remain with the experiments after static surface disor-
der is taken into consideration as done here or account for the
discrepancies with experiment while not or only in part consid-
ering static surface disorder. One way in which discrepancies
between theory and experiment can arise where the theory is
off from experiment by larger factors at high normal incidence
energies (as observed if static surface disorder is not taken into
account) is through errors made in the Debye-Waller extrap-
olation. The experimentally determined Debye-Waller factors
(DW factors) were analyzed through the following expres-
sion, similar to Eq. (18), used to describe the fitted diffraction
intensities,

Ig =15 eV, (1)
where again Ig is the diffraction intensity expected for a rigid
frozen surface and 2W (T) is the Debye-Waller exponent. In
molecular beams scattering the DW exponent is often approx-
imated by the following expression, borrowed from the theory
of neutron scattering:

W(Ty) = 12m(E; cos® 6; + D)T,/(Mkp®3). (22)

In Eq. (22), which is a form specific to the specular beam,
m is the mass of the H, projectile, M is the effective mass
of the surface, ®p is the surface Debye temperature, and the
parameter D is the depth of the attractive van der Waals well.
Assuming an effective surface mass M equal to that of a single
Ru atom, the van der Waals well depth was evaluated as 60
+ 5 meV,° in reasonable agreement with the value of 53 meV
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computed by us. The surface Debye temperature @p was fitted
to 473 + 2 K,° in not so good agreement with the values of
321 K determined by Madey et al.*’ and of 295 + 10 K for
the first layer of Ru(0001) by Ferrari et al.*' However, the
evaluation of the various parameters in Eq. (22) is unimportant
because in the DW extrapolation the only information used is
the temperature dependence of the DW factor. In other words,
Eq. (21) becomes effectively

I = Ig e <05, (23)

where Cg is a different constant for each diffraction peak,
which additionally depends on incident energy and angle.
This temperature dependence, as opposed to the other param-
eters in Eq. (22), is exact within the harmonic approxima-
tion for the vibrations of a crystal lattice because it arises
from the mean square phonon amplitude, which at sufficiently
large temperatures is directly proportional to Ts. Thus, any
uncertainties in the temperature extrapolation arise from the
experimental errors in determining the constant C¢ for each
diffraction peak. However, as is evident from the discussions
of the DW extrapolations associated with Fig. 6 of Ref. 6,
these uncertainties are far too small to explain the observed
discrepancies.

The way in which the rotational distribution of H, in
the molecular beam is approximated in the theory represents
another source of error. In the experiments, the nozzle tem-
perature is varied between room temperature and 600 K to
achieve E; ranging from 78 to 150 meV. Assuming that the
rotational temperature of H, in the beam =0.8 times the noz-
zle temperature,”’ roughly 88% of the molecules should be in
the j = 0 (18%) and the j = 1 (71%) states at the lowest E;
and 67% of the molecules should be in the j = 0 (12%) and
the j = 1 (55%) states at the highest E;. However, the theory
approximated the rotational state distribution of the beam as
consisting of 25% j=0and 75% j=1H,.If j=2and j =3 H,
were to show more rotationally inelastic scattering or reaction
than j = 0 and j = 1 Hp, this could lead to smaller computed
probabilities for diffraction for all final states investigated and
to better agreement between the computed rotationally elastic
diffraction probabilities and the DW extrapolated experimental
values in Fig. 1. However, evenif j =2 and j = 3 H, would show
no rotationally elastic diffraction at all, the theory would still
overestimate the DW extrapolated rotationally elastic diffrac-
tion probabilities, especially at high E;. The reason for this is
that the theory now overestimates these experimental proba-
bilities by factors of 2 and 3, while the rotational states now
contributing to the theoretical results (j = 0 and j = 1) make up
about 67% of the molecules in the beams at the highest E; and
a larger percentage at lower E;. Note that we expect the rela-
tive values of the rotationally elastic diffraction probabilities
P(v =0, = v' =0,j’ = j,nm) to be, to good approximation,
independent of j, as, from an electronic density point of view,
H, is almost a spherical particle.*> Nevertheless it would be
of interest to see, in future calculations, how the computed
rotationally averaged diffraction probabilities would change if
the scattering of j = 2 and j = 3 H, would also be taken into
account. Calculations with another functional that is good at
describing reaction of H, on Ru(0001) suggest that relative to
j=0andj =1 Hpy, the reaction probability of j =2 and j =3
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H, should be somewhat smaller. It is not clear how the total
probability of rotationally inelastic scattering would change,
but we do not expect major effects as in any case most of the
rotationally inelastic scattering should be between j = 0 and 2
and between j = 1 and 3, in view of the large rotational constant
of Hz.

Finally, it is possible that the PES we used, while good
at describing reaction of H, on Ru(0001)," is not good at
describing the rotationally elastic diffractive scattering. While
we cannot completely rule this out, it is unlikely that the
PES should constitute a major source of error. First, for the
PES to be able to accurately describe the reaction probabil-
ity over the rather large range of normal incidence energies
for which experiments and calculations were done (approx-
imately 70—470 meV, this range also overlaps the range of
normal incidence energies addressed in the present diffrac-
tion experiments, i.e., 43—115 meV), the PES has to describe
reasonably well how the barrier height varies with the ori-
entation of H, and with its impact site on the surface. This
would make it rather unlikely that the PES shows much too
little rotational anisotropy (more anisotropy would lead to
more rotationally inelastic scattering, and therefore too lit-
tle computed rotationally elastic diffraction, which would
enhance the agreement with the DW extrapolated measured
diffraction probabilities). In this connection, it should also
be noted that the SRP density functional for H, + Cu(111),
which was fitted to sticking experiments, also provided quite
a good description of rotationally inelastic scattering of Hp
from Cu(111).1* For the same reason, we find it rather
unlikely that the PES we used for H, + Ru(0001) should
exhibit way too much or too little corrugation, which would
alter the relative values of the rotationally elastic diffraction
probabilities.

Perhaps a clue may be found in the good agreement
previously achieved for specular and first order diffractive
scattering of Hy from Pt(111).” More specifically, for this
case, a semi-quantitative agreement was obtained between
computed and DW extrapolated measured diffraction proba-
bilities (much better than observed here), while the agreement
between computed’ and measured'” reaction probabilities was
likewise rather good (semi-quantitative). However, in this case
the PES that was used was computed with a generalized gradi-
ent approximation (GGA) functional (the Becke-Perdew func-
tional).*>** This functional does not yield an approximately
correct description of the van der Waals interaction; in fact,
no van der Waals well is present in the Becke-Perdew PES
for Hy + Pt(111).44 By contrast, in more recent calcula-
tions on Hy + Pt(111) with an SRP functional yielding a van
der Waals well, excellent agreement with sticking data'” was
achieved, but the description of diffraction experiments’ was
rather poor.'® From a sticking point of view, the H, + Pt(111)
and Ru(0001) systems are rather similar. This then raises the
question of whether the present problem with the comparison
between theory and experiment comes from using a static sur-
face approximation in the dynamics and a PES exhibiting a
van der Waals well to compare with experimental diffraction
probabilities measured at 500 K and DW extrapolated to 0 K.

The potential existence of such a problem can be argued as
follows. At 500 K, it may well be that the diffraction of H is
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not affected much by indirect scattering on either Ru(0001)
or Pt(111), where, in a classical picture, there would be
scattering events involving multiple bounces of H, with the
surface. In this context, we note that the selective adsorption
measured for hydrogen scattering from a Pt(111) surface at
500 K by Cowin et al. involved rotationally mediated selective
adsorption of HD*7*® and not corrugation mediated selective
adsorption of H,. However, in calculations within a static sur-
face approximation that use a PES with a van der Waals well
of 50 meV present, indirect scattering would be expected to
occur. The question then arises whether it would be appropri-
ate to use DW extrapolation of these static surface diffraction
probabilities from, effectively, 0 K to the experimental surface
temperature (which should be the same as DW extrapolating
the measured diffraction probabilities from 500 K to 0 K as
done here). In principle, the answer is no because the DW
attenuation model is based on the molecule undergoing a sin-
gle impulsive collision with the surface and is not applicable
if “multiple collision effects” exist.* If in at least a fraction
of the collisions there should be more than a single bounce,
then in a classical picture there should be a larger probability
of attenuation of the diffraction by a phonon-inelastic event
than in a single bounce. Modeling this possible effect could
lead to better agreement with experiment for H, + Ru(0001),
as presently the computed static surface diffraction probabil-
ities overestimate the DW extrapolated measured diffraction
probabilities.

The above stated reservations regarding the appropriate-
ness of the use of DW attenuation in the presence of a van der
Waals well facilitating indirect scattering are based on classical
arguments. However, the H, + Ru(0001) data being consid-
ered here within the Born-Oppenheimer and static surface
approximations are fully in the quantum mechanical regime as
evidenced by the presence of prominent diffraction features.
Thus, rebounding excursions of the H, molecules into the van
der Waals well occur as selective adsorption resonances, either
diffraction or rotation mediated. The temperature dependence
of isolated selective adsorption resonances has been investi-
gated in the case of He atom scattering from a metal surface
[Cu(115)], and it was found that the thermal attenuation near
resonance conditions can indeed differ substantially from stan-
dard DW behavior.”® It is hard to extrapolate this finding to
the present Hy + Ru(0001) system, as the incidence ener-
gies considered here are higher, so is the van der Waals well
depth. Estimating the contributions of the resonances, which
occur as peak-and-valley features in Fig. 1, is not very use-
ful in this context: these features may look very differently
in a calculation where the effects of surface phonons and sur-
face temperature are modeled directly, and not through DW
attenuation.

The existence of the potential problem mentioned above
can be explored with calculations aimed at directly calculating
diffraction probabilities for H, scattering from a thermal sur-
face, i.e., by modeling the effect of surface phonon motion on
the diffraction directly, for the experimental surface tempera-
ture, and with quantum dynamics. Presumably, this could be
done with quantum dynamics calculations in which at least the
motion of first layer (and possibly second layer) surface atoms
perpendicular to the surface is modeled, in seven-dimensional
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(7D) (or eight-dimensional) quantum dynamics calculations
also accurately describing the motion in all six molecular
degrees of freedom, as has been done in 7D H; + Cu(111)
calculations.>! Alternatively, one might try to model the atten-
uating effect of phonons in 6D quantum dynamics calculations
using a static surface approximation through the presence of a
suitably chosen optical potential > In yet another approach, in
calculations on diffractive scattering one would “remove” the
van der Waals well from the PES in a clever way and perform
static surface calculations comparing with DW extrapolated
measured probabilities, which is to some extent analogous to
using a GGA PES. In such an approach, as in calculations using
a GGA PES (without a van der Waals well), it would proba-
bly be more appropriate to apply Debye-Waller attenuation to
the computed diffraction probabilities and to compare these to
raw experimental data. In this context, more research is needed
to arrive at a reliable quantum dynamical method for describ-
ing diffractive scattering from a thermal surface in a way that
would either completely avoid the need for DW extrapola-
tion for comparison with experiments, or make a comparison
of computed DW attenuated probabilities with experiments
feasible and useful for validating a PES. It is possible that
with such a method one could arrive at an accurate compar-
ison with the diffraction experiments on H, + Ru(0001)>%
without a need for invoking static surface disorder. Correct-
ing for the other sources of error discussed above might lead
to improved comparison with experiment in a context where
static surface disorder of the Ru(0001) surface would also be
taken into account.

IV. CONCLUSIONS AND OUTLOOK

We have considered whether a specific type of static sur-
face disorder, which results in a random static displacement of
the surface atoms by some specific value, can explain the dis-
crepancy between diffraction probabilities computed within a
static surface approximation and measured diffraction proba-
bilities that were extrapolated to 0 K, for H, + Ru(0001). The
quantum dynamical calculations employed a PES computed
with DFT, using a density functional that contains a 50:50
mixture of PBE and RPBE exchange and vdW-DF non-local
correlation in the exchange correlation functional. The PES
computed in this way contains a van der Waals well with a
depth of approximately 53 meV. The experimental measure-
ments were carried out for a surface temperature of 500 K and
a parallel incidence energy of 35 meV for two high symmetry
incidence directions, with the total incidence energy varying
between 78 and 150 meV.

Without a correction for static surface disorder, computed
specular and first order diffractive probabilities differed from
the DW extrapolated measured probabilities by factors of 2 and
3. Taking static surface disorder into account using the static
disorder parameter that was fitted to the specular scattering
probabilities for the two incidence directions (a = 0.1 bohr),
much better agreement with the DW extrapolated measured
probabilities was obtained. This agreement can be classified
as semi-quantitative for all the investigated diffraction chan-
nels except for the forward and forward-sideways scattered
channels.
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Of course, an interesting question is whether the amount
of static surface disorder implied by our calculations using
a = 0.1 bohr could have been present in the experiments. This
is not impossible: it is known that the presence of hydro-
gen on Ru(0001) can lead to increased surface roughness,
as characterized by a parameter indicating the amount of
steps present on the surface. Hopefully experiments can be
done in future to determine whether at the hydrogen cover-
age likely to be present under the experimental conditions of
beam flux and surface temperature (about 0.01 monolayer)
the surface is rough enough to affect the diffractive scat-
tering to the extent suggested by our calculations assuming
a =0.1 bohr.

We have also considered other possible sources of error
in the previous comparison between theory and experiment.
Errors arising from modeling n-H; as a mixture of 25% j =0
H, and 75% j =1 H, and errors in the PES can affect the present
comparison between the theory for the static surface and the
DW extrapolated experimental measurements. However, we
suggest that taken by themselves, these errors cannot account
for the observed discrepancies, which amount to factors of 2
and 3. On the other hand, improving the theoretical description
of the rotational state distribution in the beam and the accuracy
of the PES together with a description of the effect of static
surface disorder may well lead to further improved agreement
between experiment and theory.

Perhaps a more important issue raised by the present and
earlier studies concerns the principle of whether DW extrapo-
lation can be used to facilitate the comparison between results
of dynamics calculations using the static surface approxima-
tion and measurements on diffraction of H, from a thermal
metal surface at a temperature of ~500 K, as we did here.
There is a good reason for answering this question with “no”
if the PES used in the dynamics calculations contains a van
der Waals well so that indirect scattering can occur that cannot
be described with a DW attenuation model. We suggest that
models be developed that use a quantum dynamical method to
compute diffraction probabilities directly for a thermal surface,
by adding surface degrees of freedom or by modeling their
attenuating effect through a suitably chosen optical potential.
Alternatively, in calculations on diffractive scattering using a
static surface model, it might be possible to remove the van der
Waals well from the PES in a clever way, which would still
allow measured diffraction probabilities to be used for vali-
dating semi-empirical density functionals derived from fits to
sticking experiments.
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