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1. Introduction 
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1.1 Finding images of interest 
All of us experienced it someday in the past, when we were looking for something 
particular, which we knew existed someplace, and yet we were unable to find it. 
Whether it was an old newspaper article cut out years before or a silver necklace 
that recently went missing, sometimes finding whatever you are looking for can be 
a lengthy task that requires searching all corners of your home. In the current age 
with computers capable of performing tasks millions of times faster than any 
human can, it may come as a surprise that even for a computer it is often not easy 
to find a particular digital object, especially when it comes to imagery. Of course, a 
computer is not a super-human, capable of performing all the things we can at a 
much higher speed. Rather, at the moment a computer is a machine that can only 
do those things we tell it to do. We tell it what to do by providing it with a 
sequence of basic instructions that, when executed by the machine, results in the 
desired outcome. Computers excel at tasks for which there is a clear algorithm, for 
instance calculating tax returns or solving complex equations. Unfortunately, for 
other kinds of tasks it is not straightforward to construct such an algorithm. The 
general problem of image retrieval, the topic we address in this thesis, is one of 
such tasks. 

With the current trend of transferring more and more information to personal 
computers and the internet, different approaches are required in order to find back 
the desired information. Search engines like Google and Yahoo! are quite capable 
of retrieving documents based on their textual contents. However, the quality of 
the results is often far from optimal when it comes down to finding imagery. The 
well-known saying “a picture is worth a thousand words” highlights one of the 
main reasons it is so difficult to track down the images someone is looking for, in 
particular because the words assigned to an image can also differ from person to 
person. What one person may describe as a “holiday picture showing a mountain” 
can be considered by another as “scenery of Iceland”, whereas a third person may 
perceive the photo as “the Eyjafjallajökull volcano on the verge of eruption”. A 
search engine thus has to accommodate for all kinds of image interpretations. 

Computers are not yet able to see the world like we do. The field of computer 
vision aims to translate the knowledge on the human vision system into algorithms 
to give computers similar capability [Levine 1985]. In this thesis many different 
computer vision techniques will be discussed, ranging from techniques that focus 
on the colors of images to techniques that analyze images from the point of view of 
the way cones in the human retina are distributed. However, in our work computer 
vision is the means to an end, and we use it in the context of content-based image 
retrieval. Our main research objectives are to design techniques that (i) assist the 
user in finding images of interest quicker than before, and (ii) provide the user 
with a better search experience than before. 
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1.2 Thesis overview 
This thesis is based on first-authored articles that have been published in or are 
currently under consideration at respected journals and conference proceedings. 
The research has been carried out during the four-year period of the PhD. The 
focus of our work has been on developing and analyzing techniques to improve the 
state of the art in content-based image retrieval. We present work on interactive 
search (also known as relevance feedback), exploration of image collections, 
artificial imagination and near-duplicate detection. Because in this digital age the 
number of pictures on computers, local networks and the internet is already 
enormous and the speed at which new images appear shows no signs of slowing 
down, we shift the center of attention in the final chapters to retrieval techniques 
that are feasible for large quantities of images. We have started development on 
two internet-based image retrieval systems that incorporate several of our proposed 
techniques and we present our early work on both systems in the appendices. 

Chapter 2: Trends and challenges in relevance feedback-based image retrieval 
A survey is presented that reviews over 200 papers published between 2002 and 
2010 in the area of interactive image retrieval. The review provides a comprehen-
sive background on the current directions the field is moving towards and also 
serves to place our work into context. The survey has been submitted to: 
• ACM Computing Surveys 

Chapter 3: Artificial imagination 
We propose a novel retrieval technique that we have called artificial imagination. 
This technique gives the search engine the ability to ‘imagine’ by synthesizing 
images that ideally are similar to what the user is looking for. We present an 
evolutionary algorithms-inspired method for synthesizing textures and determine 
whether or not such synthetic images can be beneficial to visual search. This 
approach has been presented at the following conferences: 
• 6th ACM International Conference on Image and Video Retrieval 

Amsterdam, Netherlands, 2007 [Thomee et al. 2007a] 
• 2007 IEEE International Workshop on Human-Computer Interaction 

Rio de Janeiro, Brazil, 2007 [Thomee et al. 2007b] 
• 19th IEEE International Conference on Pattern Recognition 

Tampa, FL, USA, 2008 [Thomee et al. 2008a] 

Chapter 4: Visual exploration and search 
One of the grand challenges in our field is the need for experiential exploration 
systems that allow the user to gain insight into and support exploration of media 
collections. In this chapter we not only present such an interactive image retrieval 
system that incorporates a new browsing mechanism called deep exploration, but 
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also propose an approach for automatic feature weighting. The basis for this 
chapter is formed by publications in the following conference proceedings: 
• 6th IEEE International Symposium on Image and Signal Processing 

Salzburg, Austria, 2009 [Thomee et al. 2009a] 
• 17th ACM International Conference on Multimedia 

Beijing, China, 2009 [Thomee et al. 2009b] 
• 21st Benelux Conference on Artificial Intelligence 

Eindhoven, Netherlands, 2009 [Thomee et al. 2009c] 

Chapter 5: TOPSURF: a visual words toolkit 
TOP-SURF is an image descriptor that combines interest points with visual words, 
resulting in a high performance yet compact descriptor that is designed with a wide 
range of content-based image retrieval applications in mind. TOP-SURF offers the 
flexibility to vary the descriptor size and supports very fast image matching. 
Besides the source code for the visual word extraction and comparisons, we also 
provide a high level API and very large pre-computed codebooks targeting web 
image content for both research and teaching purposes. A paper on this descriptor 
has been accepted for publication in the conference proceedings of: 
• 18th ACM International Conference on Multimedia, Open Source Competition 

Firenze, Italy, 2010 [Thomee et al. 2010] 

Chapter 6: Near-duplicate image detection 
In this chapter we focus on imagery available on the internet and evaluate in which 
ways near-duplicate images differ from each other. We provide a comparative 
study of content-based near-duplicate image detection methods and specifically 
target their performance in relation to their descriptor size, description time and 
matching time to assess their feasibility of application to large image collections. An 
early version of this work was presented at: 
• 1st ACM International Conference on Multimedia Information Retrieval 

Vancouver, BC, Canada, 2008 [Thomee et al. 2008b] 
An improved and extended version has been submitted to: 
• ACM Transactions on Information Systems 

Appendix A: Noteworthy image search 
In this appendix we present an image retrieval system that brings together many of 
the techniques we propose in this thesis. The search engine aims to provide a 
personalized search experience and focuses on returning images that are notewor-
thy to the user. We discuss the design of the search engine in detail and offer 
insight into techniques for handling large amounts of images. 



 

6 

Appendix B: Touch-up! image search 
Taking the artificial imagination approach a step further, we present an image 
retrieval system that is based on the principles of scene completion. The search 
engine allows the user to interactively erase unwanted parts of an image and have 
them replaced by content that she is interested in. The idea is that these touched 
up images will lead to better retrieval results, because they more closely match 
what the user is looking for. 
 

The scientific contributions in this thesis are as follows. In Chapter 2, we 
present the most comprehensive  survey to date of relevance feedback-based image 
retrieval. In Chapter 3, we present one of the first systems which utilizes an 
artificial imagination in the context of image retrieval. Moreover, we show that 
synthesized imagery can significantly reduce the required user feedback for finding 
the desired imagery. In the research community, most methods focus on either 
exploration/browsing or search, but not both. In Chapter 4, we present a novel 
search interface which facilitates both image database exploration and search.   
Currently, there is a need for scalable image retrieval descriptors, that is, descrip-
tors which are effective on very large image databases. In Chapters 5 and 6, we 
introduce several novel descriptors which have a very low memory cost, yet high 
accuracy, even for large image collections.   

Our research shows high potential to serve as the foundation of future research 
projects. Currently, our techniques are being combined into a single internet image 
retrieval system. For instance, a search engine could use the TOP-SURF descriptor 
to find similar images, while allowing the user to easily browse through the image 
collection and at the same time asking the user for feedback on artificial images to 
get a better sense of the user’s interests. We have already started working on the 
noteworthy search engine (Appendix A), which uses the TOP-SURF descriptor, 
and the touch-up! search engine (Appendix B), which extends the artificial 
imagination approach. 

1.3 Standards, definitions and terminology 
For those unfamiliar with the field of image retrieval the following definitions and 
terminology are worthwhile memorizing. 

Category:  A group to which images can be assigned that usually have 
one or more particular characteristics in common. 

Class:  Same as category. 
User: A person that interacts with the retrieval system, where the 

person can be real (i.e. human) or simulated. Simulated 
users are often used to get a rough idea of an algorithm’s 
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performance. Note that we use feminine pronouns in this 
thesis when referring to a user. 

Label:  A judgment that is assigned to an image, which can for 
instance be positive or negative, a particular category, etc. 

Positive:  An indication given by the user that the image in question 
is what she is looking for. 

Relevant:  Same as positive. 
Negative:  An indication given by the user that the image in question 

is not what she is looking for. 
Non-relevant:  Same as negative. 
Irrelevant:  Same as negative. 
Neutral:  An indication given by the user that the image in question 

is neither positive nor negative. 
Ground truth:  The true assignment of labels to images, which is agreed 

upon before any experiments are performed. 
Experiment:  The whole process of training and testing an algorithm. 
Training:  Preparing an algorithm for testing by letting it analyze 

training data. 
Testing:  Running an algorithm by letting it analyze test data in 

order to determine its performance. 
Training data:  A set of images that are representative for the test data, but 

do not appear in that set. 
Test data: A set of images that will be used during testing. 
Evaluating: Verifying/validating the performance of an algorithm by 

analyzing the results obtained from testing. 
Performance: Quantitative and/or quantitative assessment of how well an 

algorithm reaches predefined targets, e.g. the number of 
images correctly labeled as belonging to a particular class. 

Benchmarking: Comparing the performance of an algorithm with that of 
other algorithms. 

Relevance feedback:  The user voicing her opinion to the search engine about 
one or more images by indicating their relevance. 

Annotation:  A comment added to an image, usually in the form of a 
keyword, although it can also specify the location of ob-
jects, etc. 

Keyword:  A description consisting of one or more words. 
Tag:  Same as keyword. 

In the world of image retrieval there are no official standards, and in the litera-
ture we can find many different ways of conducting experiments and evaluating 
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results. Because of the lack of standards it is often very difficult to compare new 
techniques with existing ones, unless the results are obtained under the exact same 
conditions, i.e. using at least the same image collections, the same query images 
and the same performance measures. Still, some practices in our field are so 
widespread that they can be considered as unwritten rules or guidelines, effectively 
having become standards. In the last decade several papers have been written on 
standards in evaluation and benchmarking [Marchand-Maillet and Worring 2006; 
Huiskes and Lew 2008a] and a number of frameworks have been proposed to 
facilitate intermethod comparisons [Jin et al. 2006], but so far the status quo 
remains: our field consists of many little, loosely connected, research islands. On 
the positive side, there are many promising initiatives, such as the ACM Interna-
tional Conference on Multimedia Retrieval that is slated to be the primary ACM 
meeting on multimedia retrieval, image retrieval evaluation projects (i.e. 
ImageCLEF [Müller et al. 2010]) and video retrieval evaluation campaigns (i.e. 
TRECVid [Smeaton et al. 2006]). In Chapter 2 we discuss the current state of the 
field of image retrieval in more detail. 

1.4 Common choices 
To further introduce our research area, we will now look at common choices for 
image collections, image descriptors, similarity measures and performance 
measures. 

1.4.1 Image collections 
We can distinguish between several types of image collections, each used in a 
different area of image retrieval. Much work mainly focuses on (i) general images, 
(ii) textures and (iii) objects, although other collections such as face databases and 
medical imagery are frequently used as well. In our work we have only used 
imagery from the first two categories. 

1.4.1.1 General images 
The general images category is the broadest and most widely used in the research 
literature. In this category images belong that depict just about anything one 
encounters in everyday life. 

Corel 
The original Corel stock photo collection consists of over more than 800 CDs, each 
containing images of a particular category. These categories can be very broad, e.g. 
‘ocean’ and ‘germany’, or can be more limited of scope, e.g. ‘sunset’ and ‘religious 
stained glass’. Some examples of the collection are shown in Figure 1.1. Due to its 
sheer volume the collection is never used in its entirety, which unfortunately has 
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led to the situation that every research group creates their own Corel subset for use 
in their experiments, e.g. Corel5k [Duygulu et al. 2002]. Because the complexity of 
image categories varies from one to another, retrieval systems that use different 
subsets are difficult to compare directly. Nonetheless, the Corel collection is well-
known throughout the research community. 

 
Figure 1.1: Example photos from the Corel collection. 

MIR-FLICKR 
The most recent substantial additions to the set of available image collections are 
the MIR-FLICKR 25,000 [Huiskes and Lew 2008b] and MIR-FLICKR 1,000,000 
[Huiskes et al. 2010] sets. Both contain images collected from the Flickr photo 
sharing website and all images are made available under Creative Commons 
attribution licenses. These licenses are liberal enough to at least allow the use of the 
images for benchmarking purposes. This is in contrast to many other collections 
where the images are copyrighted and officially should not be used. All images 
include the tags that the original photographer has assigned to them. Additionally, 
in the 25k image set all images have been manually annotated by several annota-
tors, making this one of the largest image collections of its kind. Even though it has 
only been available to the research community for a short time, the popularity of 
the MIR-FLICKR sets is rapidly increasing. Some example images are shown in 
Figure 1.2. 

 
Figure 1.2: Example photos from the MIR-FLICKR 1,000,000 collection, uploaded by the following 

users (left to right): silkegb, Dia™, Takashy, and Richard_Miles. 

Web 
With current estimates putting the number of images available on the internet into 
the tens of billions, the web provides a great source of imagery for our community. 
Because the images on the internet are of diverse modality, e.g. logos, graphics, 
celebrity shots and stock photography, it is possible to use them to create quite 
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challenging image collections. To obtain images from the web, researchers 
generally write a so-called internet crawler that will download all images it 
encounters on the websites it visits. We have done the same, and our internet 
crawler is described in Appendix A. Because images on the web come in all shapes 
and sizes it is common to leave out small icons and banners. In Figure 1.3 we show 
some example images from the internet. 

 
Figure 1.3: Example images from the internet. 

1.4.1.2 Textures 
Textures are images that contain a certain kind of pattern, which often have a very 
uniform (homogeneous) structure, although this is not always the case. Textures 
are an important part of life, since they often are an intrinsic quality of a particular 
object or concept, e.g. the fur of bears, the streakiness of grass and the roundness 
of pebbles. 

VisTex 
The Vision Texture library [Pickard et al. 1995] was originally created as a freely 
available alternative to the heavily copyrighted Brodatz collection [Brodatz 1966], 
where permission to use the images must be explicitly obtained. Besides offering 
colored homogeneous texture images, the VisTex library also contains real-world 
scenes that contain multiple texture patterns, see for example the images shown in 
Figure 1.4. The collection is no longer maintained, but remains available to the 
public. 

 
Figure 1.4: Example textures and scenes from the VisTex collection. 

Ponce 
The Ponce collection [Lazebnik et al. 2005], consisting of 25 categories each 
containing 40 grayscale images, is frequently used by the texture retrieval commu-
nity, because it is well-known, easily available, and considered to be challenging. 
Several textures are shown in Figure 1.5. 
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During the Pascal challenge new (unannotated) scenes are given to research 
teams, where each team attempts to be the best one at detecting which objects are 
in the scene and where they are located. 

1.4.2 Image descriptors 
By itself an image is simply a rectangular grid of colored pixels and to a computer 
an image doesn’t mean anything, unless it is told how to interpret it. Image 
descriptors are designed for this purpose in the context of image retrieval. Descrip-
tors aim to capture the image characteristics in such a way that it is easy for the 
retrieval system to determine how similar two images are from the point of view of 
the user. In the following sections we introduce the basic principles of several 
kinds of image descriptors to give an impression of how images can be converted 
into a representation that the retrieval system can work with. 

1.4.2.1 Colors 
A very common and simple way to look at images is by analyzing the colors they 
contain. For image categories that are tied to a specific color scheme, such as 
‘forest’ and ‘sky’, color descriptors can yield very good results. For other categories 
where color plays a smaller role, such as ‘car’ and ‘city’, this is not necessarily the 
case, e.g. a color descriptor is not suitable for recognizing that a yellow Porsche is 
the same type of car as a blue Porsche. The color histogram has been one of the 
most popular color descriptors, due to its simplicity and good performance for 
color-based image categories such as those mentioned above. An example histo-
gram is shown in Figure 1.8. The histogram keeps track of the number of times 
each color appears in an image. Colors are normally grouped in bins, so that every 
occurrence of a color contributes to the overall score of the bin it belongs to. The 
bins generally indicate the quantity of red, green and blue found in the pixels, 
rather than indicating which individual colors are present. Histograms are usually 
normalized, so that images of different sizes can be fairly compared. 

          
Figure 1.8: Example image (left) and its color histogram (right) with 8 bins per color channel (red, 

green, blue). Each bin is assigned to a particular part of the color spectrum. 

1.4.2.2 Transformations 
Transformations can be used to decompose an image into basic (mathematical) 
building blocks. One popular technique is the Karhunen-Loève transform, which 
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they show the scene from different viewpoints. Each interest point is generally 
described by (i) the location where it was found in the image, (ii) the scale at which 
the image was inspected when the interest point was detected, and (iii) the 
orientation of the interest point, referring to the direction in which a change was 
perceived. 

 
Figure 1.11: Detected interest points in an image, showing their scale and orientation. 

1.4.3 Similarity measures 
As we will also see in Chapter 2, a large number of different similarity measures are 
used by the research community. The choice of similarity measure depends on the 
chosen image descriptor, and may require designing a unique similarity measure if 
no existing ones are suitable. In this section we will discuss a selection of widely 
used measures for metric-based and histogram-based image descriptors. 

1.4.3.1 Metrics 
When the image descriptor consists of a coordinate vector that indicates a point in 
a multi-dimensional metric space, the similarity between descriptors is commonly 
determined by calculating the distance between their points in space. Various 
metrics can be used for this calculation. 

Manhattan metric 
Also known as the ܮଵ  distance, this similarity metric measures the distance ݀ 
between two points ݔ ൌ ሼݔଵ, ڮ , ݕ ௡ሽ andݔ ൌ ሼݕଵ, ڮ ,  ௡ሽ as the sum of their absoluteݕ
coordinate differences: 

 ݀௅భሺݔ, ሻݕ ൌ ෍|ݔ௜ െ ௜|௡ݕ
௜ୀଵ . (1.1) 

Other names for this metric are the city block distance and taxicab distance, since 
they refer to the shortest distance between two points in a city where the streets are 
laid out in a rectangular grid, such as is the case on Manhattan Island, New York. 

Euclidean metric 
This metric is commonly referred to as the ܮଶ distance, and measures the shortest 
path between the two points: 
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 ݀௅మሺݔ, ሻݕ ൌ  ඩ෍ሺݔ௜ െ ௜ሻଶ௡ݕ
௜ୀଵ   . (1.2) 

When a researcher simply states “the distance between points A and B is X”, 
without specifying which distance measure is used, the Euclidean distance is 
generally implied, since it is the most commonly used similarity measure. 

Minkowski metric 
The Minkowski metric is a generalization of the ܮଵ and ܮଶ metrics, where the order 
parameter ݌ controls how the distance is calculated: 

 ݀௅೛ሺݔ, ሻݕ ൌ ൭෍|ݔ௜ െ ௜|௣௡ݕ
௜ୀଵ ൱ଵ/௣ . (1.3) 

Choosing ݌ ൌ 1 results in the Manhattan distance, choosing ݌ ൌ 2 in the Euclidean 
distance and choosing ݌ ൌ ∞ in the Chebyshev distance. Fractional distances can be 
obtained by choosing 0 ൏ ൏ ݌ 1. Note that such distances are not metric because 
they violate the triangle inequality. 

1.4.3.2 Histograms 
Histograms are frequently used in image retrieval, for example the color histograms 
we discussed before. An alternative use of histograms is in the form of probabilistic 
distributions, where often the likelihood of an image matching the query concept is 
considered. 

Earth mover’s distance 
This metric determines the distance between two weighted distributions ܺ and ܻ as 
the amount of work it takes to convert the values of the first distribution into those 
of the second distribution: 

 ݀ாெ஽ሺܺ, ܻሻ ൌ ∑ ∑ ௜݂௝ܿ௜௝௡௝ୀଵ௠௜ୀଵ∑ ∑ ௜݂௝௡௝ୀଵ௠௜ୀଵ . (1.4) 

Here ܺ ൌ ൛൫ݔଵ, ,௫భ൯ݓ ڮ , ൫ݔ௠,  ௫೔ is theݓ ௜ is the cluster representative andݔ ௫೘൯ൟ, whereݓ
weight of the ݅ -th cluster. Similarly, ܻ ൌ ൛൫ݕଵ, ,௬భ൯ݓ ڮ , ൫ݕ௡, ௬೙൯ൟݓ , where ݕ௝  is the 
cluster representative and ݓ௬ೕ is the weight of the ݆-th cluster. Furthermore, ܿ௜௝ is 
the distance between clusters ݅  and ݆ , and ௜݂௝  is the optimal flow in converting 
distribution ܺ to ܻ. 

Kullback-Leibler divergence 
This divergence is an asymmetric dissimilarity measure between two probability 
distributions ܺ and ܻ. One way of interpreting its functioning is that it measures 
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the added number of bits required for encoding events sampled from ܺ using a 
code based on ܻ . For discrete probability distributions  ܺ ൌ ሼݔଵ, ڮ , ௡ሽݔ  and ܻ ൌሼݕଵ, ڮ ,  :௡ሽ the distance from ܺ to ܻ is defined asݕ

 ݀௄௅ሺܺԡܻሻ ൌ ෍ ௜݈ܺ݃݋ ௜ܻܺ௜
௡

௜ୀଵ . (1.5) 

Note that the asymmetry of the Kullback-Leibler divergence is easily noticeable, 
since the distance from distribution ܺ to distribution ܻ is not necessarily the same 
as the distance from ܻ to ܺ. 

1.4.4 Performance measures 
When evaluating a retrieval system the objective is to get a sense of its perfor-
mance. This can be in accuracy, e.g. how many mistakes does the retrieval 
algorithm make, or in computational performance, e.g. how quickly does the 
system present the results. In this section we will review a number of popular 
performance measures. In Section 1.4.5 we will present a benchmarking situation 
in which several performance measures are used and visualized. 

1.4.4.1 Accuracy 
The main focus of most researchers is on assessing how well their method per-
forms, especially in comparison with the methods of others. In image retrieval the 
aim for an algorithm is to correctly indicate which class an image belongs to, or at 
least make sure that the top ܰ images shown to the user are relevant. We can 
distinguish four cases when an algorithm assigns a label to an image, which are 
shown in Table 1.1. The most important case is only the true positive one, since 
the user is interested in being shown relevant images On the other hand, because 
the number of images shown on screen to the user is limited, the false positive case 
influences the number of correctly labeled relevant images that are presented to the 
user, since one or more of the shown images may actually be incorrectly labeled as 
relevant. 

 Table 1.1: Correct and incorrect labeling of an image. 

 
ground truth 

class of interest class not of interest 

label given 
positive true positive false positive 

by algorithm 
negative false negative true negative 
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Precision 
This performance measure is used to indicate how exact an algorithm is in 
returning the relevant images. If we use the terminology of true/false posi-
tives/negatives and we assume that the retrieval system only returns us images that 
it thinks belong to the class of interest, then we can express precision as follows: 

݊݋݅ݏ݅ܿ݁ݎ݌  ൌ ݁ݑݎݐ| ݁ݑݎݐ||ݏ݁ݒ݅ݐ݅ݏ݋݌ |ݏ݁ݒ݅ݐ݅ݏ݋݌ ൅ ݁ݏ݈݂ܽ| |ݏ݁ݒ݅ݐ݅ݏ݋݌ . (1.6) 

However, if we assume that the retrieval system returns us a ranking of images and 
we only look at a few of them, then the following formula expresses precision: 

݊݋݅ݏ݅ܿ݁ݎ݌  ൌ ݁ݑݎݐ| ݈ܽݐ݋ݐ|ݏ݁ݒ݅ݐ݅ݏ݋݌ ݎܾ݁݉ݑ݊ ݂݋ ݏ݁݃ܽ݉݅ ݀݁݇݋݋݈ ݐܽ . (1.7) 

The number of images looked at thus far is commonly referred to as the scope. 
When precision values are compared at a particular scope value, the performance 
measure is called the precision rate, and researchers often specify such a value as 
for instance p@20, which in this case means the precision value when the scope 
equals 20. When precision values are plotted at multiple scopes this graph is called 
a precision-scope graph. If relevance feedback is used by the retrieval system, then 
the precision is often plotted against the number of iterations. To create this 
precision-iteration graph the scope is fixed at a certain value, usually the number of 
images that is shown to the user in a single screen. 

Recall 
Recall is used to indicate how complete an algorithm is in returning the relevant 
images, i.e. what percentage of relevant images we have found at this stage: 

݊݋݅ݏ݅ܿ݁ݎ݌  ൌ ݁ݑݎݐ| ݁ݑݎݐ||ݏ݁ݒ݅ݐ݅ݏ݋݌ |ݏ݁ݒ݅ݐ݅ݏ݋݌ ൅ ݁ݏ݈݂ܽ| |ݏ݁ݒ݅ݐܽ݃݁݊ . (1.8) 

Here it does not particularly matter how many images are shown on screen or how 
many incorrect images are returned, since the recall performance measure only 
focuses on the number of relevant images that are found thus far. Like with 
precision, if relevance feedback is used by the retrieval system the recall can also be 
plotted against the number of iterations as a recall-iteration graph. 

Precision-Recall 
By themselves precision and recall can be quite misleading. For instance, a perfect 
precision means that so far we have only retrieved relevant images, but it does not 
specify how many images we have looked at. Similarly, a perfect recall means that 
we have been shown all relevant images, but it does not specify how many images 
we actually had to look at in order to find them all. Precision and recall are 
strongly related and usually by positively increasing one the other is negatively 
affected, e.g. in a search engine that shows pages of images results the recall will go 
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up but the precision will simultaneously go down when more and more pages of 
results are looked at. By plotting the one against the other it is possible to get a 
more complete picture of the behavior and characteristics of an algorithm. 

F1 measure 
The ܨଵ measure, or score, is a weighted harmonic mean that combines precision 
and recall into a single value by weighting them equally: 

ଵܨ  ൌ 2 ݈݈ܽܿ݁ݎ · ݈݈ܽܿ݁ݎ݊݋݅ݏ݅ܿ݁ݎ݌ ൅ ݊݋݅ݏ݅ܿ݁ݎ݌ . (1.9) 

Differently weighted versions of this measure also exists that give more emphasis 
on either precision or recall, but these are not as frequently used as the standard ܨଵ 
score. 

Mean average precision 
By averaging the precision values obtained every time a relevant image is encoun-
tered you get a good sense of how well a method overall performs: 

ܲܣ  ൌ ∑ ሺ݅ሻே௜ୀଵ݊݋݅ݏ݅ܿ݁ݎ݌ ܰ , (1.10) 

where ܰ ൌ |ݏ݁ݒ݅ݐ݅ݏ݋݌ ݁ݑݎݐ| ൅ |ݏ݁ݒ݅ݐܽ݃݁݊ ݁ݏ݈݂ܽ| . By calculating the average precision 
for multiple queries and averaging all these values a single value, the mean average 
precision (MAP), is obtained. The MAP value is commonly referred to as being the 
same as the area under the precision-recall graph. 

1.4.4.2 Computational performance 
The accuracy of an algorithm is very important, but it is not the only factor that 
decides how well an algorithm functions. The computational performance is 
equally as important. If, for example, an algorithm manages to always and only 
return the images the user is interested in, but it takes an hour to do so, then 
overall the algorithm is not very effective. Unlike the accuracy, the computational 
performance can improve over time, e.g. when technological changes result in 
faster processors, memory and storage media. 

Depending on the purpose of the algorithm, often different aspects of computa-
tional performance are emphasized. For retrieval algorithms this usually is the time 
that it takes between receiving the user’s query and showing the user the retrieval 
results. For image descriptors, the focus can be on the time needed to extract the 
descriptor and the amount of memory that is required to store the descriptor. For 
an indexing algorithm, the computational performance factor of importance can, 
for instance, be the number of hard disk accesses necessary to find the most similar 
nearest neighbors of a query image. 
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1.4.5 Evaluation and benchmarking 
To properly evaluate an interactive retrieval algorithm human users should be 
involved. The goal of interactive retrieval systems is to find those images that the 
user is interested in, by engaging in a dialog to find out exactly what the user is 
looking for. Besides finding the images of interest, the acceptance of a retrieval 
system also hinges on how satisfied users are with using it. Because finding real 
users to participate in experiments and processing their search experiences takes 
quite an effort, most experiments involve users that are simulated. However, 
human users are subjective in their judgments, because they do not always 
correctly indicate the relevance or non-relevance of particular images. Therefore 
simulated users are not real replacements, because they are programmed to not 
make any labeling mistakes. For example when looking for images of brown bears, 
simulated users have complete knowledge of the ground truth labeling of the 
images that are returned by the retrieval system. Thus when a few brown bears are 
shown, a few black bears, and a few other animals, the simulated user will correctly 
label the brown bears as positive and all others as negative. A real user, on the 
other hand, may make the incorrect judgment of labeling a few of the black bears 
as positive, simply because they belong to the bear category and the user believes 
that by labeling any bear as positive the system may return more bears, and 
hopefully more brown ones, or perhaps because the black bears simply look 
brownish. Good research experiments should thus involve human users. 

We now present a hypothetical experiment to give an impression of how several 
of the aforementioned performance measures are used and visualized. Suppose we 
are using an image collection that contains 10000 images, divided over 100 
categories of 100 images each. Also suppose we are interested in finding as many 
images of ‘sunsets’ as we can find, and also in finding as many images of ‘cars’ as 
we can find, where both categories are represented in the collection. We have 
developed two algorithms, of which the first is based on color and the second is 
based on shapes, and we want to see which of them is better by comparing their 
retrieval performance. During each test case, we perform no more than ten 
iterations of feedback, and the search engine returns us the top 20 matching 
images. To make it easier, we simulate 100 users to perform the experiments and 
we average the results. To start the search we let the search engine show a random 
selection of images, of which exactly one image falls in the category of interest, to 
allow the algorithms to be compared fairly without being dependent on a particular 
initial relevant image. Suppose we obtain the results that are shown in Table 1.2. 

If we analyze the results, we observe that algorithm I (the one based on color) is 
more suitable for finding images of sunset, whereas algorithm II (the one based on 
shapes) is more suitable for finding images of cars. We also notice that algorithm I 
is better at finding sunsets than algorithm II is at finding cars, while at the same 
time algorithm I is worse at finding cars than algorithm II is at finding sunsets. This 
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can also be concluded from calculating the mean average precision, which is 
shown in Table 1.3.  

Table 1.2: Average number of relevant image returned for the categories ‘sunset’ and ‘cars’. 

 
iteration 

1 2 3 4 5 6 7 8 9 10 

algorithm & 
category 

I 
sunset 10.2 13.4 16.2 17.8 18.6 19.5 19.8 19.9 20.0 20.0 
cars 2.1 2.7 3.1 3.4 3.8 3.8 3.9 3.9 3.9 3.9 

II 
sunset 4.6 5.3 5.4 5.4 5.5 5.5 5.5 5.5 5.5 5.5 
cars 6.2 8.8 10.1 11.3 12.0 12.7 12.7 12.7 12.7 12.7 

Table 1.3: Mean average precision for the categories ‘sunset’ and ‘cars’. 

algorithm I algorithm II 
sunset cars sunset cars 
0.80 0.16 0.25 0.51 

We visualize the results in Figure 1.12 and in Figure 1.13. It is important to 
realize that the algorithms are limited by the number of images that are returned to 
the user, which is 20. So even though there are 100 images per category, the recall 
value can be at most 20% in this experiment. 

It is easy to notice the similarities between the precision and recall graphs, since 
they are based on the same numerator, i.e. the number of relevant images returned, 
but only differ in the denominator, i.e. the total number of images returned versus 
the total number of relevant images in the database. It follows naturally that, when 
the number of images returned equals the total number of relevant images in the 
database, the precision-iteration and the recall-iteration graphs will be the same. 

 
Figure 1.12: Average precision per iteration for the categories ‘sunset’ (left) and ‘cars’ (right). 

  
Figure 1.13: Average recall per iteration for the categories ‘sunset’ (left) and ‘cars’ (right). 
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2. Trends and challenges in relevance feedback-
based image retrieval 
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With the amount of digital information growing at a rapid rate with no end in 
sight, it is clear that finding an item of interest in this haystack of data will become 
more and more difficult. In this article we focus on the topic of content-based 
image retrieval using relevance feedback-based techniques. This survey reviews 
over 200 articles from recent literature and aims to capture the wide spectrum of 
paradigms and methods. We also describe several grand challenges for the future. 

2.1 Introduction 
Many people will look fondly back on an era of old-fashioned analog imagery, in 
which photographs were in black and white, or perhaps even in color. People will 
recall the care with which they shot a picture so as not to waste precious film, and 
they will remember the dark rooms where glossy sheets with scenes and faces 
emerged. Many of us possess several albums filled with these photos and will 
occasionally browse through them to relive old memories. Nowadays, with digital 
technology, the romance of the analog photograph is past, yet on many fronts it 
has made life much easier. Many more snapshot memories are made with reusable 
digital storage, and these photos are instantly viewable. It is not uncommon for 
one’s personal computer to contain thousands of photos stored in digital photo 
albums. At present, billions of images can be found on the internet. One can say 
the digital age has had a revolutionary effect on how we collect our memories. But 
with that many images within our reach, how do we go about finding the ones we 
want to see at a particular moment in time? Looking at each one to find the right 
image is simply not an option because it is too time consuming. 

Content-based image retrieval is the research field that attempts to address this 
issue of finding the images of interest by analyzing and comparing the content of 
all images in a collection. Since the early 1990s the field has evolved significantly 
and has made great leaps forward. “The early years” of image retrieval were 
summarized in Smeulders et al. [2000], painting a detailed picture of a field in the 
process of learning how to successfully harness the enormous potential of comput-
er vision and pattern recognition. The number of publications increased dramati-
cally in only a matter of years. The comprehensive reviews of Lew et al. [2006] and 
Datta et al. [2005, 2008] provide a good insight into the more recent advances in 
the entire field of multimedia information retrieval and, in particular, content-
based image retrieval. In these articles relevance feedback is recognized as one of 
the most promising topics to further advance the state of the art. 

Relevance feedback is an interactive search technique, where the retrieval sys-
tem engages in a dialogue with the user, with the goal to find out what the user is 
looking for. The process entails presenting images to the user and soliciting 
feedback on their relevance over the course of several rounds of interaction, where 
after each round the system ideally returns images that better correspond to what 
the user has in mind. 
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The last review dedicated to relevance feedback in image retrieval was pub-
lished in 2003 [Zhou and Huang 2003c], but with the rapid progress of technolo-
gy, many novel and interesting techniques have been introduced since then. To 
this end, we reviewed all papers in the ACM, IEEE and Springer digital libraries 
related to relevance feedback in content-based image retrieval over the period of 
2002-2010, and selected more than 200 of them for inclusion in this survey. This 
survey is aimed at content-based image retrieval researchers and intends to provide 
insight into the trends and diversity of relevance feedback research in image 
retrieval. 

2.2 Relevance feedback from the user’s point of view 
The relevance feedback process consists of several stages and is shown in Figure 
2.1. In the first step, the user issues a query to the retrieval system and shortly after 
is presented with the initial results. The user can then give feedback on these 
results in order to obtain improved results. For instance, the user can indicate 
which images are relevant and which are not, according to what she had in mind. 
In principle, feedback can be given as many times as the user wants, although 
generally she will stop giving feedback after a few iterations, either because she is 
satisfied with the retrieval results, or because the results no longer improve. 

   

Figure 2.1: Flow-chart diagram of the relevance feedback process. 

2.2.1 Query specification 
The most common way for a retrieval session to start is with the user providing an 
example image [Qi and Chang 2007] or by typing in one or more keywords [Kherfi 
et al. 2004]. The query step can also be skipped directly when the system shows a 
random selection of images from the database for the user to give feedback on 
[Thomee et al. 2009b]. 

In recent literature we find a variety of ways to query the retrieval system when 
image segmentation is involved. For instance in the work of Amores et al. [2004] 
the user can draw the outline of the object of interest in the query image and use 
the object to initiate the search. Alternatively, the user identifies the regions of 

Query specification

Relevance feedback

Retrieval results
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interest in a pre-segmented query image [Chen et al. 2005; Chiang et al. 2005; 
Kutics et al. 2003]. Sketching is proposed by Ko and Byun [2002b] and gives the 
user the opportunity to query the system by drawing one or more search regions 
and selecting feature constraints, such as whether color is important or not. An 
interesting way to perform the initial query is presented in Torres et al. [2007], 
where the user first chooses keywords from a thesaurus that describe the concept 
of interest, and then selects per keyword one of its associated visual regions. 

2.2.2 Retrieval results 
The way the results are displayed is most often a ranked list with the database 
images most similar to the query shown at the top of the list. Because giving 
feedback on the best matching images does not provide the retrieval system with 
much additional information other than what it already knows about the user’s 
interest, a second list is also often shown, which contains the images most 
informative to the system [Huiskes 2006]. These are usually the images that the 
system is most uncertain about, for instance those that are on or near a hyperplane 
when using SVM-based retrieval. This principle, called active learning, is discussed 
in more detail in Section 2.3.3.8. Other ways of displaying the retrieval results are 
discussed in Section 2.2.5. 

2.2.3 Relevance feedback 
Most retrieval systems give the user the opportunity to give positive feedback only 
[Jin and French 2003], positive and negative feedback [Zhang and Chen 2005c] or 
positive, neutral and negative feedback [Yang et al. 2002]. In some of the systems 
the user can give more accurate feedback: four relevance levels are used in Ko and 
Byun [2002a] and in Wu et al. [2004a], five levels in Torres et al. [2007] and seven 
levels in Haas et al. [2004, 2005]. In Huang et al. [2003a] the user can indicate by 
what percentage a sample image meets the user’s initial concepts. 

As in the case of query specification, there are several ways to give feedback 
when the system uses segmented images. Depending on the method of segmenta-
tion, Nguyen and Worring [2005] allow the user to give different kinds of 
feedback. One type of feedback lets the user split or merge image regions, the 
second type lets the user add or remove detected salient edges in the images, and 
the last type allows the user to give feedback by drawing a rectangle inside a 
positive example to select a region of interest. The latter type of feedback is also 
proposed in Tran et al. [2008]. 

Besides giving explicit feedback, users can give three types of implicit feedback 
in Liu et al. [2007a]: (i) Follow Up, indicating that the user likes the results and 
wants to continue with these images to get better results next time, (ii) Go Back, 
indicating that the results are worse than the previous iteration, and (iii) Restart, 
indicating that the user wants to start over again with a different starting point to 
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the query. Implicit feedback is also used in Cheng et al. [2006a, 2006b, 2009] in 
the form of click-through actions taken by the user on web image search results. 
Click-through actions refer to the user clicking on an image, for instance with the 
intention to see it in more detail. These actions implicitly indicate that the user is 
interested in that particular image, and this implicit information is used to refine 
the results that are shown to the user in the next result screen. Doing away with 
the typical keyboard and mouse, Käster et al. [2006] propose to use touch screen 
gestures and speech recognition. An evaluation on a small user group gave 
favorable results. 

The ostensive relevance feedback model [Campbell 2000] accommodates for 
changes in the user’s information needs as they evolve over time through exposure 
to new information over the course of a single search session. A dynamically 
adaptive retrieval approach is proposed, which analyzed the user’s browsing 
history to recommend images she likely would be interested in, with an emphasis 
on the more recently viewed images over those viewed at an earlier point in time. 
In a sense, a temporal dimension was added to the notion of relevance. Whereas 
Campbell only uses textual features for the retrieval of images, Urban et al. [2006b] 
additionally incorporate visual features. The experiments of Urban et al. demon-
strated that users preferred using their ostensive-based retrieval system over a 
traditional query-based retrieval system. 

Kherfi et al. [2002] argue that even though negative images play an important 
role in relevance feedback, care must be taken on when to use them and how to 
interpret their meaning. In their system, users can only give positive feedback in 
the first iteration to allow the system to determine all the characteristic features that 
every image must possess. In the second step refinement is performed: (i) the 
desired features should receive more attention, since they only appear in positive 
feedback, (ii) undesired features should also receive attention since they only 
appear in negative feedback and thus provide useful discriminating criteria, and 
(iii) common features appearing in both positive and negative images should be 
ignored. 

2.2.4 Speeding up retrieval 
Jarrah and Guan [2008] propose a distributed search system, which aims at 
improving scalability, availability and efficiency. When the user issues a query, it is 
sent to all available databases in the user's neighborhood. Each database returns the 
best results based on its limited image collection using an automatic relevance 
feedback approach. The search results of all databases are aggregated and returned 
to the user, after which the user can interactively search on her local machine 
without needing to issue new requests to the servers. Picard et al. [2008] also 
propose a distributed system, where the image collections are spread out over 
multiple hosts. In this system, mobile agents are deployed to visit the hosts, and 
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upon arrival perform a local search. This significantly speeds up the search due to 
the parallelization of the retrieval process. Over time, the hosts that generally offer 
more relevant images for a particular query category will be favored over other 
hosts that do not. Interestingly, their experimental results showed that their 
distributed system could retrieve significantly more relevant images than a 
centralized system (that contained all image collections), although it is not clear 
why this is the case. 

Another approach for reducing latency to speed up retrieval performance is 
presented in Yoon and Jayant [2002], where a pre-fetching mechanism is inte-
grated into the relevance feedback algorithm. The idea is that data that is likely to 
be requested by the user should be pre-fetched so it is available immediately. This 
requires that the set of images to be displayed to the user during the next iteration 
needs to be predicted. This is done by using previous image similarity and 
relevance feedback information, but depending on the user's need and available 
network resources, a tradeoff can be made between showing the correct retrieval 
images (discarding pre-fetched images if they are not necessary after all) or using 
all pre-fetched images even if not all of them are correct. 

By exploiting the characteristics of hard disks, the cluster-based indexing struc-
ture of Ramaswamy and Rose [2009] stores elements within the same cluster 
contiguously, so they can be read via sequential reading operations. The results of 
their experiments demonstrated that their indexing structure, compared to vector 
approximation files, required substantially fewer IO reads to find the nearest 
neighbors of the query image, resulting in a faster search response time. Sequential 
storage of clusters is also used by Goh et al. [2002] to maximize IO efficiency. 

2.2.5 The interface 
The role of the interface in the search process is often limited to displaying a small 
set of search results that are arranged in a grid, where the user can refine the query 
by indicating the relevance of each individual image. In recent literature several 
interesting interfaces break with this convention to offer an improved search 
experience. These interfaces mainly focus on one or a combination of the following 
three aspects: (i) supporting easy browsing of the image collection, (ii) better 
presentation of the search results, and (iii) allowing the user to query by grouping 
images and/or moving images around. 

In Fan et al. [2008] a concept ontology is visualized in a hyperbolic way (see 
Figure 2.2a), allowing the user to obtain an overview of the image collection at a 
concept level and to interactively navigate the concept ontology by zooming in on 
different concepts of interest. The retrieval results are visually organized in a cloud, 
which users can navigate through or click on relevant images to obtain additional 
images. The interface of Ren and Calic [2009] also uses a hierarchical image 
representation, where the currently selected image is shown in the center sur-
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showing large images and the innermost rings small images. Gaze tracking is 
considered implicit feedback to estimate the relevance of the shown images. 
Zooming in is considered explicit feedback, and causes the outer rings to disappear 
from view and the inner rings to come closer. New rings that consist of freshly 
retrieved images are then placed at the now available innermost positions. 

The principle of query-by-example is extended by Nakazato and Huang [2002] 
to become query-by-groups, where a group of images is considered the basic unit 
of the query as opposed to individual images. The interface allows the user to drag 
positive and negative images to a panel and enclose them by drawing surrounding 
boxes, to indicate if the group is relevant, irrelevant or neutral. Similarly, in Urban 
and Jose [2007] the search results are shown in a panel from which users can drag 
images onto a workspace, which serves as an organization tool to construct 
groupings of images. For each query issued the groups are ranked in order of 
similarity, with the most similar ones first. Their extensive user experiments 
indicated that even though their interface was found to be more intuitive and 
stimulating than a classic interface, it was also more difficult to use. Yet, overall the 
user interface was perceived as being more effective. Nguyen and Worring [2008] 
suggest a way for the user to select several images at once by dragging a rectangle 
around images, rather than having to click on each individual image for labeling. 
This is performed in their interface for similarity-based visualization (see Figure 
2.2c), in which three (conflicting) cost functions are optimized for the optimal 
representation of the collection to the user: (i) the structure preservation cost, 
which when minimized optimally preserves the relations between images in 
visualization space, so that similar images tend to be grouped together, (ii) visibility 
cost that involves the amount of overlap between images, and (iii) overview cost 
that controls how well the set of one or more representative images from each 
cluster is representative for the whole collection. A similar interface is presented in 
Wang et al. [2009], which reduces overlap between images by further spreading 
them out so they use all available display space. 

A way to indicate which areas of an image are relevant is proposed in Guan and 
Qiu [2007a]. The user is allowed to ‘scribble’ on images to make it clear to the 
retrieval system which parts of an image should be considered foreground and 
which parts background. 

2.2.6 Trends and advances 
During the last decade we have seen the interface transition from having only a 
supportive role to playing a more substantial and important role in finding images. 
No longer is the interface solely used to display a static set of images together with 
options for indicating their relevance. Rather, many recently proposed interfaces 
are truly interactive, offering new ways to initiate the search, give feedback and 
visualize the retrieval results. Furthermore, the increasing popularity of using 
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higher-level descriptors for image retrieval has expressed itself in interfaces that are 
tailored to support those ways of searching, e.g. the ability to select a region of 
interest instead of having to select an image in its entirety. 

Even though most research is still directed at improving or designing new clas-
sification and indexing techniques to reduce the response time to a query, we have 
noticed an increase in attention to find alternative ways, such as the utilization of 
implicit feedback and the development of distributed retrieval systems. 

2.3 Relevance feedback from the system’s point of view 
Even though a user is not particularly concerned with the internals of the retrieval 
engine, they have a large impact on her perception of the system as a whole. Even 
if the interface is a joy to use, when the set of images returned by the system are 
not close to what the user is looking for, she will not be pleased. A global overview 
of a retrieval system is shown in Figure 2.3. The images in the database are 
converted into a particular image representation, such as a collection of texture 
features or regions. These representations can optionally be stored in an indexing 
structure to speed up the search. Once a query is retrieved, the system applies an 
algorithm to learn what kind of images the user is interested in, after which the 
database images are ranked and shown to the user with the best matches first. In 
this section we cover the recent advances on each of these parts of the retrieval 
system. 

 
Figure 2.3: Flow-chart diagram of the retrieval process. 

2.3.1 Image representation 
By itself an image is simply a rectangular grid of colored pixels. In the brain of a 
human observer these pixels form meanings based on the person’s memories and 
experiences, expressing itself in a near-instantaneous recognition of objects, events 
and locations. To a computer an image does not mean anything, unless it is told 
how to interpret it. The future of retrieval envisions systems that will somehow 
obtain the human experience necessary to perform retrieval tasks accurately and 
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instantly, but for now such experience is provided by researchers through pro-
gramming. Often images are converted into low-level features, which ideally 
capture the image characteristics in such a way that it is easy for the retrieval 
system to determine how similar two images are as perceived by the user. In 
current research the attention is shifting to mid-level image representations, which 
focus more on particular parts of the image that are important, such as sub-images 
and regions, and also to high-level representations, which are designed with 
semantics in mind, such as concepts and keywords. 

2.3.1.1 Sub-images, regions and salient details 
Over the past few years, local query-based retrieval has received much attention. In 
contrast with the majority of relevance feedback approaches, which focus on the 
image as a whole, local query-based retrieval considers images to be a collection of 
segments, regions or objects, and assumes the user is only interested in one or at 
most a few of them. 

Most approaches decompose the image into a set of regions using a variety of 
segmentation algorithms, which commonly are based on k-means [Sun and Ozawa 
2005] and mean-shift [Wu et al. 2006], but also for instance on genetic algorithms 
[Liu et al. 2006b], watershed [Chiang et al. 2005], spectral clustering [Jiang et al. 
2005] and max-flow/min-cut [Guan and Qiu 2007b]. Other approaches cut up the 
image into overlapping or non-overlapping tiles [Shyu et al. 2003] or focus on 
salient image properties [Nguyen and Worring 2005; Ko et al. 2004]. 

After the segments, regions or objects have been determined, they are often seen 
as standalone entities during the search. However, some approaches represent an 
image in a hierarchical or graph-based structure and exploit this structure when 
searching for improved retrieval results. In Li and Hsu [2008], images are 
represented by attributed graphs, with regions as nodes and region connectivity as 
edges. This turns the region correspondence problem into an attributed graph 
matching problem, where relevance feedback updates the ‘ideal data graph’. Fan et 
al. [2008] use a four-layer hierarchy, where the low-level features are connected via 
salient objects to atomic image concepts all the way up to high-level image 
concepts. A two-layer self-organizing map is used in Chow et al. [2006], where 
each database image is associated with an upper layer neuron and each region is 
associated with a lower layer neuron. Image retrieval is done by finding the best 
matching bottom layer neurons first and then using these as input for finding 
matching images from the upper layer. A self-organizing map is also used in Zhang 
and Zhang [2004a] to map similar region features together while separating 
different ones apart. Luo and Nascimento [2004] hierarchically partition images 
into overlapping tiles and store them in a tree. Searching for matches is done by 
‘floating’ the tree of the query image over the trees of the database images at 
different scale levels. A tile-reweighting scheme is used when the user gives 
feedback, which gives penalties to positive tiles if they are too similar to negative 
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tiles. In the experiments that were performed using existing algorithms as refer-
ences we noticed that both the graph matching technique of Li and Hsu and the 
self-organizing map of Chow et al. were shown to outperform the well-known 
integrated region matching method of Li et al. [2000], whereas the self-organizing 
map of Zhang and Zhang demonstrated better results than the region-based unified 
feature matching technique of Chen and Wang [2002]. Note that the latter authors 
had already shown in their work that their unified feature matching technique was 
an improvement on integrated region matching. It thus appears that the integrated 
region matching technique has been superseded by the more recently proposed 
unified feature matching, graph matching and self-organizing map techniques. 

The multiple instance learning and bagging approach lends itself very well to 
region-based image retrieval, because an image can be seen as a bag of regions. 
Bag-of-regions is more frequently referred to as bag-of-words, since it originates 
from text retrieval. In the original bag-of-words model, a textual document is 
represented as an unordered collection of words, i.e. the representation of a 
document can specify that it contains a particular word, but it does not say where 
exactly and it may or may not indicate how many times the word appears. 
Similarity between documents can be determined by comparing the words (terms) 
both contain, possibly weighted by a measure of how common the words are. One 
popular way of term weighting is to use a technique that is based on tf-idf [Salton 
and McGill 1983]. When translating this technique to images, an image can be 
represented as an unordered collection of visual words, where these visual words 
can for instance be regions, patches or objects. Similarity between visual bags can 
be determined by using an approach similar to one where textual bags are used. By 
incorporating relevance feedback, the idea is that the user can only give feedback 
on the entire bag (i.e. the image), although she might only be interested in one or 
more specific instances (i.e. visual words) in that bag. The goal is then for the 
system to obtain a hypothesis from the feedback images that predicts which visual 
words the user is looking for [Chen et al. 2005; Zhang et al. 2005b; Huang et al. 
2003a, 2003b; Tran et al. 2008]. In Rahmani et al. [2005, 2008] multiple hypo-
theses are generated starting with randomly selected sets of positive bags, but with 
different scale factors for the weighting given to regions. The hypotheses are then 
combined to obtain the image ranking. A prototype-based approach is proposed in 
Fu and Robles-Kelly [2009], where from each positive bag that represents a 
relevant image the least negative instance is selected as its representative prototype. 
This prototype is determined by modeling the distribution of the negative instances 
and using the distribution to guide the selection. The prototypes are then used in 
the construction of an SVM-based classifier. Chen et al. [2006] break with the 
convention of how bags and instances are used, because their multiple instance 
learning technique does not assume that a bag is positive when at least one of its 
instances is positive. Rather, they create a feature space from the training instances 
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and new bag instances are mapped into that space. In this space any learning 
technique can then be applied. 

2.3.1.2 Semantics: concepts 
The way semantics are expressed is usually in the form of concepts. Concepts are 
commonly seen as a coherent collection of image patches (‘visual concepts’) or 
sometimes as the equivalent of keywords (‘textual concepts’). In this section we will 
focus on visual concepts only. 

A fixed number of semantic concepts is discovered or chosen beforehand 
Chatzis et al. [2007] use a representative training set for each semantic concept 
(e.g. ‘birds’, ‘cars’), and find the best fitting t-distributed mixture model through 
the use of an expectation-maximization (EM) algorithm. After the user provides a 
query image, the best matching semantic class is determined. Any further positive 
relevance feedback given by the user adapts the corresponding mixture model by 
establishing the user's target distribution of the semantic class and then adjusting 
the class model parameters. The assumption of Dong and Bhanu [2003a] is that the 
database image distribution in feature space is a Gaussian mixture, where each 
component in the mixture represents an image concept. The number of concepts is 
discovered by running an EM algorithm on the database. In Zhang and Zhang 
[2004a] a visual dictionary containing code words is used to describe each image. 
Similar to the previous two works, an EM algorithm is used to discover the hidden 
concepts from the visual dictionary. Each image can then be expressed by both 
code words and concept probabilities. During relevance feedback, the query point 
in 'code word space' is moved toward good points and away from bad points and is 
expanded with extra code words that belong to selected relevant images. The 
representation of the query point in ‘concept space’ is then used to determine 
similarities with other images in the database. A semantic support region for each 
concept is learned a priori in Lim and Jin [2005] and each image is expressed as a 
combination of such regions. During queries, the correspondence between 
semantic support regions is determined to obtain the ranking. 

The number of semantic concepts is discovered automatically 
In contrast with the predetermined number of concepts in Dong and Bhanu 
[2003a], an adaptive model selection is implemented in Dong and Bhanu [2003b], 
where a number of EM algorithms is applied to models with varying numbers of 
concepts. The model that is most consistent over time is used, although less 
consistent models can sometimes also be used to ensure exploration of the search 
space. In their experiments they demonstrated that, after more and more retrievals 
were performed, their model was better at correctly identifying the true number of 
concepts in the database. In Lu et al. [2006] each image region stands for an image 
concept, and weighted semantic relationships can be established between images 
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based on their regions. Relevance feedback causes the semantic relationships to be 
modified, so that over time the existing hidden semantic concepts in the database 
become apparent. A similar approach can be found in Fung and Chung [2007], 
where a cluster of common visual information is determined after each retrieval 
session. This cluster can be merged with one or more existing clusters if they are 
similar enough in a visual or semantic way. 

2.3.1.3 Semantics: context 
A different view of semantics is proposed in Bartolini [2006], where a query image 
can be complemented by a context model. This model is a set of significant images 
(possibly not relevant to the query) that describe the semantic meaning the user is 
interested in. After feedback, the set of complementing images is automatically 
adjusted if the system finds that the context has changed. By learning from user's 
search sessions a mapping is created for future sessions, where the initial image 
query and used image context are associated with an optimal starting query point 
and an optimal set of weights. 

2.3.1.4 Semantics: keywords 
Even though the saying a picture is worth a thousand words can be regarded as the 
tagline of the content-based image retrieval research community, it is generally 
accepted that the current state of the art image analysis techniques are not able to 
capture all meanings that an image may have. To enhance the retrieval process, it is 
worthwhile to combine image features with other sources of knowledge. Low-level 
visual features alone do not completely convey the content of an image, and text 
annotations by themselves are generally directly related to the high-level semantics 
of an image. Together, visual features and annotations can complement each other 
to provide more accurate results. 

A thesaurus, such as WordNet [Fellbaum 1998], is often used to link annota-
tions to image concepts. In Ferecatu et al. [2008] a set of core concepts is identified 
and the image annotations are linked through synonyms, hypernyms, hyponyms, 
etc. with these core concepts. Kutics et al. [2003] first map the low-level features of 
salient image regions to simple keywords and then map them using manual 
annotation or WordNet to contextual keywords. The keywords are weighted to 
express their relevance to objects in an image, and are updated each time relevance 
feedback is given. A semantic hierarchy is built using WordNet in Yang et al. 
[2005] to explore the relationships between keywords. In Zhang et al. [2003] a 
two-layer semantic network is created, where at the top layer images are linked to 
one or more keywords, and at the bottom layer keywords are linked to other 
keywords through the use of a thesaurus. The weights on the links between images 
and keywords are updated by user feedback. A similar approach can be found in 
Lu et al. [2003], although the keywords in the semantic network are not linked 
through a thesaurus but rather through initial annotation. During a keyword search 
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in both the methods of Zhang et al. and Lu et al. the query is expanded to also 
include the features of all database images that are associated with the supplied 
keywords. Ferecatu et al., Kutics et al. and Lu et al. all demonstrated in their 
experiments that the retrieval results improved by integrating keywords into the 
search process. 

The option to search using keywords is a very convenient way to start a new 
retrieval session and to prevent many unwanted images from showing up in the 
results. It is not hard to imagine that manually annotating large collections of 
images is a very tedious and subjective task, and there is a risk of inconsistent term 
assignment unless a fixed set of terms is used. Therefore more and more research is 
directed at automatic image annotation. Although the performance of the current 
techniques is not completely satisfactory yet, the results are promising and the 
quality of the annotations is likely to greatly improve over the next years. Using 
relevance feedback to drive automatic image annotation is still a young field at the 
moment. One example is described in Zhang et al. [2003], where a Bayesian 
learning approach is used to propagate the common keywords found in positive 
feedback examples to the images that have high probability of belonging to the 
semantic class that the keywords represent. However, most research on automatic 
image annotation focuses on performing the annotations offline. An interesting 
approach is proposed by Tsikrika et al. [2009], where click-through data is 
collected from search logs as a source of concept training data for aiding the 
automatic annotation algorithm. In Yang et al. [2005] manually annotated images 
are clustered through k-means clustering on their low-level features and a statistical 
keyword selection algorithm assigns keywords to the clusters. The unannotated 
database images are then annotated through content analysis by looking at their 
probabilities of belonging to one or more of these clusters. The algorithm used in 
Lu et al. [2003] assigns keywords based on the comparison between the low-level 
features of unannotated images with the average feature vectors of pre-defined 
image categories. The top few keywords associated with the most probable 
matching category are selected. Fan et al. [2008] use 'mixture-experts' that are 
specialized in different contextual relationships between atomic image concepts 
and relevant salient objects. For a given input image the underlying salient objects 
are automatically detected and their features extracted, after which the co-
appearance pattern of the salient objects is determined. Bayes’ rule is then used to 
classify the image into the most relevant image concepts and automatically assigns 
keywords. Liu et al. [2009] reassign the labels, initially assigned to images as a 
whole, to their appropriate image regions. This is achieved by analyzing all 
database images and forming semantic regions that are constructed from image 
patches that are located within similar image regions. These cross-image patch-to-
region correspondences are used for the final label-to-region assignment. The 
keyword propagation scheme of Lu et al. [2009] assigns keywords to images with a 
restriction to only absorb the keywords and their confidence scores from its nearest 
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neighbors in feature space. Confidence factors are also used in Ji and Yao [2007], 
where a keyword dictionary is created by manually labeling the regions of training 
images. Keyword classifiers are then built and applied to all images in the database 
for automatic annotation with confidence factors. In their experiments they 
evaluated their visual and textual fusion-based retrieval algorithm against several 
other techniques. They showed that their fusion strategy largely improved upon 
the techniques of Rui et al. [1998] and Tong and Chang [2001], and slightly 
improved upon the more advanced techniques proposed by Xie and Ortega [2004] 
and Tao et al. [2006b]. 

One of the newer topics in image retrieval is finding the best balance between 
using keywords for searching and using visual features for searching. In Cheng et 
al. [2006a, 2006b, 2009] the textual and visual features are initially kept separate. 
Thus when analyzing feedback, an optimal query feature vector is obtained in 
textual space and another optimal query feature vector in visual space. The final 
image ranking presented to the user is composed first by using the textual query 
vector to rank all database images, and then using the visual query vector to re-
rank them. Wang et al. [2005c] use web images and describe each image by three 
attributes: hyperlinks, surrounding text and low-level content features. Each of 
these attributes is modeled in a separate graph, with weights describing the 
similarities between pairs of images for that particular attribute. After providing a 
query image, a narrowed-down subset of data is extracted from each of the graphs, 
which are fused into a new graph. This new graph is then used to train a graph-
based support vector machine. The images with the highest positive scores are 
returned to the user as a ranking, and the images with the highest information 
scores are returned for further labeling. A graph-based approach is also used by 
Urban and Jose [2006a], where images and all their features are represented in a 
multi-layered graph, with one layer for all images in the collection and one layer 
per feature. The layers contain both visual and textual features. Two types of edges 
are used, with one representing the relationships between an image and its 
features, and the second representing the similarity between features, similarity 
between images and similarity between keywords. During a single search session, 
the weights between image and feature nodes are adjusted, whereas feedback over 
time updates the weights on the edges between images when pairs are marked as 
positive or negative. 

2.3.2 Indexing and filtering 
Finding images that have high similarity with a query image often requires the 
entire database to be traversed for one-on-one comparisons. When dealing with 
large image collections this becomes prohibitive due to the amount of time the 
traversal takes. In the last few decades various indexing and filtering schemes have 
been proposed to reduce the number of database images to look at, thus improving 
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the responsiveness of the system as perceived by the user. A good theoretical 
overview of indexing structures that can be used to index high-dimensional spaces 
is given by Böhm et al. [2001]. 

The majority of recent research in this direction focuses on the clustering of 
images, so that reduction of the number of images to consider is then a matter of 
finding out which cluster(s) the query image belongs to. In Chiang et al. [2005] c-
means clustering is performed using all detected image regions, and during a 
search session the only images considered are the ones that fall within the clusters 
where the query regions belong to, or within any nearby clusters. Goh et al. [2002] 
create clusters by running a pair-wire distance-based clustering algorithm on the 
database. Each cluster is represented by a subset of images that fall within that 
cluster. This subset is used for distance calculations to the query image, and the 
clusters that are closest are then inspected to find its most similar images. Their 
experimental results indicate that their indexing technique is fast and shows 
promise to scale up to large datasets. Zhou et al. [2003a] keep track of feedback 
records, which contain the user relevance evaluations accumulated over time. 
These records are grouped by performing fuzzy c-means clustering on all image 
feature vectors. During a new retrieval session, the best matching cluster is 
identified and the search space is reduced to only use the image contained within 
that cluster. In Su et al. [2006] clusters are not created beforehand, but during 
retrieval sessions. After each feedback step, the positive image regions that are 
similar to each other are first merged via k-means clustering to avoid slowing down 
retrieval speed, after which group biased discriminant analysis is used to re-cluster 
each positive class, while scattering negative examples away. 

Often the image clusters are stored in a hierarchical indexing structure to allow 
for a step-wise refinement of the number of images to consider. Wang et al. 
[2003a] are inspired by the human vision system and use adaptive filter-based 
feedback technologies to simulate the visual perception model. Due to the non-
linearity of the visual perception model, a divide-and-conquer approach is applied 
to divide the complex non-linear feature space into simpler linear similarity models 
around the clusters of interest in feature sub-space. A tree model is proposed that 
has a hierarchical Boolean representation of clustering patters of all feedback 
samples. In effect, it decomposes a user's complex query concept into a Boolean 
combination of multiple simpler sub-concepts that span a smaller feature sub-
space, which is approximated by adaptive filtering. During retrieval, irrelevant 
images can be filtered out at each stage of the tree, so they do not have to be 
considered any longer. In Zhang and Zhang [2005a] k-means clustering is 
recursively run on all feature vectors corresponding to each region of each image to 
form a hierarchical indexing structure, where nodes represent centroid feature 
vectors of their corresponding sets of regions, and the leafs represent a set of 
regions, where each region points to a set of images that share this region in feature 
space. Given a query region, the search algorithm is guaranteed to select the cluster 
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whose centroid has the minimum distance in the set of visited nodes. One of the 
relevance feedback methods employed is to discover the common regions present 
in the relevant images and those present in the irrelevant images. In comparison 
with linear search, their indexing technique resulted in a retrieval speedup of 
approximately four times and only required the inspection of 10-25% of the 
images, with larger databases needing a lower percentage of inspection. Harnsom-
burana and Shyu [2002] propose a hybrid search tree for indexing, which consists 
of an SKD-tree on top and a set of Metric trees connecting to its leaf nodes. The 
hybrid tree utilizes statistical properties of database images to partition the high-
dimensional feature space and stores clusters of images in its leaf nodes, as 
opposed to individual images. For an image query, the top tree is first searched to 
locate a set of candidate nodes, which are merged and filtered using a k-nearest 
neighbor search. The user's feedback causes the results to be split into a relevant 
and irrelevant set, after which the feature weights are adjusted and the hybrid tree 
is partially rebuilt. In the experiments their hybrid tree led to a nine time reduction 
of the number of images to inspect in comparison with linear search. In [Liu et al. 
2006b] a genetic algorithm is used to cluster detected image regions. Per cluster all 
regions are analyzed by a max-flow/min-cut (graph cut) algorithm and outliers are 
removed. The cluster relationships are modeled into a kd-tree, which gives easy 
access to the clusters of images that are related to the query region. 

Another way to reduce the number of images to consider during retrieval is by 
partitioning the feature space and only looking at that area of space which the 
query image belongs to. In Cha [2003] the partitioning is done in combination 
with clustering. Each feature dimension is divided into a number of intervals, 
where each interval represents a cluster that contains a fraction of the images in the 
database. Per dimension cluster a binary bitmap is created that indicates which 
images are contained within that cluster. The bitmap facilitates finding images 
within a small range around the query, providing a fast search for k-nearest 
neighbors in high-dimensional, and supports complex similarity queries with 
relevance feedback. Tandon et al. [2008] use a B+ tree for each feature dimension. 
After each round of feedback the optimal feature weights are determined, which 
indicate the most important features. To reduce the search space only the trees of 
the most important dimensions are consulted. In their experiments they showed 
that the average response time to a query was not affected even when more and 
more images were inserted into the indexing structure. In Yu et al. [2007] the 
feature space dimensions are partitioned into a number of disjoint subsets of equal 
size. By exploiting the properties of the Euclidean distance measure and having a 
bound on the search range, they ensure that no false dismissal will occur when 
composing the retrieval result image set. Ashwin et al. [2002] enclose the relevant 
images in a region in feature space, with a decision boundary that is composed of 
hyperplanes that separate the relevant region from each negative feedback image. 
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The database images within the relevant region are then ranked on their distance 
from the separating hyperplanes. 

Hashing is a form of space partitioning and is considered to be an efficient 
approach for indexing. One of these techniques, locality sensitive hashing (LSH) 
[Indyk and Motwani 1998], has inspired many researchers and is frequently used 
as a reference when comparing experimental results. In Kuo et al. [2009] a query 
expansion technique is proposed for locality sensitive hashing so additional 
buckets are discovered that contain similar images to the query image, which 
otherwise would not have been found. Two approaches are presented: intra-
expansion identifies features that are similar to query features by inspecting 
neighboring buckets, whereas inter-query expansion obtains new features that are 
not present in the query image but are present in highly similar images. The latter 
type of expansion is performed via pseudo-relevance feedback, where new queries 
are automatically issued using these highly similar images after which the results 
combined. A different hashing approach is proposed by Yang et al. [2008], which 
they call randomized sub-vectors hashing. This technique considers feature vectors 
to be similar when the L2 norms of their randomized sub-vectors are approximate-
ly the same, resulting in fast and efficient indexing. They show in their experiments 
that their technique significantly outperforms LSH. 

The set of images that are likely relevant to the query can be quickly established 
by approximating their feature vectors. In Shyu et al. [2003] principal component 
analysis is applied to the low-level features of the images and the first few compo-
nents are used as a filter. Tešić and Manjunath [2003] use vector approximations 
for a fast nearest neighbor search. First the lower and upper bounds on the 
distances of each image in the database to the query are computed by looking 
through the set of all vector approximations. The feature vectors that pass this filter 
are then visited in increasing order of their lower bounds and the exact distances 
are computed. An adaptive nearest neighbor approach is proposed that can identify 
the nearest neighbors for the next iteration based on the feature weights that result 
from feedback analysis. Heisterkamp and Peng [2005] introduce a kernel vector 
approximation approach, which allows efficient calculation of upper and lower 
distance bounds in a kernel induced feature space. Their experiments illustrate the 
tradeoffs when varying the number of basis vectors and varying the number of bits 
to represent each basis vector, where more basis vectors and more bits equal tighter 
distance bounds, while requiring a larger approximation file. 

An alternative approach to indexing can be found in Yang et al. [2002, 2004], 
where some images act as ‘peer images’ used to index other images. A peer index of 
an image can be represented as a list of peer images that are semantically related, 
with a weight attached to each peer image indicating the degree of relevance. There 
are two levels of indexing, a general peer index that maintains its relevant peer 
images from the perspective of the whole user community, and a set of personal 
peer indices that maintain their relevant peer images from the viewpoint of 
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2.3.3.1 Query points 
A simple approach to finding more relevant images from the user’s feedback is 
based on the assumption that all relevant images are clustered together in low-level 
feature space. By using a query point movement technique, often inspired by the 
method introduced by Rocchio [1971], the idea is that the query point is attracted 
to positive feedback examples and repulsed by negative ones. Ideally after several 
iterations of feedback the point will be repositioned in the optimal place in feature 
space where it is surrounded by relevant images. Even though the technique is still 
being used, its performance seems to have nearly reached its limits. More sophisti-
cated low-level approaches, such as manifold-based learning, or higher level 
approaches, such as region- and concept-based learning, appear to be more 
promising. This notwithstanding, current research in this area is ongoing and 
interesting novelties have been proposed to advance the state of the art. Bayesian 
decision theory is used by Giacinto and Roli [2002] to compute a new query point 
that is based on a local estimation of the decision boundary between relevant and 
irrelevant regions in the neighborhood of the query. The new point is determined 
by finding the optimal location such that its neighborhood is located as much as 
possible in the relevant area of feature space. Liu et al. [2006a] propose four target 
search methods, with the best one following a divide-and-conquer strategy 
employing Voronoi diagrams to shrink the search space towards the target images, 
avoiding local maximum traps. The experimental results indicated that quick 
convergence is achieved even when the initial selected query points are not 
optimal. 

Rather than using only a single query point, retrieval results can be improved by 
using multiple query points and combining the results. A good discussion of 
various single and multiple query point movement techniques can be found in 
Ortega-Binderberger and Mehrotra [2004]. 

2.3.3.2 Feature selection and weighting 
A logical way to discover the hidden information from the user’s feedback is to 
look at the low-level features and let the search mainly focus on those properties 
that feedback images have in common, for instance by emphasizing the discrimina-
tive features. In a sense, feature weighting algorithms can be considered to perform 
implicit feature selection, because the non-discriminative features generally receive 
near-zero weights and thus become insignificant after only a few iterations of 
feedback. Nonetheless, some methods only perform feature selection to find the 
optimal subset of features [Su et al. 2005] and don’t apply feature weighting at all. 

An interesting approach is proposed by Doulamis [2007], where each image is 
represented by a fixed number of bits to keep the retrieval complexity constant. 
User feedback adjusts the number of bits allocated to each feature based on its 
relevance to the query. The features are organized into different scales, with each 
scale being encoded using a certain number of bits. Those features that increase in 
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relevance are expanded into more details by representing them with more bits in 
the next iteration, whereas the features that are not so relevant anymore are 
represented with less bits. In Grigorova et al. [2007] a very large number of 
features is initially extracted from each database. During retrieval a varying subset 
is adaptively composed by applying predefined rules based on the given feedback, 
with less discriminating features being removed and highly discriminating features 
being replaced by a more detailed description. In contrast with the approach of 
Doulamis, the more detailed features are not more finely quantized, but rather 
contain an enriched source of information that provides a stronger link between 
the image and the user's perception. Each of the features of the composed subset 
are reweighted based on their discriminant ratio [Wu and Zhang 2002b], which is 
a technique also used in Das et al. [2006] and in Das and Ray [2007]. In the 
experiments that Grigorova et al. performed the feature adaptive technique 
improved upon the baseline algorithm and showed comparable results to the more 
advanced biased discriminant analysis algorithm of Zhou and Huang [2001]. A 
feature extraction method based on information theory is adopted in Wu and 
Zhang [2004b], where the entropy, or purity, of the feedback set is calculated 
involving the percentage of selected relevant and irrelevant images and those 
features that offer the highest balanced information gain given the entropy are 
selected. 

Huiskes [2005, 2006] represents images by aspects, which are properties that 
they either possess or do not possess and are defined as conditions on feature 
values. By analyzing the probability of each aspect occurring in the feedback 
images and comparing it with the probability of the same aspect occurring in the 
image database, it can be inferred which aspects the user is interested in. Aspects 
seem particularly useful in situations where the user selects images that partially 
contain the topic of interest and they provide the ability to ignore the non-relevant 
parts of the selected images when searching for similar images. In his experiments 
the aspect-based technique showed substantial improvement in accuracy over the 
compared systems, which included the biased support vector machine of Hoi et al. 
[2004b]. Inspired by the aspect principle, an automatic feature weighting tech-
nique is proposed in Thomee et al. [2009a, 2009b] that takes prior feature density 
into account by giving higher weight to feature value regions where images cluster 
unexpectedly. This is desirable given that for features to which the user is indiffe-
rent, clustering will naturally occur at the feature regions of high prior density and 
thus the influence of those features is suppressed. A clustering-based approach is 
also proposed in Chen et al. [2009] for feature selection and weighting. User 
feedback on images causes constraints to be added that indicate whether or not the 
images should be considered together, or may not be considered together, for one 
or more particular features. Both the images and the features are then grouped into 
separate clusters, from which the optimal features and weights are determined. 
Goh et al. [2002] follow the idea that a distance function for measuring a pair of 
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images should not be formulated before the images are compared, but rather after 
they are compared. A dynamic partial distance function is introduced that activates 
different features for different image pairs. The activated features are called 
respects, which are those features with minimum differences between them. If a 
sufficient number of respects are present, then the paired images are perceived as 
similar. The weights in the distance function are updated by analyzing the 
feedback. In Nakajima et al. [2003] a feedback technique is proposed that uses the 
local neighborhood around selected relevant images as additional input. The 
adjusted query is created by using the differences between the user-selected images 
and their neighbors to amplify the features that have big differences. 

To combat the small sample problem, Wang and Chan [2003b] propose a 
dynamic sub-vector feature weighting technique. The feature vector is subdivided 
into multiple sub-vectors, with their dimensions varying according to the number 
of feedback examples. This subdivision is done through a hierarchical clustering 
scheme, clustering the feature components into sub-vectors. Each sub-vector is 
then used as a query to find an improved set of image results and the results of all 
these queries are fused together by combining the relevance scores assigned to the 
database images. Stejić et al. [2004] use evolutionary algorithms to tackle the small 
sample problem, evaluating performance with various sets holding limited number 
of feedback images. The proposed algorithm randomly generates an initial solution 
and thereafter iteratively generates new solutions. A new solution replaces the old 
solution if it is better, as evaluated by the objective function that is based on the 
ratio of within-class (i.e. positive images) and between-class (i.e. positive and 
negative images) scatter. 

The feature space can be transformed to discover hidden properties amongst 
relevant images. One of the ways to accomplish this is the well-known Karhunen-
Loève Transform, otherwise known as principal component analysis (PCA). This 
technique is used in Franco et al. [2004], where the positive region is represented 
by a subspace of feature space, with the assumption that all positive examples 
belong to this single relevant region. The negative examples are represented in 
multiple subspaces. The images are then ranked based on their relative distances to 
the relevant region and the nearest non-relevant region. In their experiments they 
obtained substantially better results than the algorithms used in the MindReader 
[Ishikawa et al. 1998] and MARS [Rui et al. 1998] systems. PCA is also used in Tao 
and Tang [2004a] to obtain the principal subspace and its orthogonal complement. 
All positive, negative and database images are then projected into the orthogonal 
complement subspace, with all positive examples ending up at a single location. In 
this subspace any classifier can then be used. 

Another set of techniques for feature selection and weighting are based on linear 
discriminant analysis (LDA), which analyzes the user feedback to find the most 
discriminant feature subspace. This subspace is formed by the most discriminant 
projection vectors so that projected images will simultaneously form the minimum 
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within-class scatter and maximum between-class scatter in the subspace. The small 
sample problem has a large effect on LDA, since the scatter matrices in practice 
usually are singular. To deal with the small sample problem the regularization 
method is often applied [Zhou and Huang 2001], although the computational 
complexity is quite high due to the high dimensionality of the scatter matrices. 
Another approach is to reduce the dimensionality first [Belhumeur et al. 1997] to 
avoid the singularity issue. However then the risk is losing one or more of the most 
discriminating dimensions from the point of view of LDA in the process. A third 
approach is to project the examples onto the null space of the within-scatter 
matrix, where the within-class scatter is zero, after which the optimal discriminant 
vectors that can maximize the between-class scatter are determined [Huang et al. 
2002]. One of the drawbacks of linear discriminant analysis is that negative 
feedback is treated as belonging to a single class, and therefore research currently 
focuses on multi-class or biased extensions to improve retrieval performance. 

A multi-class approach is discussed in Yoshizawa and Schweitzer [2004], which 
has as advantage over the two-class approach that less constraints are placed on the 
projected space, since each negative image is seen as a separate class. Yet, since the 
negative images are considered to be separate classes, whether or not some of them 
should actually belong to the same class, the projected space won’t be optimal, 
because the margin between each class is maximized. Therefore, by analyzing the 
feedback a set of groups can be made that appear to belong together. With new 
feedback, these groups can grow, shrink, merge and break apart, after which the 
subspace can be recalculated to obtain improved retrieval results. 

Just like its biased support vector machine counterpart, biased discriminant 
analysis has been developed to give more emphasis to the positive examples and 
requires the negative examples to stay away from the center of the positive cluster. 
In addition, the kernel trick can be applied to obtain even better results. Tao et al. 
[2006a] take things even further by combining the best ideas, resulting in incre-
mental direct kernel biased discriminant analysis (IDKBDA). This approach is a 
hybrid of LDA, direct LDA, biased LDA and kernel LDA, and is enhanced by an 
incremental technique to speed up the analysis. In their experiments the IDKBDA 
method outperformed the algorithms of Zhou and Huang [2001] and Zhang et al. 
[2001]. In earlier work, Tao and Tang [2004b] argue that approaches that are 
based on biased discriminant analysis are not able to capture the positive class well, 
due to their assumption that all positive samples form a single Gaussian distribu-
tion. This assumption would be too restrictive for use in content-based image 
retrieval, since positive images exhibit a lot of variation in image content. Therefore 
a nonparametric discriminant analysis approach is introduced that relaxes the 
single Gaussian assumption and additionally requires no parameter tuning. To deal 
with the small sample problem, a full-space solution is proposed that improves on 
the null-space method and preserves all discriminant information. 
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A different kind of approach, discriminant component analysis (DCA), is inves-
tigated in Hoi et al. [2006b], which is based on relevance component analysis [Bar-
Hillel et al. 2005]. The original approach learns a distance metric by identifying 
and down-scaling global unwanted variability within the data, and consequently 
adjusts the feature space so that relevant features are assigned with large weights. 
Their method now incorporates negative constraints rather than only positive 
constraints to enhance class discrimination, so that an optimal distance metric is 
learnt by both maximizing the total variance of data between the negative clusters 
and minimizing the total variance of data among the positive clusters. In addition, 
a kernel version is also proposed. In their experiments they demonstrate that both 
the DCA and the kernel DCA techniques improve over the original RCA technique. 

2.3.3.3 Manifold learning 
It is well known that search performance generally drastically degrades as the 
dimensionality increases of the feature space. A myriad of techniques has been 
proposed to reduce the dimensionality in order to alleviate this problem and make 
retrieval manageable. The most well-known of these techniques are principal 
component analysis and linear discriminant analysis, which we covered in the 
previous section. However, because they are designed for discovering only the 
global structure of the space, the local structure formed by the query and feedback 
images is ignored. 

Recently research has started to focus on learning this local manifold and the 
most promising and popular approaches are based on linear extensions of graph 
embedding. The goal is to create a subspace where the relevant images are 
projected close together while the irrelevant images are projected far away. This is 
achieved by embedding the query image and feedback images as data points in a k-
nearest neighbor graph, using a weight matrix that indicates the weights on each of 
the edges. The optimal mapping is found based on this weight matrix, such that 
neighboring points in the graph are mapped together by minimizing a cost 
function. Each database image is then also mapped to the manifold. The retrieval 
results are the nearest neighbors of the query image, and after every round of 
feedback the manifold is learnt again. Normally not all images in the database are 
used to construct the nearest neighbor graph. In order to reduce the computational 
complexity only the top ranked few hundred images from the previous retrieval 
iteration are used together with all labeled examples. 

Augmented relation embedding (ARE) is proposed in Lin et al. [2005] where, in 
addition to the nearest neighbor graph, two relational graphs are used that encode 
pair-wise relations in the positive and negative feedback. The weight matrix is 
constructed in such a way that it is able to cope with the possibility of unbalanced 
feedback. A closely related method called maximum margin projection (MPP) is 
proposed in He et al. [2008], which splits the nearest neighbor graph into a within-
class graph and a between-class graph. In contrast with ARE, instead of treating 
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labeled and unlabeled images in the same way, two different objective functions are 
formulated to give more weight to the labeled images. Another similar approach is 
proposed by Yu and Tian [2006] and is called semantic subspace projection (SPP). 
This technique uses semantic similarity and geometric similarity as joint constraints 
to define local neighborhood, instead of letting semantic similarity override 
geometric information. He [2004b] proposes an incremental version of locality 
preserving projections (LPP) [He and Niyogi 2003], which he calls I-LPP. Cai et al. 
[2007b] use the first few steps of LPP in their locality preserving regularized 
regression (LPRR) algorithm. The set of images and their positive, negative and 
unlabeled neighbors are gathered into a graph, capturing the underlying local 
geometrical structure in the data. Cai et al. [2007a] contend that all the aforemen-
tioned subspace learning algorithms are linear extensions of the graph embedding 
approach with different choices of the affinity graph and the constraint graph. To 
overcome the high computational requirements of these techniques, a unified 
graph embedding framework is created that performs spectral regression (SR), i.e. 
regression after the spectral analysis of the nearest neighbor graph. Rather than 
mapping all relevant points to a subspace where they are located closely together, 
Liu et al. [2008] use a technique called relevance aggregation projections (RAP) to 
find the manifold where the query and all relevant examples can be aggregated into 
a single point, while separating it from all irrelevant examples by a large margin. To 
overcome several of the problems that current algorithms suffer from a new 
manifold-learning algorithm, biased discriminant Euclidean embedding, is 
proposed by Bian and Tao [2010]. Specifically, the method models the intra-class 
geometry and inter-class discrimination and handles the small sample problem 
well, in part by involving unlabeled examples in the algorithm. 

We can make several interesting observations from analyzing the experiments 
that all these authors have performed. First of all, it appears that ARE sometimes 
outperforms LPP, while at other times is the other way around. In the experiments 
performed by He et al. [2008] they demonstrate that their MPP technique improves 
upon ARE. The LPRR method of Cai et al. [2007b] is also shown to outperform 
ARE, and their SR method [Cai et al. 2007a] outperforms LPP as well. He [2004b] 
shows in his experiments that retrieval performance of his I-LPP subspace is 
substantially better than in the subspace that is obtained using the original LPP. 
However, Yu and Tian show that their SPP method improves upon I-LPP. Finally, 
Liu et al. show that their RAP method outperforms SR, ARE and SPP. Because all 
experiments have been performed under different conditions it is not possible to 
draw any real conclusions about which method is the best of them all, though it 
does appear that both ARE and LPP are being outperformed by their more recent 
counterparts. 

A different approach to learn a manifold is proposed by He et al. [2004c]. First 
a semantic matrix is inferred from user interaction logs, where the entries are the 
distances between pairs of images as seen by the users, which should reflect the 
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distances between images in semantic space. Then Laplacian eigenmaps and a 
radial-basis function network are used to discover the mapping between feature 
space and the manifold. 

2.3.3.4 Probabilistic classifiers 
Mixture models are designed to overcome the limitations of using only a single 
density function to model the relevant class. Using a Gaussian distribution can be 
very appropriate when the relevant images are all located in the same neighbor-
hood, but when positive examples are further away from the query and are 
interspersed by negative examples, the relevant class distribution can no longer be 
modeled by the Gaussian. Mixture models are a combination of multiple probabil-
istic distributions, where the number of distributions (components) it is comprised 
of is ideally identical to the number of classes present in the data. The number of 
classes can be selected from a data point of view, e.g. an estimate of the number of 
concepts in the database, or from a user’s point of view, e.g. one relevant class and 
the rest negative. In Amin et al. [2007] images are decomposed using wavelets and 
the wavelet coefficients are modeled by a two-component Laplacian mixture 
model, using the expectation-maximization algorithm to estimate its parameters. 
Each database image is modeled by a Gaussian mixture model in Marakakis et al. 
[2008] and user feedback generates a new positive model by combining the query 
model with those of the relevant images, where the influence of each relevant 
model is determined by the relevance degree assigned by the user. In [Tao and 
Hung 2002] the relevant class is modeled by a mixture of Gaussian distributions 
determined by the positive samples, while the non-relevant class is assumed to be 
an average of Gaussian distributions centered at negative feedback samples. Qian et 
al. [2002] also model the distribution of relevant examples by a Gaussian mixture 
model, but now using the positive and negative examples for estimation of the 
model's parameters. Both Amin et al. and Qian et al. compare the performance of 
their approaches to the approach used by the MARS system [Rui et al. 1998], with 
the mixture model of Amin et al. showing a large improvement in accuracy, 
whereas the mixture model of Qian et al. only shows a marginal improvement. 

Two Bayesian classifiers are used in Hoiem et al. [2004] to classify sub-images, 
while performing a windowed search over location and scale to find a user-selected 
object in query images. The probabilistic model and unconditional density of the 
positive class must be learned or trained, and to help form this model synthetic 
images are created from each user-provided training example by translating and 
scaling it. The second classifier is used to sift out likely negative images that pass 
the first classifier. In Zhang and Zhang [2004b] the Bayesian theory is used to 
define the relevancy confidence of a database image in relation to the query image 
as its posterior probability of being relevant, and similarly for the irrelevancy 
confidence of being irrelevant. To obtain sufficient negative samples to describe 
each negative semantic class, with the assumption that each negative feedback 
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example is a separate negative class, hypothetical negative examples are generated 
based on the class distributions. These hypothetical examples are then used in the 
estimation of the probability density functions. The overall probability density 
function for the negative examples is the agglomeration of all individual probability 
density functions. In Wu et al. [2002a] the probability distribution of all database 
images is used in combination with the probability distribution of the relevant 
examples to classify images, where the densities are estimated using a nearest 
neighbor approach. 

A biased minimax probability machine is used in Peng and King [2006a, 
2006b], which translates a classification problem into an optimization problem and 
attempts to determine the hyperplane which can separate two classes of data with 
maximal probability. The biased machine is an improvement over the standard 
machine, because it deals better with the imbalanced positive/negative feedback 
and favors the classification of the positive class over the negative class. 

2.3.3.5 Support vector machines 
Even though the principles of a support vector machine (SVM) have already been 
applied in various machine learning techniques since the 1960s and have been 
used in image retrieval since the early 1990s, the support vector machine nowa-
days still remains a popular choice for image classification. SVMs aim to find the 
hyperplane that optimally separates the relevant class from the irrelevant class and 
is adjusted every time new feedback is received from the user. In its default form 
the SVM is a linear classifier, but it can be converted into a non-linear classifier by 
applying the kernel trick to transform the feature space to a higher dimensional 
space. A separating hyperplane that is found in the transformed space would in 
effect be a non-linear partitioning of the original space. Proponents of SVMs lauder 
its good generalization capability, even when only a small set of labeled examples is 
available. In addition, the solution is always global optimal and absent from local 
minima. However, opponents quickly point out a number of weaknesses of SVMs. 
Despite the good generalization with a minimum number of samples, its perfor-
mance is still quite low. This is partly due to the asymmetric training set that is 
biased towards the negative examples. Other drawbacks are that overfitting quickly 
occurs and that tuning the SVM for good performance, i.e. selecting the optimal 
kernel and its parameters, is a very opaque process and generally is only achieved 
through trial and error. 

Even though at the moment many methods still incorporate a standard kernel-
based SVM, the current trend is the development of techniques that aim to 
overcome their inherent limitations. One approach that targets the imbalanced 
training set is the biased support vector machine by Hoi et al. [2004b], which is 
also used by Chan and King [2004]. This SVM uses a pair of spherical hyperplanes 
in which the inner one captures most of the positive instances while the outer one 
pushes out the negative instances. A higher weight is allocated to the positive 
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support vectors than to the negative ones. Hoi et al. demonstrate in their experi-
ments that the biased SVM substantially outperforms both a one-class SVM and a 
soft margin SVM, although the one-class SVM manages to obtain a higher accuracy 
in the first few iterations. 

A different approach to improve performance is the use of soft labels with 
SVMs. Note that a soft label SVM should not be confused with a soft margin SVM, 
since the latter type relaxes the condition of finding the optimal hyperplane for 
separating (noisy) classes by introducing a slack variable that allows controlling the 
trade-off between maximizing the margin (i.e. potentially ignoring many outliers) 
and minimizing the training error (i.e. potentially overfitting). On the other hand, a 
soft label SVM does not force an example to be labeled either +1 or -1, but rather 
allows them to take on any value from that range. Hoi et al. [2006a] uses the user 
session logs to obtain the relevance relationships between the images in the 
database, which are expressed in degrees of confidence. The soft label SVM is 
proposed, because a normal SVM cannot deal with examples having different 
confidence degrees. In comparison with the SVM of Tong and Chang [2001], Hoi 
et al. [2006a] obtained improved classification accuracy in their experiments. In 
addition, noisy log data had a smaller impact on the performance of their soft label 
SVM. Rao et al. [2006] suggest a fuzzy support vector machine to handle soft 
labels. The fuzzy class membership values are used in the SVMs objective function 
to reduce the effect of less important examples, so that the examples with higher 
confidence have a larger effect on the decision boundary. 

Rahman et al. [2005] use a multi-class SVM technique, where for each pair of 
classes an SVM is constructed. Given positive and negative feedback, both the 
dominant positive and negative classes are determined. The database images that 
are close to the positive class are rewarded, while those close to the negative class 
are punished. When classifying an unlabeled image the winning class is determined 
by letting each SVM vote and selecting the one that has the largest number of 
accumulated votes. Ji et al. [2008] categorize the retrieved images using a pairwise-
coupling support vector machine, which is an ensemble of SVMs with each acting 
on a pair of categories. To retrieve the images the asymmetric bagging support 
vector machine of Tao et al. [2006b] is used. Similar to the biased support vector 
machine, the asymmetric bagging SVM uses bagging and bootstrapping to train 
several classifiers on a balanced number of positive and negative examples. In 
addition, a random subspace extension is proposed to tackle the small sample and 
overfitting problems by creating multiple classifiers that each only use a randomly 
selected small subset of features. This is done to reduce the discrepancy between 
the number of available examples and the dimensionality of the feature space. 
Together the asymmetric bagging and random subspace classifiers form a single 
strong SVM classifier. In comparison with the SVM of Zhang et al. [2001] they not 
only obtained higher retrieval performance, but also showed that the computation-
al complexity was reduced by a factor of five. An alternative use for SVM ensembles 
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is proposed by Zhang and Ye [2009c, 2009d], where an ensemble is used to filter 
out noisy feedback. One of the positive feedback images is taken as a prototype 
and is used to construct a feature dissimilarity space. The ensemble of SVMs is then 
trained in this space, each using all the positive examples and random groups of 
negative examples. Once trained, the ensemble reclassifies each positive feedback 
image and those that it labels as negative are considered to be noisy and are 
removed. 

A proximal support vector machine-based method is proposed by Choi and 
Noh [2004]. This SVM seeks to find two hyperplanes, called proximal planes, that 
best represent the positive and negative training samples while maximizing the 
distance between the planes. In contrast with regular SVMs, where a hyperplane is 
used for separating the classes, the positive and negative proximal planes lie in the 
region where respectively most of the positive and negative samples reside. In 
essence, the positive plane captures what users want to retrieve and keeps it away 
from what users don't want to retrieve. The distance from the positive proximal 
plane is then also used as the similarity measure. For increased retrieval speed, a 
scheme is proposed that uses so-called expanded sets, which involves a collection 
of images that are related to the initial set of retrieved images. After feedback has 
been given, only the images in the expanded sets are considered as candidates the 
user may be looking for. Wang et al. [2005b] also propose a way to reduce the 
amount of computation necessary between rounds of feedback. By exploiting the 
knowledge that the confidence in relevance or irrelevance of a sample will at the 
most change slightly, only the top few most positive samples need to be validated 
during each round. In their experiments they demonstrated that with a regular 
SVM the computational time needed for calculating the retrieval results increased 
per iteration, however with their approach the actual time needed decreased. 

2.3.3.6 Artificial neural networks 
An artificial neural network attempts to mimic the functioning of biological neural 
networks, e.g. the way the brain processes information. They are very well suited 
for image retrieval, because they are able to find patterns in data by learning from 
example. However they do share some of the drawbacks that also affect SVMs, 
since they are also prone to overfitting and their functioning is like a black box. 
Therefore it is hard to properly find the optimal network configuration and initial 
parameters. In general, relevance feedback adjusts some of the parameters, such as 
neuron biases and inter-neuron connection weights. 

Several different types of neural networks exist and in current research radial 
basis function network and self-organizing maps are becoming very popular. Yet, 
the most well-known type, the traditional feed-forward neural network, is still 
applied to image retrieval. This can be found in the works of Huang et al. [2003a, 
2003b], where a three layer feed-forward neural network is used to implicitly 
perform feature weighting to discover the image region that has the user’s interest. 
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A probabilistic neural network is used in Ko and Byun [2002] and in Ko et al. 
[2004] for multi-class learning involving four levels of nodes: input, pattern, 
summation and output. The user can give four levels of feedback, where each level 
is represented by a pattern node in the network. Instead of the commonly used 
sigmoid activation functions, the summation nodes are used to together give the 
desired discrimination functions between relevant and irrelevant images, yielding a 
relevance value that can be used for ranking the images. 

The radial basis function (RBF) network uses radial basis functions as activation 
functions, which have the advantage over sigmoids that generally only one layer of 
hidden radial units is sufficient to model any function. In many works the RBF 
neural network is used to learn the user's preference by adjusting the centers and 
widths of the RBF units given the feedback [Muneesawang and Guan 2003, 2004; 
Jarrah and Guan 2008]. For instance, in Muneesawang and Guan [2003] the 
positive examples are used to estimate the RBF centers and widths, whereas the 
negative examples cause the RBF centers to be shifted. The input layer of the 
network used in Wu et al. [2006] receives image regions and constructs the hidden 
layer from the feedback images. The output node is then assigned a value which is 
the weighted combination of all nodes. RBF unit center selection is done by a 
subtractive clustering algorithm and the estimated centers can belong to either the 
relevant class or the irrelevant class. Using a probabilistic region weight learning 
method the relevance is determined of the regions in each cluster center. Qian et 
al. [2003] use a constructive learning algorithm neural network and overcome 
some of the network’s limitations by using Gaussian-based radial basis functions as 
the basic neurons in the network instead of the spherical neighborhoods that cover 
all positive examples. The class of each image can be determined by its member-
ship to each basis function and the learning algorithm automatically determines the 
number of basis functions to use and their centers and widths by optimizing the 
covering of the training positive and negative examples by the network. 

In contrast with the other kinds of neural networks, the self-organizing map 
(SOM) network does not need supervision during training. It projects the high-
dimensional feature vectors down to only a few dimensions, typically two, through 
clustering and only two layers of neurons are needed. The map preserves the 
topology of the data through an iterative training procedure, so that neighboring 
units in the map contain similar feature vectors. This can be seen in Chan and King 
[2004], where a self-organizing map is used to partition the feature space and to 
classify each image into different groups. In Koskela et al. [2002] the map units of 
several parallel tree structured self-organizing maps are connected with the 
database images, and each image is connected to the best-matching map unit. 
Among the images that have a common best-matching map unit, the best-matching 
image is used as the visual label for that unit. Feedback causes the relevance 
information to spread to the neighboring units, based on the assumption that 
similar images are located near each other on the SOM surfaces. The spreading of 
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Figure 2.7: Popularity of kernel variations in total number of occurrences. Note that multiple kernels 

may have been used in the same paper. 

2.3.3.8 Active learning 
In contrast with passive learning, where the learner randomly selects a few 
unlabeled examples for the user to give feedback on, active learning is a strategy 
the learner can apply to speed up learning the concept that the user has in mind. 
By actively choosing an appropriate set of images, commonly known as the most 
informative images, the user will only need to label a relatively small number of 
images for the learner to understand the query concept. In comparison, if the user 
could only give feedback on the best ranking images that are returned after each 
round of feedback, known as the most relevant images, the search converges to a 
local optimum, because the classifier obtains very little new information. Thus to 
maximize the information gain for the learner, the best strategy is to select the 
optimal set of unlabeled examples that minimize the expected future classification 
error [Bao et al. 2009; Zhang et al. 2009a].  

A key issue in active learning is how to measure the information associated with 
an unlabeled example. One strategy is to use an entropy-based approach to 
associate entropy values with unlabeled examples, where higher entropy indicates 
higher information value. In both Jing et al. [2004] and Peng and King [2006b] the 
probabilities of unlabeled examples belonging to the relevant class are first 
estimated, after which they are used to derive the entropy values. The min-max 
framework used in Hoi et al. [2009] assigns a probabilistic value to unlabeled 
examples that indicates the likelihood of being selected for labeling. Two algo-
rithms are proposed, of which the first solves an optimization problem for all 
unlabeled examples simultaneously and selects the few examples with the highest 
values, whereas the second uses a greedy iterative approach to select the most 
suitable unlabeled examples, one at a time. In comparison with the active learning 
techniques of Brinker [2003], Hoi and Lyu [2005] and Dagli et al. [2006], which 
are discussed below, both proposed methods showed a large improvement in 
retrieval accuracy in the experiments. In Huiskes [2006] those unlabeled images 
that contain one or more aspects that seem promising, based on their probabilities 
in relation to their normal likelihood of occurring, are considered to be candidates 
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for labeling by the user. A different approach is proposed in He et al. [2007] and in 
He [2010], which uses a loss function that takes both labeled and unlabeled images 
into account, so that the expected errors on the unlabeled images can be properly 
evaluated. The most suitable unlabeled images are then selected for labeling. 

Another strategy is to maximize diversity in the selected informative images. 
Huiskes [2006] tries to avoid selecting examples with promising aspects that are 
already overly present in the list of top-ranked images. Dagli et al. [2006] try to 
achieve the goal of diversity by applying a generalized version of an angular 
diversity technique, originally introduced by Brinker [2003]. This technique is also 
used in Chang and Lai [2004] and Goh et al. [2004]. The angle-diversity algorithm 
calculates a score for each unlabeled example by looking at the angle between the 
hyperplane associated with this unlabeled example and the currently used 
separating hyperplane, and those with the highest scores are selected as most 
informative images. Ferecatu et al. [2004a, 2004b, 2008] use the kernel mapping 
value between two candidate images to select unlabeled examples, where a low 
value corresponds to quasi-orthogonality between the images in feature space. This 
encourages the selection of unlabeled examples that are far from each other. Liu et 
al. [2007b] perform clustering of the unlabeled examples that are closest to the 
separating hyperplane and only a single example per cluster is selected to ensure 
diversity. A similar strategy is employed by Yang et al. [2009], although in this 
work more than one image per cluster may be selected. In many papers no 
diversity analysis is performed and simply the unlabeled examples closest to the 
hyperplane are selected [Hoi and Lyu 2005; Nguyen and Worring 2006; Hörster et 
al. 2007]. 

In He et al. [2004a] a criterion is defined that aims to select unlabeled examples 
that when labeled by the user will maximally shrink the version space. A small 
version space will guarantee that the predicted hyperplane lies close to the optimal 
one constructed when all the database images would have their labels. Because 
evaluating the criterion for every unlabeled example can be computationally very 
expensive, only unlabeled examples that are close to already labeled ones are 
considered for evaluation, since the label given by the user will then have a large 
influence on the new position of the separating hyperplane. Zhang et al. [2008] let 
the user label only one image at a time, which is the unlabeled example that the 
learner is most uncertain about. The newly labeled image influences the degree of 
certainty of the other still unlabeled images in its neighborhood according to their 
correlation with the image. The next most uncertain unlabeled example is selected 
for the next round of retrieval. Both He at al. and Zhang et al. demonstrate in their 
experiments that their new techniques obtain higher retrieval performance in 
comparison with the active learning approach of Tong and Chang [2001]. 
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2.3.3.9 Combining learners 
Instead of using a single learner to classify an unlabeled image, multiple indepen-
dent learners can be combined instead to obtain a better classification. These 
independent learners are often weak learners, i.e. they classify images only 
marginally better than random guessing, but they can also already be strong 
learners. The idea is that the error of prediction is reduced when the individual 
learners are combined, resulting in a single stronger learner. 

Hoi and Lyu [2004a] combine the decision functions of an ensemble of support 
vector machines to obtain the final decision function, which is applied to the 
rankings determined by the SVMs rather than to the class predictions. Multiple 
Fuzzy SVMs are combined using a bagging-based approach in Rao et al. [2006], 
where each uses the same positive feedback examples and a different set of 
randomly selected negative examples. The examples in both sets are chosen to have 
a small membership value in order to be more informative to the learners. The 
results are aggregated using weighted majority voting. Bagging and majority voting 
are also used by Tao et al. [2006b], where a number of classifiers is created by 
bagging, so that each is trained on a balanced number of positive and negative 
examples. In addition, a number of classifiers is created by randomly sampling a 
subset of features to reduce the discrepancy between training data size and feature 
space dimensionality. The results of all classifiers are aggregated together by 
majority voting to obtain a single strong classifier. Tu et al. [2008] use bagging to 
create an ensemble of multiple one-class classifiers, where each attempts to capture 
the class of interest using a hypersphere. Every unlabeled image can then be 
labeled based on the average of its probabilities of belonging to each hypersphere. 
Rahman et al. [2005] use a multiclass technique to construct an SVM for each pair 
of classes. The winning class is determined by letting each SVM vote and the class 
wins that has the largest number of accumulated votes. 

Rather than combining the outputs of multiple learners in the same way for 
each search session, Yin et al. [2005] select the most appropriate learner(s) for a 
particular query or even for a particular iteration. A relevance feedback agent 
analyzes feedback from multiple user sessions, and pays specific attention to 
precision rates that reveal the effect from one retrieval state to another state. The 
agent’s goal is to learn an optimal strategy for when to select which set of learners 
in order to maximize the retrieval performance. They show in the experiments that 
their technique shows an improvement of roughly 40% in comparison with several 
query point movement, feature weighting and probabilistic feedback techniques. 

A very large set of features, called highly selective visual features, is used in Tieu 
and Viola [2004], with each feature only responding to a small percentage of 
images in the database. An approach based on AdaBoost [Freund and Schapire 
1997] approach is proposed, where each weak learner selects a highly selective 
feature for which the positive examples are most distinct from the negative 
examples. AdaBoost is also used in Huang et al. [2006], where pairs of features are 
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taken by to enhance the learning accuracy. A Bayesian-based weak classifier is 
trained on each pair and AdaBoost is used to select the best performing ones. 

In Wu and Zhang [2004b] a random forest classifier is used, which is a compo-
site classifier that consists of multiple classification and regression trees and 
involves bagging with random feature selection. To classify an unlabeled example, 
the random forest lets its trees vote for the most popular class, where each classifier 
casts a unit vote. To efficiently train the tree classifiers, a biased adaptive technique 
is used to reduce the size of the training sets and obtain a good balance between 
the number of relevant and irrelevant examples used. Their adaptive random forest 
shows improvements over the AdaBoost [Tieu and Viola 2004] technique and an 
interactive random forest, which is a technique they developed in earlier work. In 
other work, Wu and Zhang [2004c] train a random forest for filtering out negative 
images, so that the number of positive examples available to the system is increased 
in the early rounds of retrieval. 

Multiple learners can also be used in active learning to select the most informa-
tive images [Singh and Kothari 2003; Zhou et al. 2006; Cheng and Wang 2006c; 
Zhang et al. 2009b]. Those images are chosen that the learners disagree or are 
uncertain about. 

2.3.3.10 Graph cuts 
The graph cut technique is usually used in image segmentation to separate an 
image into multiple regions. Recent work has applied this technique to image 
retrieval instead, by using the user’s feedback to separate the database into a 
relevant and an irrelevant group. The feedback images are used as seeds for the 
graph cut process, with the relevant images forming the source group and the 
irrelevant images the sink group, and a weighted graph is constructed that models 
the topology of the database. The partitioning of the database is then performed 
using a min-cut/max-flow algorithm. Zhang and Guan [2007b] only use the initial 
feedback to split the dataset and focuses on the relevant group during following 
iterations with a different relevance feedback technique, whereas Sabhi et al. 
[2007] repartition the image collection every iteration using the graph cut ap-
proach. 

2.3.3.11 Synthetic and pseudo imagery 
An interesting development is the usage of synthetic or pseudo imagery during 
relevance feedback to improve the search results. The retrieval system of Aggarwal 
et al. [2002] uses positive user feedback on one or more regions in the query image 
to synthesize images containing these regions in different spatial arrangements, see 
Figure 2.8 for an example. Subsequent feedback on these synthetic images allows it 
to narrow down what the user is looking for. When query modifications were used 
in their experiments they obtained a substantial improvement in retrieval perfor-
mance over when they were not used, in addition to outperforming the well-
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known methods of Rui et al. [1998] and Rui and Huang [2000]. Hoiem et al. 
[2004] synthesizes images by translating and scaling the feedback images. The 
synthetic images are used to assist in creating a probabilistic model of the positive 
class. In Jing et al. [2003] regions of the query image and positive examples are 
assembled into a pseudo image, which is used as the optimal query at the next 
iteration. Similarly, in Karthik and Jawahar [2006] a pseudo image is created and 
used as the optimal query after every iteration. It consists of the top-ranking 
segments with small cumulative distance to the positive images and large distance 
to the negative images. The retrieval system of Thomee et al. [2007b, 2008a] 
analyzes user feedback and synthesizes new image examples that are constructed to 
target one or more particular features that appear to be important to the query. The 
technique is called artificial imagination and is inspired by evolutionary algorithms. 
User experiments showed that the inclusion of synthetic imagery improved the 
retrieval performance. 

 
Figure 2.8: Example of synthetic imagery used by Aggarwal et al. [2002], where several images are 

synthesized containing a region in different spatial arrangements. 

2.3.4 Similarity measures, distance and ranking 
What truly matters the most in image retrieval is the list of results that is shown to 
the user, with the most relevant images shown at the top. In general, to obtain this 
ranking a similarity measure is used that assigns a score to each database image 
indicating how relevant the system thinks it is to the user’s interests. Often the 
choice of image representation or methodology restricts the kind of similarity 
measures that can be used. For instance, when Markov random walks are used to 
construct generative models for the positive and negative class, such as in He et al. 
[2005], it follows naturally that the similarity measure involves the likelihood 
functions that both random walks produce, so that the probabilities of being 
relevant to the query concept can be estimated for the unlabeled examples. 
However, when images are represented as points in a Riemannian space, which is 
commonly the case, any similarity measure can be used that is a metric, e.g. 
Euclidean distance. 

The advantages and disadvantages of using a metric to measure perceptual 
similarity are discussed in Brinke et al. [2004]. The authors argue for incorporating 
the notion of betweenness when ranking database images to allow for a better 
relative ordering between them. 
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Si et al. [2006] use the min/max principle to learn an optimal distance metric 
during a user session. This principle tries to minimize/maximize the distance 
between the feature vectors of similar/dissimilar images. A regularization mechan-
ism is used to improve the robustness of the metric in case of small and noisy user 
feedback. Regularization is also used in Tong et al. [2005] to optimize a cost 
function that combines low-level feature, high-level semantic and current feedback 
information to produce the relevance ranking. 

The relative distance of an image to its nearest relevant and nearest irrelevant 
neighbors is used as a relevance score in Giacinto and Roli [2003, 2004]. This 
technique can also be applied in dissimilarity space [Royal et al. 2007] or in a 
transformed space [Franco et al. 2004]. In later work Giacinto [2007] uses the 
volume of the minimal hypersphere around the image that encloses the nearest 
relevant image in the calculation of the degree of relevance. 

Multiple similarity measures can also be combined to give relevance scores to 
the database images. In Rahmani et al. [2005, 2008] an image is seen as a bag of 
regions and different hypotheses are generated from a randomly selected set of 
positive bags. The similarity measure is an arithmetic average over the ensemble of 
the similarity measures given by each hypothesis, using the Hausdorff distance 
between a hypothesis and a bag. In their experiments they demonstrate that their 
Accio! system outperforms the SIMPLIcity system of Wang et al. [2001]. In Zhang 
and Ye [2007a] the p-norm is proposed as an aggregation measure, so similarity 
functions of different types of features can be dynamically adapted to the user-
issued query to optimize retrieval performance. The measure's parameters can be 
set to not only act like well-known feature aggregation techniques, such as linear or 
Euclidean combination of the feature distances, but can also be adjusted to 
emphasize the commonness or difference between features, although the experi-
ments indicated that this did not improve the performance. 

In contrast with the similarity measures mentioned above, Wu et al. [2003a, 
2003b, 2004a] consider relevance feedback to be an ordinal regression problem, 
where users don't give an absolute judgment but rather indicate a relative judg-
ment between images. This m-rank ordinal regression problem is tackled by 
decomposing it into m-1 SVM classifiers and then combining them in a binary tree, 
where each SVM tries to sift out images belonging to a specific rank and leaves 
other images to the following SVMs. The final ranking is then obtained by ensuring 
the images classified to higher rank are presented before the ones with lower rank 
and using the SVM output values to rank the images within the same rank. 

In Figure 2.9 the popularity of common similarity measures is shown. As can be 
seen the Euclidean (L2) distance measure is used most frequently, although in a 
significant number of papers it was only used in the initial iteration and a more 
advanced similarity measure was applied once feedback was received. As men-
tioned before, many similarity measures are tailored to the problem to solve and 
thus quite specialized, and therefore these are not included in the figure. 
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Figure 2.9: Popularity of common similarity measures in total number of occurrences. Note that: i) 

multiple similarity measures may have been used in the same paper, ii) Minkowski refers to all 
similarity measures in its family other than Manhattan and Euclidean, iii) probability refers to 

similarity measures that calculate the likelihood of an image belonging to the target category, iv) 
graph refers to similarity measures that determine the shortest path between two nodes in a graph, v) 

UFM means unified feature matching, vi) IRM means integrated region matching and vii) dR/dN 
refers to similarity measures that use the distance to the nearest relevant image divided by the 

distance to the nearest irrelevant image as the relevance score of an example. 

2.3.5 Long-term learning 
In contrast with short-term learning, where the state of the retrieval system is reset 
after every user session, long-term learning is designed to use the information 
gathered during previous retrieval sessions to improve the retrieval results in future 
sessions. Long-term learning is also frequently referred to as collaborative filtering. 
The most often used approach for long-term learning is to infer relationships 
between images by analyzing the feedback log, which contains all feedback given 
by users over time. Each entry in the log stands for a single user session, where 
generally all positive images used in the session are assigned a positive value, the 
negative images a negative value and all other images the value zero. The informa-
tion present in the logs is usually aggregated into a so-called semantic, relevance or 
affinity matrix, which allows the retrieval system to discover to what extent a 
database image is relevant to the current query [Shyu et al. 2003; Zhou et al. 
2003a, 2003b; Qi and Chang 2007]. The modeled relationships can be symmetric-
al – for instance if image A is relevant when image B is used as a query, then image 
B will be relevant if image A is used as a query – but this does not have to be the 
case [Oh et al. 2004]. In Hoi et al. [2006a] the information from the log is used to 
provide an SVM with more training examples than the user has given by also 
including the images with the largest relevance scores to the query images. 

From the accumulated feedback logs a semantic space is learnt in He et al. 
[2002], containing the relationships between the images and one or more classes. 
This matrix is established by applying singular value decomposition to reduce the 
dimensionality of the feedback log matrix, where ideally the reduced dimensionali-
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ty captures the total amount of classes in the database. The number of classes must 
be chosen or estimated, however, and cannot be determined automatically. 
Similarly, in Shah-hosseini and Knapp [2006] the semantic space is created by 
applying probabilistic latent semantic analysis to the feedback logs. In their 
experiments they demonstrated that applying probabilistic semantic analysis gave 
better results than applying singular value decomposition to learn the semantic 
space. Another approach to learn the hidden concepts in the database is by 
clustering the feedback [Chen et al. 2007; Cheng et al. 2008]. In Rege et al. [2007] 
the images are clustered into one or more image categories, which are placed in a 
directed graph and may be linked if they appear to be related. New user feedback 
refines the graph to include new categories or merge existing ones. 

A dynamically adjustable distance measure is derived from the log in Yin et al. 
[2002], which is based on the probabilities that query and database images deliver 
the same concept. A data mining technique called market basket analysis is used by 
Müller and Pun [2004]. By analyzing the feedback log the probabilities of associat-
ing one image with another can be calculated. These probabilities are then used to 
predict which features and which weights will return relevant results to the query. 

The notion of a virtual feature is introduced in Yin et al. [2008], which is long-
term relevant information associated on a per image basis. Every time feedback is 
received, these virtual features are used to find relevant images and adapt over time 
to changes in user relevance perception. Because an image can contain multiple 
concepts, the virtual feature records all the concepts that are discovered from user 
feedback and their significance to the image. In their experiments they showed that 
the virtual features enabled the system to relatively quickly converge to the ground 
truth, although many labeled images were required; if a user does not label 
sufficient images the convergence is significantly slower. In the retrieval system of 
Barrett et al. [2009] the positive feedback images are considered as a cluster. The 
semantic clustering is updated by either regarding this positive cluster as a new 
semantic cluster or merging it with an already existing one. 

Chen and Shahabi [2003] use a number of experts to soft-classify the database 
images. Each user has a profile that contains information about the confidence she 
has in each of the experts. When a user searches, weights are assigned to the expert 
opinions based on the confidence values in her profile. The user profile is learnt 
over time by a genetic algorithm that looks at the feedback that the user gives. In 
their experiments they compare their expert-based system with MARS [Rui et al. 
1998] and achieve a substantially higher retrieval performance. In addition they 
show that their system is robust to noisy user feedback. 

2.3.6 Trends and advances 
We can observe from the articles published during the last decade that the 
perception of image retrieval is slowly shifting from pixel-based to concept-based, 
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especially because it generally leads to an increase in retrieval performance. This 
new concept-based view has inspired the development of many new high-level 
descriptors. 

Even though the bag-of-words approach has been around for quite a while 
[Maron and Lozano-Pérez 1998], the technique still remains popular. The same 
applies to manifold learning [Roweis and Saul 2000; Tenenbaum et al. 2000], 
which has become a particularly active research area. Several recently proposed 
algorithms are battling each other, providing a stimulating research environment. 
Long-term learning and approaches that combine multiple information sources 
have also demonstrated steady and significant improvements in retrieval perfor-
mance over the previous years. The inclusion of synthetic imagery during relevance 
feedback to improve the search results is a completely novel direction, and only 
time can tell if the technique will gain momentum and attract interest, or be 
discarded as an attractive but infeasible idea. 

2.4 Evaluation and benchmarking 
Assessing user satisfaction with the retrieval results is not easy to achieve. Experi-
ments that are well-executed from a statistical point of view require a relatively 
large number of diverse and independent participants. In our field such studies are 
rarely performed – recent exceptions being Urban and Jose [2007] and Käster et al. 
[2006] – although this is understandable due to the rapidly advancing technologi-
cal nature of our research. Also, in comparison with the medical world where large 
groups of patients can easily be asked to participate in a new medicine trial, we 
don’t have similar access to such large groups. More often than not our experi-
ments limit themselves to a small group of (computer science) students [Zhang and 
Zhang 2005a], or do away with real people altogether and use a computer 
simulation of user behavior [Li and Hsu 2008]. Simulated users are easy to create, 
allow for the experiments to be performed quickly and give a rough indication of 
the performance of the retrieval system. However, these simulated users are in 
general too perfect in their relevance judgments and do not exhibit the inconsis-
tencies (e.g. mistakenly labeling an image as relevant), individuality (e.g. two users 
have a different perception of the same image) and laziness (e.g. not wanting to 
label many images) of real users. By involving simulated users, we can very well 
end up with skewed results. In Figure 2.10 we show how the experiments are 
evaluated in current research. As can be seen, the majority of experiments is 
conducted with simulated users, with only a small number of experiments 
involving real users. Some works provide no evaluation, because they present a 
novel idea and only show a proof of concept. 

A brief look at current ways of evaluating relevance feedback systems of retriev-
al systems is covered in Marchand-Maillet and Worring [2006] and an in-depth 
review can be found in Huiskes and Lew [2008a], where guidelines are additional-
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ly suggested on how to raise the standard of evaluation. An evaluation benchmark-
ing framework is proposed in Jin et al. [2006], so relevance feedback algorithms 
can be fairly compared with each other. 

 
Figure 2.10: Ways of evaluating experiments in total number of occurrences. Note that experiments 

may have been evaluated using both real users and simulated users in the same paper. 

2.4.1 Image collections 
There is a large variation in the image databases used by our research community, 
as is shown in Figure 2.11. It is easy to notice that the majority of research uses the 
Corel stock image database. The original collection consists of over more than 800 
CDs, each containing images of a particular category. Due to its sheer volume the 
collection is never used in its entirety, which unfortunately has led to the situation 
that every research group has created their own Corel subset for use in their 
experiments, e.g. Corel5k [Duygulu et al. 2002]. Because the complexity of image 
categories varies from one to another, retrieval systems that use different subsets 
are difficult to compare directly. 

 
Figure 2.11: Popularity of image databases in total number of occurrences. The solid black bars 
indicate photographic databases, the diagonally striped bars indicate texture databases, the solid 

white bars indicate object databases and the horizontally striped bars indicate other kinds of 
databases. Note that: i) multiple databases may have been used in the same paper, ii) no distinction is 
made between multiple versions of a database, because it often was not clear which exact version was 

used (e.g. TRECVid 2003 vs. TRECVid 2005). 
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The web images used in recent work are often downloaded from Flickr, although 
Google Image Search and Picsearch are also used as sources. Photographs are not 
the only images used, because several works use texture (e.g. Brodatz [Brodatz 
1966]), object (e.g. Caltech 256 [Griffin et al. 2007]), letter/digit (e.g. MNIST 
[LeCun et al. 1998]), face (e.g. Yale Face Database B [Georghiades et al. 2001]) 
and/or medical (e.g. ImageCLEFmed [Müller et al. 2007]) databases. Sometimes 
experiments are performed on data points that are generated in a high-dimensional 
space [Hoi et al. 2004b]. 

The most recent substantial additions to the set of available image collections 
are the MIR-FLICKR 25,000 [Huiskes and Lew 2008b] and MIR-FLICKR 
1,000,000 [Huiskes et al. 2010] sets. Both contain images collected from the Flickr 
photo sharing website of which all are made available under Creative Commons 
attribution licenses. These licenses are liberal enough to at least allow the use of the 
images for benchmarking purposes. This is in contrast to many other collections 
where the images are copyrighted and officially should not be used. All images 
include the tags that the original photographer has assigned to them. Additionally, 
in the 25k image set all images have been manually annotated by several annota-
tors, making this one of the largest image collections of its kind. Since it has only 
been available to the research community for a very short time it is not yet 
represented by itself in Figure 2.11. Yet it appears the MIR-FLICKR sets are rapidly 
increasing in popularity judging from the growing number of citations their papers 
are receiving. 

2.4.2 Performance measures 
Recently several new performance measures have been proposed. Huiskes and Lew 
[2008a] introduce the notion of generalized efficiency, which normalizes the 
performance of a relevance feedback method by using the optimal classifier 
performance. This measure is particularly useful for benchmarking several methods 
with respect to a baseline method. Chang and Yeung [2007] assess the retrieval 
performance based on cumulative neighbor purity curves, which measures the 
percentage of correctly retrieved images in the k nearest neighbors of the query 
image, averaged over all queries. Figure 2.12 shows the popularity of current 
methods to evaluate retrieval performance. As can be seen precision is the most 
popular evaluation method, with recall second most popular and the combined 
precision-recall as third. 

2.4.3 Trends and advances 
The calls for standardization are getting louder and during the past years we have 
witnessed several efforts to fulfill this need, ranging from benchmarking frame-
works to standard image databases, e.g. the MIR-FLICKR collections that aim to 
provide researchers with a large number of images that are well-annotated and free 
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of copyright. Especially now the volume of digital media in the world is rapidly 
expanding, having access to large image collections for training and testing new 
algorithms should be beneficial to their quality, especially considering that many 
current algorithms do not scale well. At present, the Corel image collection remains 
the de facto standard, despite that there is no standard subset agreed upon for use 
during experiments. 

 
Figure 2.12: Popularity of evaluation methods in total number of occurrences. Note that: i) multiple 

evaluation methods may have been used in the same paper, ii) precision-recall refers to graphs 
plotting precision onto recall, iii) precision refers to graphs that plot the precision onto the scope or 
number of iterations, iv) recall refers to graphs that plot the recall onto the number or iterations, v) 
BEP means break-even point when precision and recall are identical, vi) MAP means mean average 

precision, vii) rank refers to evaluations that involve the ranks at which one or more relevant images 
are found, viii) efficiency refers to the aforementioned generalized efficiency, ix) ndpm means 

normalized distance performance measure, x) time refers to evaluations that involve the time it took 
to perform retrieval, xi) satisfaction refers to user-centered evaluations. 

2.5 Discussion and conclusions 
The rate at which new ideas are born and old ideas are improved is absolutely 
astonishing. Many of the techniques discussed in this article were not even 
designed with content-based retrieval in mind. Over the years we have steadily 
seen the performance of relevance feedback systems get higher, painting a bright 
outlook for the future. Nonetheless, much research remains to be done. In this 
section we will discuss the current state of the art and identify open issues, which 
are problems that our field struggles with and/or that have not yet been adequately 
addressed. Finally, we will present several grand challenges, which in our view are 
those issues that must be addressed in order to significantly advance interactive 
image retrieval, such that retrieval systems will perform better and become more 
usable, and as a consequence gain traction outside our field. 

2.5.1 Issuing a search query, giving feedback and visualizing the results 
To the user, a retrieval system is like a black box: a query is inserted, the system 
thinks about it for a short while, and then retrieval results come out. How this 
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black box exactly functions is not important to the user, as long as (i) the query can 
be easily formed, (ii) giving feedback feels intuitive, (iii) the images are returned in 
a timely fashion, and (iv) the images are more or less what the user is looking for. 
These four issues have been considered the big challenges in the past and remain 
significant challenges today. 

It is important to realize that the user is likely not as well-informed as the re-
searchers that built the retrieval system, and that the users may not understand 
how to correctly use it, raising for instance the following questions: what consti-
tutes a ‘good’ query? and what is ‘good’ feedback? Such questions are commonly 
only asked in the context of a proposed retrieval system, but not from a more 
global point of view. The fundamental issue is that the system should conform to 
the user, and not the other way around. We have witnessed an immense improve-
ment in usability of systems from the aspect of forming and submitting a query. 
Compared with not too long ago, when many retrieval systems expected the user to 
tweak the internal parameters herself [Ko and Byun 2002a], numerous current 
systems, for instance those described in Section 2.5, hide these internal details, and 
thus make it easier for the user to use the system. Nonetheless, these improvements 
in usability have not been properly evaluated in the vast majority of work, an issue 
that should be focused on in future research. 

With the standard way of giving feedback, i.e. asking the user to tick one of 
several boxes to indicate how relevant she finds each image, it remains unclear to 
what extent more detailed feedback benefits or hinders retrieval performance. Wu 
et al. [2004a] show that with four relevance levels better results are obtained than 
with only two, but this is one of the few works that has actually investigated this 
topic. The question thus remains what the general effect is on retrieval performance 
when the user has the ability to give more accurate feedback, and to find out 
exactly why the performance increases or decreases, and under what conditions. 
An interesting research direction is to discover how large and to what extent this 
effect on performance is dependent on the algorithms used by the retrieval system. 

The most common choice for displaying the search results is by showing them 
in a ranked list. Designing alternative ways for visualizing the results have only 
recently attracted significant attention, which may be explained by great improve-
ments in application development environments over the last few years, which 
facilitate the design of interactive interfaces. As is the case with issuing a query and 
giving feedback, the visualization of the search results also requires more research, 
in particular how the results can be presented so that the arrangement of the 
returned images feels natural to the user. An interesting direction to probe into is 
the (automatic) categorization of image results, somewhat similar to the concept 
ontology presented by Fan et al. [2008], albeit in a relevance feedback setting. 

Answers obtained from investigating all these issues can facilitate broader accep-
tance by users, because the search engines will become more intuitive and usable. 
In general, more attention should be directed towards user-friendliness when any 
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part of a retrieval system directly interacts with the user. We strongly encourage 
collaboration between researchers in our field with researchers in the area of 
human psychology to work jointly on further improving human-computer 
interaction. 

2.5.2 Retrieval algorithms 
We can clearly observe how relevance feedback-based learning algorithms have 
evolved from the early days into their current form. Experimental results that 
compare the latest learning algorithms with those used in systems from the 
previous millennium demonstrate that retrieval performance has improved 
substantially. Of course, the problem of finding the images that the user is looking 
for is far from being solved, but our field is definitely moving forward. We can 
separate the current state of learning algorithms into the following three areas. 

Classic learning algorithms 
These techniques have been around for quite a while and generally perform well, 
but have reached the point where current advances are very limited in scope. Most 
techniques that operate in low-level feature space belong in this category, such as 
query point movement and feature weighting. Also in this category are minimum 
distance classifiers and Hebbian neural networks, which are hindered by their 
intrinsic drawbacks, in particular the difficulty they have with a small number of 
training examples. 

Promising learning algorithms 
These techniques are relatively young and have demonstrated over the past years 
that they work well and that they still show much room for improvement. Both 
active learning and long-term learning fall into this category and incorporating 
either of them is almost a guarantee to improve retrieval performance. Kernels have 
received a large increase in attention in the last decade, partly due to the realization 
that they can be applied in many different areas and not just in support vector 
machines. It is unclear how much impact kernels can still have in our field, making 
it worthwhile to look further in this direction. Manifold learning is also a technique 
that looks very promising, this in contrast with most other methods that operate in 
low-level feature space and belong in the category above. The field of manifold 
learning is very lively and many new methods have been proposed during the last 
few years. The highly competitive spirit of the researchers is apparent in their 
papers, where they actively compare their manifold learning techniques with each 
other. It will be interesting to see in the future how much improvement manifolds 
are able to achieve. Combining knowledge sources is another very active and 
promising direction, and its potential is strengthened by the positive results 
obtained by current work on, for instance, fusing textual and visual features 
together. 
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Novel learning algorithms 
Novel learning algorithms are being regularly developed in the machine learning 
and the neuroscience fields. A particularly interesting direction comes from spiking 
networks and BCM theory [Baras and Meir 2007], which arguably is the most 
accurate model of learning in the visual cortex. Another novel direction is that of 
synthetic imagery. At the moment, learning algorithms lack the ability to ask the 
user specific questions on uncertain aspects of the query. Active learning comes 
close, but is restricted in asking for feedback on images in the collection. The use 
of synthetic imagery can have a significant positive impact on retrieval perfor-
mance. One example that many of us may be familiar with is the game “20 
Questions”, where the goal is to figure out which particular subject, object or 
concept the other player has in mind. This is achieved by asking questions that 
must be answered by a simple ‘yes’ or ‘no’, for instance do you have a person in 
mind? and can I eat it?, and narrowing the possibilities down towards the solution. 
By letting the learning algorithm whittle down its questions about particular image 
characteristics, it should be able to figure out much sooner what the user is looking 
for than through conventional approaches. This technique is not restricted by 
existing images in the database; rather it can synthesize completely new images and 
ask the user for feedback. At present this technique is still in its infancy, but its 
outlook is very promising. 

Utilizing implicit feedback to aid a learning algorithm in discovering what the 
user is looking for can be another way to boost retrieval performance. Typically a 
user does not enjoy giving feedback, thus any bit of useful information that can be 
freely obtained and can have a positive impact on finding out the user’s intentions 
ought to be analyzed. Furthermore, the user does not enjoy waiting too long for 
the results to show up. Fortunately, those approaches that give excellent retrieval 
performance, but are too computationally intensive at present, will eventually 
become acceptable to the user as technology advances. 

2.5.3 Image representation 
An area in which much progress has been made is how to represent images for use 
in relevance feedback. Research no longer solely concentrates on low-level feature 
spaces, but rather attempts to mimic the way people look at images by approaching 
retrieval from a more semantic point of view. Region-based and concept-based 
retrieval have shown very high performance over the last years, and these direc-
tions should certainly be further explored in the years to come. Techniques that are 
based on interest points, for instance SURF [Bay et al. 2008] and SIFT [Lowe 
2004], are very popular in non-interactive image retrieval systems because they 
show excellent retrieval performance, but have not frequently been applied to 
interactive retrieval. One recent work is that of Rahmani et al. [2008], although in 
their experiments the interest points-based region segmentation approach did not 
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yet lead to improved results, in comparison with their segmentation approach from 
earlier work [Rahmani et al. 2005]. Still, it may be very well possible to realize the 
high performance of interest points in interactive image retrieval, making this a 
promising research topic. 

2.5.4 Experimentation 
The majority of experiments are performed with simulated users. While simula-
tions are very useful to get an initial impression on the performance of a new 
algorithm, they cannot replace actual user experiments since retrieval systems are 
specifically designed for users. In fact, as we stated before, we can very well end up 
with skewed results by involving simulated users instead of real users. Even though 
it is difficult to find a diverse set of users willing to participate in our experiments, 
we should still strive for the involvement of real users, in particular because 
developments in our field take place rapidly and we therefore have to perform 
experiments frequently. 

For assessing the performance of a system, we observed that precision- and 
recall-based performance measures are the most popular choices at the moment. 
However, Huijsmans and Sebe [2005] discovered that these measures are unable to 
provide a complete assessment of the system under study and argue that the notion 
of generality, i.e. the fraction of relevant items in the database, should be an 
important criterion when evaluating and comparing the performance of systems. 

Interestingly, when similarity between images is determined, there is almost 
never any justification to be found why a particular similarity measure is chosen. It 
would be worthwhile to investigate this further to understand the tradeoffs 
involved when selecting a particular similarity measure and its effect on retrieval 
performance, and also how much the resulting performance depends on the 
descriptors used. 

2.5.5 Standardization and reproducibility 
The large variety of available image collections makes it difficult to compare 
methods with each other. The call for standardized image collections is frequently 
heard, for instance in Müller et al. [2002], where the authors also demonstrate how 
easy it is to change the apparent performance of a retrieval system without 
adjusting the system and even when using the same Corel image collection in the 
experiments. During the past ten years the content-based retrieval community has 
been increasing the size of the credible test sets, from hundreds to thousands. It 
has repeatedly been found that methods that work very well on a thousand images 
frequently perform poorly on ten thousand images. For scalability purposes it is 
thus important to have access to very large databases. From both a standardization 
and scalability point of view, the MIR-FLICKR image sets may prove to be a step in 
the right direction. 
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Experimental results need to be placed in context with already existing tech-
niques to support any claims of advancing the state of the art. It is certainly 
possible for a researcher to implement the techniques proposed by other research-
ers, so they can be compared using the same conditions, but in practice this 
approach does not work due to (i) the amount of time it takes to properly imple-
ment another technique and having to ensure that the implementation is correct, 
or (ii) because the publicly available source code of the technique is not 
straightforward to compile and binaries are not available or target a different 
operating system. These difficulties hinder our community and ways should be 
found for making the implementations of techniques publicly available in a 
common format. 

2.5.6 Emerging technologies and trends 
Recent developments in the industry have led to touch-based technology no longer 
having a niche status but having gone mainstream. These developments open up 
new interaction possibilities between search engine and user. With the market 
share of fast, touch-enabled smartphones rapidly increasing, novel interfaces can be 
created that deliver a better search experience to such devices, while at the same 
time reaching a large number of users. 

The current mindset of cloud-based computing and greater availability of high-
bandwidth internet connections have spurred research on distributed search 
systems. Considering that networking speeds are constantly getting faster and 
image collections larger, distributed techniques may be the key to keeping 
response times acceptable. 

Now that the Web 2.0, the social internet, is becoming more and more preva-
lent, techniques that analyze the content produced by users all over the world 
show great promise to further the state of the art. The millions of photos that are 
commented on and tagged on a daily basis can provide invaluable knowledge to 
better understand the relations between images and their content. 

2.5.7 The future of relevance feedback-based image retrieval 
One might expect the search giants, such as Google, Microsoft and Yahoo!, to have 
embraced a relevance feedback-based image search engine, since it could lead to 
both more satisfied users and increased revenues. The nature of relevance feedback 
would allow them to guide the user through multiple pages, serving them with 
advertisements along the way that generate profits. Since the search giants have not 
yet incorporated relevance feedback, we ought to investigate what the main issues 
are that hinder widespread adoption. 

Even though we do not have a crystal ball that foretells the future of relevance 
feedback, the past decade has brought us many exciting new developments and 
advances that are bound to inspire further research. With technological progress 
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occurring rapidly, there is no doubt relevance feedback will benefit and also make 
rapid progress in the coming decade. In conclusion, the most pressing grand 
challenges can be summarized as follows: 

User interface problem – What is the optimal user interface for queries and results?  
Our current systems usually seek to minimize the number of user labeled examples 
or the search time on the assumption that it will improve the user satisfaction or 
experience. A fundamentally different perspective is to focus entirely on the user 
experience. For example, it is possible that the user’s overall satisfaction level 
regarding a search session could be higher if the experience is enjoyable. We could 
potentially turn the search session into a game or a fundamentally different 
interface which could have a significant positive impact on the user experience. A 
longer search time might be preferable if the overall user experience is better. 

Small training set problem – How can we achieve good accuracy with the least 
training examples?  
The most commonly cited challenge in the research literature is the small training 
set problem which means that in general the user does not want to manually label 
a large number of images. Developing new learning algorithms and/or integrating 
knowledge databases which can give good accuracy using only a small set of user 
labeled images is perhaps the most important grand challenge of our field. 

Evaluation problem – How should we evaluate and improve our interactive 
systems? 
Evaluation projects in relevance feedback-based image retrieval are in their infancy. 
Currently, most researchers attempt to use simulated users to test their algorithms, 
knowing that the simulated behavior may not mirror human user behavior. How 
should one model the simulated user and which image collections and ground 
truth should be used? Finally, the evaluation projects should seek not only to 
determine comparative performance benchmarks but also to give insight into each 
system’s weaknesses and strengths. 
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3. Artificial imagination 
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We propose a novel retrieval technique that we call artificial imagination, which 
gives the search engine the ability to ‘imagine’ by synthesizing images. Our aim is 
to determine if such synthetic images can be beneficial to visual search. We present 
an evolutionary algorithms-inspired method for synthesizing textures. 

3.1 Introduction 
The definition of "imagination" according to the Merriam-Webster dictionary is: 

imagination: the act or power of forming a mental image of something 
not present to the senses or never before wholly perceived in reality. 

This definition of imagination forms the foundation of a paradigm we call artificial 
imagination (AIm). Analogous to the concept of artificial intelligence, where the 
computer is given the ability to be ‘intelligent’, we intend to give the computer the 
ability to ‘imagine’, where the meaning directly ties into our ability to synthesize 
images of objects or of the world that do not have to conform with reality. Another 
important analogy with artificial intelligence is the perspective of intelligence lying 
on a continuum from a simple game playing program to the highest level of 
intelligence, which arguably would be human intelligence. Similarly, artificial 
imagination also lies on a continuum where the highest level may be the human 
imagination, and the lowest level might be a simple random image generator. 
Imagination in regards to synthesis has been given significant attention in the field 
of computer graphics where synthesized imagery is the norm, see for example 
Figure 3.1. It is important to note that such images do not need to have any 
functional usage, since they could simply be artistic, see for example Figure 3.2.

 
Figure 3.1: Synthetic imagery in movies: a 

scene from Wall-E. 

 
Figure 3.2: Synthetic imagery in art: a piece 

made by Charles Csuri. 

We are not only looking at possibilities for synthesizing images, but we are 
especially interested in exploring whether such imagined images can be beneficial 
in the context of content-based image retrieval. We are targeting an approach 
where we think synthetic imagery can result in a significant improvement of the 
number of relevant images returned to the user. In Section 3.2 we will discuss this 
approach and we present our experiments in Section 3.3. Finally, we conclude in 
Section 3.4. 
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3.2 Synthetic imagery 
When we are learning new visual concepts, we often construct new mental images 
that are synthesized from our imagination and that serve the purpose of clarifying 
or helping us understand the primary features that are associated with the visual 
concept. One example from real life is when a police officer creates a sketch of an 
unknown person to help identify a thief and she asks the victim certain questions 
to describe this unknown person more clearly, such as “what hair color did the 
thief have?” and “did the thief have a big or a small nose?”. Artificial imagination 
can be seen as the digital analogy of our own visual imagination. In the context of 
relevance feedback-based image search, the police officer would be the search 
engine, the victim would be the user, and the thief would be the target image the 
user has in mind. 

Our idea is that the search engine can synthesize images that target one or more 
particular image characteristics that appear to be important to the user, with the 
intention of clarifying exactly what the user is aiming to find. In this case, artificial 
imagination can be considered as an advanced type of active learning, since the 
systems asks the user specifically for feedback on a particular example in order to 
meet certain informational needs as well as possible. In the artificial imagination 
paradigm examples are not restricted to be taken from the database itself like in 
traditional active learning, but are rather synthesized to more directly satisfy these 
informational requirements. To illustrate, envisage a future situation where the 
search engine is not sure whether the user is searching for an image containing 
cows, or for one containing sheep. The ability to synthesize two images where one 
shows cows and the other shows sheep will give the search engine more clarity of 
the user’s interests once it has received feedback on them. We attempt to lay the 
foundations for such a retrieval system with the techniques proposed in this 
chapter. 

Potentially there are many techniques towards generating synthetic examples. 
Image synthesis can be performed on a statistical level [Simoncelli and Portilla 
1998], or directly by using transformations such as the Karhunen-Loève transform 
[Therrien 1989]. An issue to consider is that not all image descriptors are equally 
suited for image synthesis because image reconstruction is generally ill-defined: a 
one-on-one mapping from an image descriptor to an image may not exist, see 
Figure 3.3 for an illustration. This is problematic from the point of view that 
descriptors that are very appropriate for image retrieval may not be appropriate for 
image synthesis, and vice versa. As a straightforward and effective solution, we 
propose to use two different image descriptors in our method, one that will be 
used for retrieving images and the other for synthesizing images. Each database 
image will thus be associated with two image descriptors. 

If we restrict ourselves to techniques that use low-level image features (e.g. 
colors, edges), we can then understand artificial imagination as the intelligent 
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synthesis of examples based on feedback images and their locations in feature 
space. Our aim is to examine their relevance in relation to the other database 
images and attempt to find locations that are key to clarifying uncertain or 
emphasize important features. We can then synthesize images based on these 
locations in feature space and present them to the user for feedback. Our assump-
tion is that asking the user for feedback on these constructed examples will benefit 
the retrieval results in two ways: (i) any feedback given by the user on these images 
allows the system to obtain a better understanding of what the user is looking for 
than it would from feedback on database images alone, and (ii) the amount of 
iterations necessary to satisfy the user is reduced, since the target image(s) will be 
found sooner. Once the user gives positive/negative feedback, the retrieval system 
uses the first feature space (ܵܨோ) for retrieving an improved set of images and the 
second space (ܨ ௌܵ) for synthesizing images. Once an image has been synthesized, 
its missing ܵܨோ feature vector can easily be calculated by treating it as if it were a 
regular database image. 

  
Figure 3.3: Image reconstruction from a point in feature space is generally ill-defined. From a 

particular color histogram (left) it is possible to synthesize a large number of valid images. 

An approach inspired by evolutionary algorithms is very well suited to deter-
mine the optimal locations in feature space for synthesis since such algorithms take 
a population and evolve it towards better solutions. In our situation this leads to 
evolving a population of images towards a solution ideally containing all images of 
interest to the user. Our algorithm has four steps: starting population, crossover, 
mutation and survival, and after the last step the algorithm loops back to the 
second step. The algorithm is defined as follows: 

1. Starting population. Let ܴ଴ ؿ ሼ1, ڮ , ݊ሽ be a random subset of images from the 
database of size ோܰ ൑ ܰ and show them to the user. The positive feedback gives 
the initial population ଵܵା. 

2. Crossover. In this step we sub-sample ௧ܵା, the positive examples from iteration ݐ, using their feature vectors in feature space ܨ ௌܵ. Consider sets ܣ௝ א 2ௌ೟శ: |ܣ| ൒ 2 
containing at least two positive images from the feedback, with ݆ ൌ 1, ڮ , ௝ܰ and ௝ܰ ൌ 2௡ െ 1 െ ݊. Each of these sets gives a new query point ௝ܿ ൌ ଵ|஺| ∑ ஺ೕא௜௜ݔ . For 
step 3 we use the set ܥ ൌ ሼܿଵ, ڮ , ܿேೕሽ. 
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collection ܫ , thus ܨ ௌܵ ൌ ሼݔ௜ א Թ௟ห݅ ൌ 1, ڮ , ሽ|ܫ| . When the feature space relevance 
analysis indicates that a particular point in feature space is of significant interest, 
we note that the point in feature space is a set of coefficients for the eigenvectors in 
the KLT representation. We can then create the corresponding image by the 
standard method of linear reconstruction using the coefficients and corresponding 
eigenvectors, i.e. given a feature vector ݔ containing the coefficients, a new image ݏ 
can be synthesized through ݏ ൌ ݔܹ ൅ ߤ , where the columns of ܹ  represent the 
eigenvectors of the KLT and ߤ is the average image used for denormalization. Thus 
all texture images are represented by both MPEG-7 features and KLT coefficients. 

Our goal is to measure the effectiveness of the synthesized images in the relev-
ance feedback process. We have therefore implemented two algorithms: a standard 
algorithm (‘Standard’) and an enhancement of the standard algorithm where 
synthesized images are introduced (‘Synthetic’). For both algorithms we chose the 
well-known Rocchio [1971] method to operate in the retrieval feature space for 
obtaining an improved set of images. Rocchio’s method takes the current query 
point in feature space and uses the feedback given by the user to move it towards 
the positive images and away from the negative images: 

௧ݍ  ൌ ௧ିଵݍߙ ൅ ߚ ቌ 1݊ା ෍ ௌ೟శא௜ଵݔ ቍ െ ߛ ቌ 1݊ି ෍ ௌ೟షא௜ଵݔ ቍ , (3.1) 

where ௧ܵା, ௧ܵି ؿ ሼ1, ڮ , ሽ|ܫ|  are the index sets of the positive and negative points, 
respectively, at iteration ݐ; ݊ା  and ݊ି  the size of the positive and negative index 
sets, respectively; ݍ௧ and ݍ௧ିଵ are the new and current query points, respectively, 
and ߚ ,ߙ and ߛ are suitable constants. 

For our experiments, which involved 30 students, we implemented blind user 
testing to minimize bias, i.e. the students were not aware which version (Standard 
or Synthetic) of the algorithm they were using. The students were assigned 6 
queries each: 3 image queries and 3 text queries. With an image query, the user 
was given an example image and was asked to find similar images. With a text 
query, the user was given a texture category and was asked to find images that 
would fit that particular category, e.g. ‘marble’ or ‘tree bark’. The categories were 
selected from Getty Images stock photography keywords, the Ponce texture classes, 
and several were suggested by users we worked with previously, see Table 3.1 for 
an overview. In total, there were 20 different image queries and 20 text queries that 
were randomly assigned to the users. 

The students were asked to record the number of images they considered to be 
relevant at iterations 1, 4, 8 and 12. Per iteration 15 images were shown on screen, 
where in the Standard algorithm all images shown were from the database, while in 
the Synthetic algorithm some of the images were synthetic (given ݊ positive images 2௡ െ 1 െ ݊ synthetic ones, with a maximum of 3) and the remaining ones from the 
database. At iterations 1, 4, 8 and 12 only the top ranking database images were 
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shown, thus no synthetic ones, in order to enable a fair comparison between the 
two methods. The most relevant results to stock photography are shown in Figure 
3.6 and the overall average combined text and image precision results in Figure 
3.7. Here, we consider precision as the number of relevant images found over the 
top 15 best ranking images. 

Table 3.1: Texture categories 

Ponce Getty Images User-based 
brick (fine) horizontal composition old stone 

brick (coarse) vertical composition curvy/organic look 
tree (bark) abstract wavy 
tree (wood) sparse diamond pattern on fabric 

marble square/rectangular tartan pattern 
fabric rustic/rural/country linear 

 man made/synthetic  
nature/natural 

 

 
Figure 3.6: Getty Images text query results. 

 
Figure 3.7: Average text/image query results. 

As can be seen, the Synthetic method compared with the Standard method 
shows a constant improvement in the amount of relevant images shown on screen. 
Our results thus indicate that the inclusion of synthetic imagery leads to an 
improvement of the amount of relevant images shown to the user. If we look at the 
separate image query results, the Standard method obtained a precision of 0.40 at 
iteration 12, whereas the Synthetic method had a precision of 0.46, which is an 
improvement of 15%. For the text queries, the Standard method had a precision of 
0.48 and the Synthetic method achieved 0.59, which is an improvement of 23%. In 
both cases the Synthetic method outperformed the Standard method. 

3.4 Conclusions 
Artificial imagination is a promising paradigm that can significantly enhance the 
level of interaction of the retrieval system with the user. Based on user feedback, 
our method uses an evolutionary algorithms-inspired technique to synthesize 
images that are constructed to clear uncertain or emphasize important image 
features. From additional feedback on these images, the search engine is better able 
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to determine what the user is looking for. The results of our experiments indicate 
that by giving the retrieval system the power to imagine, it will more quickly 
understand what the user is looking for. 

However, unlike general images, textures do not necessarily have any semantic 
meaning. Modifications to a texture generally result in a new valid texture, which 
makes our current approach very appropriate for texture search. Because our 
method has no knowledge of semantic concepts, e.g. it cannot synthesize an image 
containing a dog on a beach given an image of a beach and another with a dog, it is 
not particularly suitable for general image search. The main future challenges thus 
lie in the design of meaningful methods of image synthesis, for example the 
generation of collages, where the system can combine image concepts or objects by 
placing them in a single image. Alternatively, an image can be synthesized where 
the focus is not on the perceived realism of the image, but rather on the spatial 
layout of image elements (objects), enabling the search engine to search by image 
composition instead of by exact visual similarity. The semantic image synthesis 
technique of Hays and Efros [2007] has been shown to create plausible scenes by 
seamlessly blending together appropriate image regions found in the image 
database. We are currently focusing on integrating this technique into an interac-
tive image retrieval system. The search engine allows the user to interactively erase 
unwanted parts of images and have them replaced by content that the user is 
interested in. The idea is that these touched up images will lead to better retrieval 
results, because they more closely match what the user is looking for. We present 
our early work on this search engine in Appendix B. 
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4. Visual exploration and search 
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Experiential retrieval systems aim to provide the user with a natural and intuitive 
search experience. The goal is to empower the user to navigate large collections 
based on her own needs and preferences, while simultaneously providing her with 
an accurate sense of what the database has to offer. In this chapter we integrate a 
new browsing mechanism called deep exploration with the proven technique of 
retrieval by relevance feedback. In our approach, relevance feedback focuses the 
search on relevant regions, while deep exploration facilitates transparent navigation 
to promising regions of feature space that would normally remain unreachable. 
Optimal feature weights are determined automatically based on the evidential 
support for the relevance of each single feature. To achieve efficient refinement of 
the search space, images are ranked and presented to the user based on their 
likelihood of being useful for further exploration. 

4.1 Introduction 
Over the past years we have seen image collections grow tremendously, both in a 
personal sense (e.g. home photo collections) and in a public sense (e.g. image 
databases on the internet). As a result, finding images of interest has become more 
and more like finding a needle in a haystack. As we have seen in Chapter 2, recent 
advances in retrieval techniques have progressed the state of the art significantly, 
but they have not yet been able to solve the general problem of image retrieval. 
Notwithstanding the diversity in the techniques that are currently used, the general 
consensus is that incorporating relevance feedback leads to improved search results 
and therefore has been applied in the majority of research from the moment the 
concept was introduced by Rocchio in 1971. 

One of the grand challenges in our field is considered to be the need for expe-
riential exploration systems that allow the user to gain insight into and support 
exploration of media collections [Lew et al. 2006]. For users, exploration is the 
predominant mode of interaction, rather than querying, and therefore interfaces 
that accommodate for this behavior are needed [Jain 2003]. In this chapter we 
propose such a system, where the user can visually explore the feature space 
around relevant images and focus the search on only those regions that are 
relevant. Each of these regions centers on a relevant example image and is bounded 
by its relevant nearest neighbors. In addition, the user can effortlessly navigate 
from one area in feature space to another to discover more relevant images using a 
technique we call deep exploration. 

The underlying set of features used to describe the database images is generally 
considered to be one of the most critical aspects for retrieval performance and 
consequently user satisfaction. Having a large set of features is not a guaranteed 
way to correctly retrieve all desired images. Rather, increasing the number of 
features makes it computationally more intensive and storage-wise more expensive 
for the system, and also causes the retrieval performance to suffer from the so-
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called curse of dimensionality [Böhm et al. 2001]. At the same time, a small but 
inappropriate set of features will not produce the results the user is looking for, 
because they cannot capture the user's intentions well enough. Since in low-level 
feature space the images of interest can be scattered over multiple areas, feature 
selection and weighting is a sensible way to transform the feature space so that 
these images that are perceptually close to each other are also close to each other in 
the resulting space. Note that feature weighting schemes implicitly perform feature 
selection, because the weights for one or more features usually go down to zero 
after only a few iterations. Many retrieval systems analyze the feedback given by the 
user to figure out which image features are important and also how important they 
are. In our system the images, contained within the regions that the user has 
focused on, are used to automatically determine the optimal set of feature weights 
for an image when it is explored, based on the evidential support for the relevance 
of each single feature. The images are then ranked using their associated feature 
weights in two ways, where one ranking reflects the likelihood the image is useful 
for further exploration of the feature space and the other reflects the likelihood the 
image is relevant to the user. 

In Section 4.2 we will first look at related work, and we discuss the proposed 
exploration technique in Section 4.3. The feature weighting approach is covered in 
Section 4.4. Section 4.5 describes the experiments we performed and we conclude 
in Section 4.6. 

4.2 Related work 
Despite its potentially great impact on user satisfaction and retrieval performance, 
the interface is often still a largely ignored component. Most work only focuses on 
how to present the search results [Datta et al. 2008], whereas work on visualization 
for assisting the user to search more efficiently is rather limited. In Nguyen and 
Worring [2008] a similarity-based visualization technique is used to project the 
image collection onto a 2D manipulation space, where the user can easily select 
groups of similar images together and refine the selection. Hyperbolic visualization 
of a concept ontology is used in Fan et al. [2008], allowing the user to obtain an 
overview of the image collection at a concept level and to interactively navigate the 
concept ontology by zooming in on different concepts of interest. The notion of 
visual islands is introduced in Zavesky et al. [2008] to fulfill the principal goal of 
guided user browsing. This includes a process called island hopping that is used to 
dynamically reorganize the displayed pages according to the user’s selection, so 
that the user can explore deeper into a particular dimension that she is interested 
in. 

While the user searches and gives feedback, many retrieval systems attempt to 
figure out which image features are important to the user and also how important 
they are. Over the years, feature weighting and selection techniques have therefore 
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received much attention. The well-known AdaBoost algorithm is used in Tieu and 
Viola [2004] to reduce a feature set containing thousands of highly selective 
features to a subset consisting of only those features that are highly discriminating 
for the given query. In Grigorova et al. [2007] an adaptive approach uses the user's 
feedback for suitable feature weight assignment and dynamic feature selection 
based on a set of replacement rules. Dynamic feature selection is also incorporated 
in the random forest-based approach of Wu and Zhang [2004b], utilizing the 
notion of balanced information gain to select the most optimal subset of features. 

4.3 Exploring feature space 
As was mentioned in the introduction, images of interest can be spread out over 
multiple areas in low-level feature space. For example in a feature space built up on 
color features, it is likely that images of differently colored tulips can be found in 
several parts of the space. Such a search can be performed using multiple query 
points [Jin and French 2003; Ortega-Binderberger and Mehrotra 2004], but 
exploring the feature space around each query point is often a slow process. Most 
interfaces only present a limited number of images to the user, putting a heavy 
burden on the user as navigating the space around each query point requires many 
iterations of feedback.  

a)  b)  

c)  d)  
Figure 4.1: Establishing the search space. 

To reduce user effort and allow efficient refinement of the relevant search space, 
we propose a novel technique where the search space surrounding relevant images 
is visualized and can be interactively adjusted by the user. In Figure 4.1 is illu-
strated how the user establishes the search space by exploring the nearest neigh-
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bors of relevant images. Initially, e.g. from a random selection of images from the 
database, the user marks one or more images as relevant (shown as larger dots with 
a green center in Figure 4.1a) and then for each of them proceeds to explore its 
nearest neighbors in feature space, increasing the number until on the border non-
relevant images appear (the explored images are shown as black dots in Figure 
4.1b). In subsequent steps, the search space can be refined by removing non-
relevant images (Figure 4.1c) and exploring other relevant nearest neighbors 
(Figure 4.1d). 

4.3.1 Interactive visualization 
In retrieval systems based on relevance feedback, the user indicates her preferences 
regarding the presented results by selecting images as positive and negative 
examples. Subsequently, these feedback samples determine a relevance ranking on 
the image collection, and new images are presented to the user for the next round 
of feedback. In this paper, we propose to integrate feedback selection with a 
visualization mechanism that allows the user to quickly explore the local feature 
space surrounding an example image. The interaction provides a better sense of the 
local structure of the database, and allows the user to center on examples that best 
capture the desired image qualities. 

At the start of an exploration interaction only the selected image is displayed. 
Then, by adjusting the exploration front, more and more of its nearest neighbors 
are shown, see Figure 4.2. When the number of nearest neighbors becomes too 
large to be displayed in a comprehensible manner, a random selection is displayed. 
The user can invoke the deep exploration browsing mechanism when she encoun-
ters an image of interest within the exploration range, and transfer the focus to this 
image to continue the exploration. This provides the user the opportunity to easily 
reach other areas in feature space, see Figure 4.3. This can be done as many times 
as the user wants, jumping from one area in feature space to another. This 
technique is particularly useful when the search seems to be 'stuck' and cannot 
improve with the current collection of relevant images. Also, using deep explora-
tion to move from an isolated relevant image to a more densely populated relevant 
area has direct benefits for the feedback analysis, e.g. the feature selection and 
weighting approach will perform better with the additional data. 

At any stage, the user may decide to treat a centered image as a positive exam-
ple. In that case all images within the exploration front will also be treated as 
positive examples, so the exploration range should ideally encompass a high 
fraction of images considered as relevant. When desired, non-relevant images can 
be removed by the user at a later stage. Similarly, a selected example can be treated 
as a negative example. In the end, the retrieval system collects the positive and 
negative example images corresponding to the selected exploration ranges, and 
performs the relevance feedback analysis of the next section to determine both (i) 
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where ݔ is an image from the image database and ሺݏ௜ା, ,௜ାݓ  ௜ା) are from the ݅-th tupleݎ
of ௧ܵା. Let ܣ௧௜ି at iteration ݐ be defined similarly. We now define the active set ܣ௧ as 
the set of images at iteration ݐ that are in at least one of the positive sets and not in 
the negative sets 

௧ܣ  ൌ ራ ௧௜ା௡೟శ௜ୀଵܣ \ ራ ௧௜ି௡೟ష௜ୀଵܣ . (4.3) 

Constructing the most informative set 
To determine the most informative images, we first calculate the information score ூܶ of each active image ܽ at iteration ݐ as the minimum distance to their associated 
feedback examples 

 ூܶሺܽሻ ൌ minሺ௦,௪,௥ሻאௌ೟శ ݀௪ ሺݏ, ܽሻ . (4.4) 

Note that an active image can be in the exploration range of several feedback 
images. Next, we pick the images with the highest information scores, thus 
maximizing the minimum distances. As a result, images on the border of our 
search space will obtain the highest information score. 

Constructing the best image set 
Besides the most informative images, which allow the user to continue exploring 
the feature space, we keep an image set that contains the best images thus far. For 
each active image ܽ at iteration ݐ we calculate a relevance score ோܶ that is dependent 
on the distance to its feedback point(s) 

 ோܶሺܽሻ ൌ ෍ 1ሼ௫|ௗೢ೔శ൫௦೔శ,௫൯ழ௥೔శሽሺܽሻሺ1 ൅ ,௜ାݏ௪೔శ൫݀ߛ ܽ൯ሻ௡೟శ
௜ୀଵ , (4.5) 

where 1஺ሺݔሻ is an indicator function, indicating the membership of ݔ in set ܣ and ߛ 
a constant that quantifies the rate of relevance decrease when an active image 
comes nearer to the border of the exploration range. 

4.4 Feature weighting 
The collection of explored feedback images provides us with a convenient setup for 
local feature selection. In particular, it allows us to take into account prior feature 
density by giving higher weight to feature regions where images cluster unexpec-
tedly. This is desirable given that for features to which the user is indifferent, 
clustering will naturally occur at the feature regions of high prior density. In our 
method, the influence of the latter kind of features is suppressed. The resulting 
local feature weights are used to measure image similarity, (i) to new images to be 
explored, and (ii) to example images ݏ, through the distance functions ݀௪ሺݏ,  ሻ ofݔ
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Equations 4.4 and 4.5. For (ii), feature weights ݓ௜௝ are computed for each sample 
image ݏ௜ . In the following we suppress image index ݅  from the notation. Our 
approach is to estimate the prior feature value density corresponding to the local 
clustering of examples at the image under study and set the distance function 
weights accordingly. 

a)  

b)  
Figure 4.4: The local feature weight depends on the prior feature value density of the estimated 

interval. 

In Figure 4.4 we have illustrated the weighting by prior density principle for a 
certain feature. The feature values of the collection of relevant feedback images are 
indicated by ‘+’ symbols in both figures. In this example the images have formed 
two clusters in the feature value range, one small cluster and a larger one. In Figure 
4.4a we see that the large cluster is located around the bulk of the feature density, 
whereas in Figure 4.4b it is located in a less dense region. We want to determine 
the optimal feature weight for a particular image. Assume that it has a feature value 
that falls within the large cluster. We establish a suitable feature interval, indicated 
in both figures by the orange bars, which we use to estimate the prior feature value 
density. The estimation technique is described below in more detail. Because the 
density contained by the interval is high in Figure 4.4a, it means that feature values 
in this interval are not very remarkable and consequently its weight should be low. 
In Figure 4.4b however, the density is low and therefore there is strong evidential 
support that the clustering around this particular image was intended by the user 
and consequently the associated feature weight should be high. 

We use the distribution of the relevant examples to establish the feature interval 
that we should look at for estimating the prior feature value density. Consider the 
absolute deviations in feature ݆ between image s and each of the active images 

 ܽ א :௧ܣ หݏ௝ െ ௝ܽห . (4.6) 

+ + + +
+ + +
+ +

+ +

+ + + +
+ + +
+ +

+ +
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Taking the median of this sequence gives us the median absolute deviation, mad௝, 
which offers a measure of the spread of the active images around ݏ for each of the 
features ݆. We will now let the local feature weight depend on the prior feature 
value density of the estimated interval ൣݏ௝ െ mad௝, ௝ݏ ൅ mad௝൧. 

The density ݌ can be estimated using standard non-parametric methods based 
on quantization. Since we have normalized our data, we found that a reasonable 
and fast approximation of this density can be obtained by means of the standard 
normal cumulative distribution function Φ 

 
௝݌ ൌ ௝ݏ൫ൣ݌ െ mad௝, ௝ݏ ൅ mad௝൧൯ൌ Φ൫ݏ௝ ൅ mad௝൯ െ Φ൫ݏ௝ െ mad௝൯ . (4.7) 

We then transform this density into a weight ݓ௝ using 

௝ݓ  ൌ 11 ൅ ௝݌ߚ , (4.8) 

where ߚ is a constant that controls how fast the weight decreases for increasing 
density. High feature weights are achieved for intervals of small prior probability 
and low weights for intervals with high prior probability. Stronger selection can be 
enforced by first thresholding ݌௝  i.e. setting ݌௝  to zero when ݌௝  is larger than the 
threshold. After weight normalization, the resulting distance function to image ݏ is 

 ݀௪ሺݏ, ሻݔ ൌ  ඩ෍ ௝ݏ௝൫ݓ െ ௝൯ଶெݔ
௝ୀଵ  . (4.9) 

As an illustration, in Figure 4.5a we can see an image of a sunset that is ex-
plored with default feature weights. After several iterations of feedback the feature 
weights have changed and when the image is re-explored, as is shown in Figure 
4.5b, its nearest neighbors are more relevant than they were before. 

a)   b)  

Figure 4.5: Default feature weights (a) vs. optimized weights (b). 

4.5 Experiments 
We used two image collections for the experiments, the Ponce texture collection 
[Lazebnik et al. 2005] and the Corel5k collection [Duygulu et al. 2002], where the 
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images are categorized into 25 and 50 classes, respectively. All images are 
represented by the MPEG-7 homogeneous texture descriptor [Ro et al. 2001] and 
by a color histogram, based on a uniform quantization in 152 bins. 

We have performed our experiments on four systems, i) one using our pro-
posed exploration interface, deep exploration and feature weighting ('Deep 
Explore'), ii) one using the exploration interface without deep exploration, but 
with feature weighting (Feature Explore'), iii) one using the exploration interface 
without deep exploration and feature weighting (Standard Explore'), and iv) one 
using a standard interface and the query point movement technique as proposed 
by Rocchio ('Rocchio'). Because one of the strengths of our approach is the 
interface that provides easy access to additional relevant and non-relevant images, 
we acknowledge that the Rocchio system cannot be fairly compared with both 
Explore systems. However, since the systems try to achieve the same goal and are 
given the same data to work with, we believe that in this sense all systems are 
comparable. 

For each of the image classes we have set up experiments, where the goal is to 
find all images belonging to that class within at most 20 iterations. Every iteration 
the user is presented with 40 images. For all Explore systems, these images are 
composed of the most informative images as calculated by Equation 4.4. For the 
Rocchio system, these images consist of the resulting images after performing query 
point movement. Besides the images on which feedback can be given, a separate 
result set is kept that contains the best ranking images. For the Explore systems, 
these images are composed of the top images as calculated by Equation 4.5. For the 
Rocchio system, the best ranking set is the same set as the informative set, contain-
ing the resulting images after query point movement. In our results we define 
precision as the number of relevant images found over the top 40 best ranking 
images, and recall as the number of relevant images found thus far over the total 
number of existing relevant images, which is 120 per Ponce texture class and 100 
per Corel5k class. 

Because we did not have access to a large group of users to participate in the 
experiments, we have simulated realistic user behavior to the best of our ability. 
Since real users generally do not want to give much feedback, in our simulations 
per iteration a maximum of 5 images are marked as relevant and a maximum of 5 
as non-relevant. For the Deep Explore system, the simulated user will attempt to 
shift the focus of exploration when the number of relevant nearest neighbors of an 
explored image is small. In this situation, this user will increase the exploration 
range to only the 100 nearest neighbors and, when one or more relevant images are 
contained within the exploration range, the one that is furthest away will be 
explored. Up to 4 shifts of exploration can be chained together and the image with 
the largest exploration range is used as a positive feedback image. For each 
experiment we fill the initial screen with random images. Retrieval performance is 
dependent on which images appear within this initial screen, specifically on how 
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many of these random images belong to the class of interest. This issue is common-
ly referred to as the page zero problem [La Cascia et al. 1998]. Therefore we 
perform the experiment for each class 100 times and average the results. If the 
initial screen does not contain any relevant image, we generate a new set of random 
images until at least one relevant image is shown. 

As we can see in Figure 4.6, the average precision on the Ponce image database 
rapidly increases for all Explore systems. We notice that using feature weighting 
gives an increase in performance, and by additionally using the deep explore 
technique the results improve even further. As a comparison, the Standard Explore 
system reaches 80% precision after 4 iterations, the Feature Explore system after 3 
iterations and the Deep Explore system already after 2 iterations. Even after the first 
few iterations all Explore systems keep improving. The Rocchio system finds 
almost all the relevant images it is able find after the first few iteration and hardly 
improves after that. It reaches a maximum precision of just over 55%. We can also 
see that all Explore systems manage to discover between 65% and 70% of all 
relevant Ponce images per class, with the Deep Explore system finding the most. 
Rocchio on the other hand has just over 30% recall. On average, the accuracy of 
the Explore system improves considerably over the Rocchio system after the first 
iteration. 

 
Figure 4.6: Average precision (left) and recall (right) results on the Ponce collection. 

In contrast with the uniformity of the classes in the Ponce database, the classes 
in the Corel5k are much more diverse, and this results in lower overall perfor-
mance for all systems. One of the strengths of the Explore systems – collecting 
relevant images instead of ranking all database images – also becomes one of its 
weaknesses if not many of the nearest neighbors are relevant. During our experi-
ments we observed that it relatively frequently happens that the nearest images to a 
relevant image in the Corel5k database are not relevant at all. Another issue that 
has an impact on the results of all our systems is that in the Corel5k database the 
same type of images appear in several categories, for instance polar bears appear in 
the categories ‘alaskan wildlife’, ‘bears’ and ‘polar bears’. We can clearly see these 
issues affect the recall results, shown in Figure 4.7, since the highest achievable 
rate for the best performing system is only 35%. Nonetheless, this dataset is widely 
used in the research community and is therefore an interesting benchmark for our 
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experiments. When we look at the precision results we notice that using feature 
weighting improves performance only slightly over not using feature weighting, 
which is a natural result of the lack of discriminatory power of color and texture 
features for predicting the Corel categories. Especially in this situation the deep 
exploration technique helps to boost the performance of the Deep Explore system 
significantly over both the Feature Explore and Standard Explore systems, because 
it is able to navigate to other areas in feature space where larger clusters of relevant 
images can be found. 

 
Figure 4.7: Average precision (left) and recall (right) results on the Corel5k collection. 

4.6 Conclusions 
In this chapter, we have discussed an exploration-based interface that allows the 
user to visually and interactively explore the feature space around images. Using 
the deep exploration technique, relevant areas in feature space can be discovered 
that would otherwise remain unnoticed. In addition, when an image is explored, 
its optimal set of feature weights is automatically determined using all images 
contained within the relevant regions, based on the evidential support for the 
relevance of each single feature. We performed user experiments on two well-
known image databases and the results indicate that the new deep exploration 
approach coupled with the optimal feature weighting technique lead to an 
improvement of the number of relevant images collected. 
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5. TOP-SURF: a visual words toolkit 
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TOP-SURF is an image descriptor that combines interest points with visual words, 
resulting in a high performance yet compact descriptor that is designed with a wide 
range of content-based image retrieval applications in mind. TOP-SURF offers the 
flexibility to vary descriptor size and supports very fast image matching. In 
addition to the source code for the visual word extraction and comparisons, we 
also provide a high level API and very large pre-computed codebooks targeting 
web image content for both research and teaching purposes. 

5.1 Introduction 
In our world vision plays a very important role and computers are slowly catching 
up with the qualities of human vision. In the early days image descriptors were 
based on low-level features, such as colors and edges, but nowadays the descriptors 
are approaching image analysis from a higher level, resulting in image descriptors 
that are based on, for instance, salient details or image patches. Interest points are a 
specific kind of salient details, which describe locations in an image that are 
‘interesting’ in a certain way. In this chapter we present TOP-SURF, which is an 
image descriptor that combines interest points with visual words. It harnesses the 
high-level qualities of interest points, while significantly reducing the memory 
needed to represent and compare images. Our visual word dictionaries (code-
books) are created by analyzing the interest points extracted from several millions 
of web images. The TOP-SURF descriptor is completely open source, which 
includes the libraries it depends on. Furthermore, the source code can be easily 
compiled and included in an existing project, or can be used in binary form where 
its functionality is available through an accessible API. 

Because TOP-SURF is based on SURF [Bay et al. 2008], we will first shortly 
introduce this descriptor in Section 5.2, before discussing our descriptor in more 
detail in Section 5.3. Along the way we illustrate the differences in descriptor size, 
description time and matching time between both descriptors. We also compare 
their performance using a near-duplicate detection scenario as a showcase. Finally, 
in Section 5.4 we will describe the TOP-SURF API, open source licenses, documen-
tation and other possible scenarios in which our descriptor would be useful. 

5.2 SURF 
SURF is one of the best interest point detectors and descriptors currently available. 
It has been shown to outperform the other well-known methods based on interest 
points SIFT [Lowe 2004] and GLOH [Mikolajczyk and Schmidt 2005]. 
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5.2.1 Representing an image 
The SURF technique uses a Hessian matrix-based measure for the detection of 
interest points and a distribution of Haar wavelet responses within the interest 
point neighborhood as descriptor. An image is analyzed at several scales, so interest 
points can be extracted from both global (‘coarse’) and local (‘fine’) image details. 
Additionally, the dominant orientation of each of the interest points is determined 
to support rotation-invariant matching. An example image and its detected interest 
points are shown in Figure 5.1. 

 
Figure 5.1: Detected interest points in an image, including their orientation and scale. 

To determine the average number of extracted interest points per image, we 
used a collection of 100,000 images downloaded from the internet, which included 
logos, graphics, celebrity shots, stock photography and travel-related imagery. 
These images represent well what one would generally encounter when browsing 
on the internet, with the exception of small icons and banners that have been left 
out. These images have dimensions ranging between 83 and 640 pixels, with an 
average size of 460x400. Yet, for extracting the interest points we resized all images 
to 256x256.  

 
Figure 5.2: Number of interest points detected in the first 25,000 images of the collection. 

We show the number of detected interest points for a selection of the images in 
Figure 5.2. The number of interest points found in an image ranged between 0 and 
1057, and was on average 176 with a standard deviation of 85,3. It is thus certainly 
possible that no interest point is detected in an image at all, which can for instance 
occur when an image has a single color, although this does not happen frequently. 
Because each interest point is associated with a 64-element descriptor, the total 
descriptor size in our image sets thus ranges between 0KB and 270KB per image, 
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with an average of roughly 45KB. On average 0.37s was required to extract the 
interest points from an image. The results were obtained using standard dual-core 
2.4GHz workstation equipped with 3GB RAM. Note that more or less interest 
points can be detected when the images are resized to a different resolution than 
256x256. 

5.2.2 Matching an image 
When enough interest points in the first image match those in the second image, 
the images are likely to depict the same scene or object(s). To determine these 
matches the authors of SURF use the nearest neighbor ratio matching technique 
[Lowe 2004], which only accepts highly confident matches between points. For 
each point ݔ in the first image, we find both the best matching point ݕଵ and the 
second best matching point ݕଶ  in the second image, where ݕଵ ് ଶݕ  . Points are 
compared by first ensuring the sign of the Laplacian of their descriptors correspond 
and, if so, calculating the Euclidean distance between the descriptors. The match ݕ ~ ݔଵ is then accepted only if the ratio ݎ ൌ ݔ| െ |ଵݕ ݔ| െ ⁄|ଶݕ  is lower than a certain 
threshold ߣ א ሾ0,1ሿ. Intuitively, if ߣ ൌ 1 no filtering is performed, while more and 
more matches are rejected as ߣ decreases towards zero. The SURF authors used a 
threshold ߣ ൌ 0.65, which is the threshold we used as well. The total number of 
confident matches can then be compared with a second threshold to detect 
whether or not the second image is similar to the first image. An alternative 
approach would be to rank all images in the database by the number of confident 
matches, and the highest ranking image can then be considered as the most similar 
one to the first image. 

We used a separate set of query images, consisting of 100 travel-related photos, 
and matched them with all the 100,000 images. On average 12ms was required to 
match one query image with all the other images. We performed the matching on a 
quad-core 2.4GHz workstation equipped with 8GB RAM in order to handle the 
large descriptor size. 

To determine the accuracy of the SURF descriptor, we created several near-
duplicates of each of the 100 photos. These copies were compressed, scaled, 
framed, colorized or overlaid with text and a logo, see for example Figure 5.3. The 
exact copies we used are discussed in more detail in Chapter 6, in which we 
perform extensive experiments using multiple near-duplicate detection algorithms, 
including our TOP-SURF descriptor. For our current experiment, we embedded 
the duplicate images in the collection of 100,000 images. When matching the 
original images with all other images in the collection, ideally the copies will be 
ranked before all other images. We used mean average precision (MAP) as the 
evaluation measure, which is calculated by first determining the average precision 
over all copies for each of the queries and then averaging these average precision 
values. For clarity, in our results we define precision as the number of copies found 
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over the total number of images looked at. Our evaluation found that the MAP for 
SURF was 0.31. 

 
Figure 5.3: Examples of near-duplicate images: original image (left), increase in saturation (middle), 

framing (right). 

5.3 TOP-SURF 
When considering to find matches in collections containing millions of images it is 
clear that using the SURF method in its default form is storage-wise infeasible. One 
of our reasons for developing TOP-SURF was to overcome this issue by significant-
ly reducing the descriptor size. 

5.3.1 Representing an image 
Several steps need to be performed in order to calculate the TOP-SURF descriptor 
of an image. 

5.3.1.1 Representative interest points 
We used a large set of diverse training images consisting of 1 million images 
downloaded from the internet, 1 million images downloaded from Flickr and 3000 
land- and cityscape photos from our personal collections. Our aim was to compose 
a general purpose web imagery set that would be representative for the kind of 
images used by researchers and students in content-based image retrieval. 

For each of these images we extracted their SURF interest points and randomly 
selected 25 points. Because some of the images did not have much detail, it 
occasionally occurred that less than 25 points were extracted and in those situa-
tions we used all of them. Due to limited amount of memory available we could 
not use all extracted points, and eventually settled on a collection containing 33.5 
million interest points. The time required to collect all these points was 120 hours. 

5.3.1.2 Clustering into visual words 
We devised an approach based on the bag-of-words technique of Philbin et al. 
[2007] to group the collection of representative interest points into a number of 
clusters. Since each interest point can be considered a location in a 64-dimensional 
space, we can see this process as analyzing the locations of all 33.5 million interest 
points and gathering them into a certain number of groups. First, to find an initial 
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location for each cluster we randomly and uniquely assigned it the location of one 
of the interest points. Then for each cluster we determined its 100 nearest neigh-
bors, i.e. its closest interest points. If a point was close to multiple clusters we only 
assigned it to the cluster it was closest to. We then updated each cluster to become 
the average of its current location and that of its nearest neighbors. To ensure 
stability of each of the clusters we performed this process 1000 times. 

Because discovering the exact nearest neighbors in such a high-dimensional 
space is quite time consuming, we used an approximate nearest neighbors 
technique based on a forest of randomized kd-trees [Muja and Lowe 2009] to 
speed up this process. A regular kd-tree is a binary search tree in which each node 
represents a partition of the ݇-dimensional space. The root node represents the 
entire space, and the leaf nodes represent subspaces containing non-overlapping 
small areas of the space. At any node, only one of the ݇ dimensions is used to 
partition the space, which generally is the dimension that has the highest variance 
for all its associated points. The value that is used to partition the space can then be 
the median or mean along that dimension. In contrast, in the randomized kd-tree 
the partitioning dimension is randomly chosen from a set of the dimensions with 
highest variance and the partitioning value is randomly chosen using a point close 
to the median. By considering all these randomized kd-trees together an overlap-
ping partitioning of the space is obtained, which reduces the chance of incorrectly 
assigning nearest neighbors to points that fall close to a partition boundary. 

Depending on the intended usage of our descriptor only a small number of 
clusters may be necessary, whereas in other instances a large number may be 
required. Therefore we clustered the interest points several times, choosing a 
different number of clusters that ranged from 10,000 to 500,000. The clustering 
process was done on a high-performance blade server and required 28GB RAM. In 
Figure 5.4 we show the time needed to cluster all these points into the varying 
numbers of clusters. 

 
Figure 5.4: Required time to cluster the collection of representative interest points into visual words. 

The final clusters are commonly referred to as the visual word dictionary. Simi-
lar to a document consisting of textual words, an image can be interpreted as 
consisting of visual words. Since in a collection of documents some words appear 
more frequently than others it is likely that in a collection of images some visual 
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words appear more often than others as well. In our situation, the aim is to 
emphasize the visual words that do not occur frequently, because they can be 
considered to be more special (descriptive) when they are found in an image. To 
assign the visual words weights for emphasis we incorporated a tf-idf weighting 
technique [Salton and McGill 1983]. Tf-idf weighting combines the principle of 
term frequency, i.e. how often a particular term appears in a document, with the 
principle of inverse document frequency, i.e. how infrequently documents contain 
this particular term. If a document contains a particular term that is quite rare (e.g. 
the word ‘diamond’), it is considered to be more special and thus will receive more 
emphasis than when the particular term is quite common (e.g. the word ‘the’). 
Assume there are ܰ documents in the collection, and that term ݐ௜ occurs in ݊௜ of 
them, then 

 ݂݅݀ሺݐ௜ሻ ൌ ݃݋݈ ܰܰ௜ . (5.1) 

Furthermore, given a particular document ௝݀ that contains ݊ times term ݐ௜ and in 
total contains ݇ terms, term frequency is defined as 

,௜ݐ൫݂ݐ  ௝݀൯ ൌ ݊݇ . (5.2) 

The final score a certain term ݐ௜ receives for occurring in a certain document ௝݀ is 
then defined as 

,௜ݐ൫݁ݎ݋ܿݏ  ௝݀൯ ൌ ௜ሻݐሺ݂ݐ ݂݅݀ሺݐ௜, ௝݀ሻ . (5.3) 

Following the same analogy as mentioned before, in our situation ‘term’ thus refers 
to ‘visual word’ and ‘document’ to ‘image’. Our idf-weights were obtained by 
recalculating all interest points of a subset of the training images and analyzing 
which of the visual words they would be associated with. 

5.3.1.3 Selecting the most descriptive visual words 
Given a particular total number of available visual words, we can now calculate the 
TOP-SURF descriptor of an image. First we extract its regular SURF descriptor. We 
then convert the detected points into a frequency histogram of occurring visual 
words, by analyzing which visual word each interest point is most similar to. Next, 
we apply the tf-idf weighting to assign a score to all the visual words in the 
histogram. To form our image descriptor we finally select the highest scoring visual 
words. Because we only select the top ܰ visual words we thus named the descriptor 
TOP-SURF. An illustration is shown in Figure 5.5. Note that our descriptor only 
requires 8 bytes per selected visual word. Storing a collection of 100,000 images 
would roughly require 4.5GB when using the SURF descriptor, however this 
would only require 80MB with TOP-SURF when keeping the top 100 visual words, 
which is a reduction of more than 50 times. 
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Like we did with SURF in the previous section, we used the dual-core worksta-
tion – thus not the blade server – to calculate the TOP-SURF descriptors for all the 
100,000 images. We did this (i) using the various dictionaries that contained 
10,000-500,000 visual words and (ii) using different numbers of selected highest 
scoring visual words that ranged from 10-200 in steps of 10. The time that was 
required to extract a TOP-SURF descriptor is on average 0.44s. Since the descriptor 
includes the calculation of the SURF interest points, which required 0.37s as we 
observed before in Section 5.2.1, the conversion of the interest points to their 
visual words and the extraction of the top ܰ points thus approximately took 0.07s. 
Note that the time needed to determine the top 10 visual words is the same as 
determining the top 200, because all visual words still have to be sorted on their 
scores. From the results we additionally observed that the time to extract our 
descriptor slightly increased from 0.42s to 0.46s as the dictionary got larger. 

 
Figure 5.5: The histogram of the 25 highest scoring visual words of the image shown in Figure 5.1 

when using a dictionary of 10,000 visual words. 

5.3.2 Matching an image 
To compare the TOP-SURF descriptors of two images we determine the normalized 
cosine similarity ݀௖௢௦ between their tf-idf histograms ஺ܶ and ஻ܶ 

 ݀௖௢௦ ൌ 1 െ ஺ܶ · ஻ܶ| ஺ܶ| | ஻ܶ| . (5.4) 

A distance of 0 means the descriptors are identical and a distance of 1 means they 
are completely different. Note that, by definition, comparisons with an image in 
which zero interest points have been detected will always result in a distance of 1, 
which is the desired behavior. To determine the matching time between TOP-
SURF descriptors, we used the same set of query images as before when we 
matched SURF descriptors. On average 0.2ms was needed to match one query 
image with all 100,000 test images. In comparison with SURF this is very fast, 
since only a small number of visual words need to be compared. In contrast, with 
SURF each interest point of a query image needs to be compared to the interest 
points of all other images, requiring much more time. We noticed that matching 
was slightly faster with descriptors that used only a small number of selected visual 
words. Matching was also faster as the dictionary size increased, because in this 
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situation it is less likely for the visual words in two descriptors to exactly match, in 
which case these can be skipped and thus do not require further analysis. 

We performed the same near-duplicate image detection experiment as with 
SURF and our results are shown in Figure 5.6 for various dictionary sizes. We can 
see that a larger dictionary yields a higher accuracy for small numbers of retained 
visual words. In this experiment, the dictionaries containing 100,000 visual words 
and up gave virtually the same results. As the number of retained words increases, 
the performance goes up for all dictionaries and levels out at around a MAP of 
0.96. Note that the TOP-SURF descriptor size is dependent on the number of 
visual words retained and not on the dictionary size. 

 
Figure 5.6: Mean average precision for various dictionary sizes varying from 10,000 to 400,000. 

Overall, we can observe that the TOP-SURF descriptor significantly outperforms 
the SURF descriptor when it comes to retrieval accuracy, descriptor size and 
matching time in the context of near-duplicate image detection. 

5.4 Source code 
The TOP-SURF descriptor is completely open source, although the libraries it 
depends on use different licenses. Because the original SURF descriptor is closed 
source, we used the open source alternative called OpenSURF [Evans 2009], which 
is released under the GNU GPL version 3 license. OpenSURF itself is dependent on 
OpenCV [Bradski 2000] that is released under the BSD license. Furthermore we 
used FLANN [Muja and Lowe 2009] for approximate nearest neighbor matching, 
which is also released under the BSD license. To represent images we used 
CxImage (www.xdp.it/cximage.htm), which is released under the zlib license. Our 
own source code is released under a combination of the GNU GLP version 3 
license and the Creative Commons Attribution version 3 license. The latter license 
simply asks anyone who uses our library to give us credit. All these licenses are 
compatible with each other. 

The source code of our descriptor can be obtained from the TOP-SURF web-
page at press.liacs.nl/researchdownloads/topsurf. On this page we have also posted 
documentation and instructions on how to include the library in your own 
projects. We additionally have provided binaries, samples and a graphical user 
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interface. Because our visual word dictionaries can be quite large, they are offered 
as separate downloads. All our deliverables are currently only offered for the 
Microsoft Windows platform, both for 32- and 64-bit systems. The source code is 
presented in a Microsoft Visual Studio 2008 C++ project, although there is no 
reason to believe it cannot be converted to a project from earlier or later versions of 
Visual Studio. The code includes all the source code of the libraries it depends on 
for easy compilation. 

5.4.1 API 
Our descriptor API offers the following functions: 

• TopSurf_Initialize 
Initialize the library. 

• TopSurf_Terminate 
Terminate the library. 

• TopSurf_LoadDictionary 
Tell the library which visual words dictionary to use. 

• TopSurf_CreateDictionary 
Create a completely new visual words dictionary. 

• TopSurf_SaveDictionary 
Save a newly created dictionary to disk. 

• TopSurf_ExtractDescriptor 
Extract the descriptor of an image. 

• TopSurf_VisualizeDescriptor 
Display the locations of the detected visual words. 

• TopSurf_CompareDescriptors 
Compare two descriptors and return the distance between them. 

• TopSurf_LoadDescriptor 
Load a descriptor from disk. 

• TopSurf_SaveDescriptor 
Save a descriptor to disk. 

• TopSurf_ReleaseDescriptor 
Release the memory used by a descriptor. 

The API only has to be used when accessing the TOP-SURF descriptor through a 
DLL. When the source code is added to a project there is naturally more control 
and freedom, since functions can be called directly. 

5.4.2 Benefits and uses 
For convenience, we allow the user to request all detected visual words in an image 
and not just the top few. In addition, we extended our descriptor to also include 
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the locations where their original interest points were detected in the image. Both 
these options allow our descriptor to be used in a variety of situations. For 
example, an application can analyze the co-occurrence of particular visual words 
within an image and combine visual words into visual phrases, opening up 
possibilities for improved matching of objects and people. Because of its fast 
matching speed and low memory requirement the TOP-SURF descriptor is 
especially useful for mobile and embedded applications, since the devices they will 
run on are generally restricted by processing power and memory. 

Because our descriptor is easy to use and straightforward to integrate into 
projects, it is not only beneficial to researchers in the content-based image retrieval 
community, but also very suitable for use in student projects. Examples of student 
research projects at our computer science department are developing new visual 
phrase and visual theme search methods based on the pre-computed dictionaries, 
and automatic robotic navigation based on real time video input. 

5.5 Conclusions 
TOP-SURF is a high-performance image descriptor that can be used in a wide 
range of applications. It is not only very compact, i.e. using little memory, but also 
exhibits fast matching. Because the descriptor is completely open source, it has all 
the benefits that open source software provides, such as the freedom to modify and 
redistribute the code. In addition, we provide pre-computed visual word code-
books, making it easy to start using the descriptor. 
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6. Near-duplicate image detection 
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Digital information is distributed in large quantities across the world and often 
more or less the same content can be found at multiple locations. In this chapter 
we focus on imagery available on the internet and evaluate in which ways near-
duplicate images differ from each other. We provide a comparative study of 
content-based near-duplicate image detection methods and specifically target their 
performance in relation to their descriptor size, description time and matching 
time to assess their feasibility of application to large image collections (> 1 million). 
The evaluated methods include research literature methods based on interest 
points matching, discrete cosine and wavelet transforms, color histograms and 
biologically motivated visual matching. 

6.1 Introduction 
The amount of media items produced on a daily basis is truly immense and many 
of these items are distributed to all corners of the world to be published by 
growing numbers of digital media outlets. This is not only the case for news stories, 
where often the same video footage is shown on multiple television channels and 
the same text appears in several newspapers, but this also applies to other sources 
of information such as photographic imagery. In other words, there is significant 
redundancy in the information that is available to the public. With current 
estimates putting the number of images on the internet into the tens of billions, it 
is not difficult to imagine that many of these are in fact near-duplicate versions of 
each other. A study is presented in Foo et al. [2007a] that investigates the extent of 
this issue for a diverse selection of popular search terms and the authors identify 
two important factors for predicting if a search term is likely to result in image 
rankings with many duplicates or near-duplicates. First, images on certain topics 
are relatively rare and this results in the few available images to be reused on many 
different sites. Second, images are reused often because of their popular content. 
Near-duplicate images can be found in many contexts, such as being integrated 
into web page design, desktop backgrounds and advertisements. Possible uses for 
detecting copies include introducing more diverse content to image search results 
by aggregating (near-)duplicate images, and identifying instances of copyrighted 
material. 

Our primary goal is to evaluate which methods are the best candidates for near-
duplicate image detection on the world wide web. Copy detection techniques that 
are based on adding hidden information to the original content in order to easily 
discover its copies, e.g. watermarking [Cox et al. 1997], require having complete 
control over the originals. However, in most situations the originals are already 
available to the public without the hidden information, rendering these techniques 
useless. Additionally, such methods cannot be applied to photographs taken of 
public objects and scenes, e.g. photos of the Mona Lisa painting, when they are so 
similar that they can be considered to be duplicates. In this chapter we present an 
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evaluation of several near-duplicate image detection methods from the research 
literature [Kim 2003; Chang et al. 1998; Sebe and Lew 2001; Bay et al. 2008]. The 
authors typically provide some basic benchmarking, but rarely compare their 
results to other methods, and none of these studies use test sets sizes comparable to 
ours. We use a large set of originals and copies (altered versions of the original by a 
diverse set of realistic transformations) and embed them in two collections of one 
million images each. The first collection consists of images downloaded from all 
over the internet, and the second collection consists purely of images from the 
popular Flickr photo sharing website. 

We evaluate the methods by two important, yet potentially contradicting, crite-
ria. First by accuracy, typically measured in terms of false positive and false 
negative rates or their close counterparts precision and recall. Second by computa-
tional requirements, i.e. by measuring indicators for usage of main memory, hard 
disk storage, and processing times for image description and image matching. We 
are especially concerned with the scalability of the detection methods with respect 
to these measurements. In Foo et al. [2007a] an exploratory study is presented 
comparing methods targeted at near-duplicate detection of web images. However, 
the focus of that paper is to detect copies in the results returned by search engines. 
Because we are aiming to detect duplicates in all indexed images, we need to assess 
feasibility at much larger scales. Many studies have focused on test sets with a size 
in the range of 10,000 to 40,000 images [Chang et al. 1998; Lu and Hsu 2005; Ke 
et al. 2004; Foo et al. 2007a, 2007c; Foo and Sinha 2007b], but in the context of 
web search there is clearly a need to use larger test sets. Such kind of studies are 
not frequently carried out, exceptions being Wang et al. [2006] with 1.4 million 
and Ghosh et al. [2007] with 10 million web images. During the past ten years the 
content-based retrieval community has been increasing the size of the credible test 
sets, from hundreds to thousands. It has repeatedly been found that methods that 
work very well on a thousand images frequently perform poorly on ten thousand 
images. Our motivation for using databases containing one million images is thus 
to show scalability for the future. 

The structure of this chapter is as follows. In Section 6.2 we describe the near-
duplicate detection methods we have compared in this study and in Section 6.3 we 
present the image collections. The experimental setup and the obtained results are 
presented in Section 6.4. We conclude in Section 6.5. 

6.2 Near-duplicate image detection methods 
From the research literature we have selected four well-known and representative 
near-duplicate image detection methods. Each of them uses a different representa-
tion as basis for detecting copies, namely discrete cosine transform, discrete 
wavelet transform, color histograms and interest points. We have implemented 
these four methods to the best of our ability, based on the sequence of steps and 
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values used as described in their respective papers. In addition, we have developed 
three other methods ourselves of which the first is based on intensity differences, 
the second on human vision and the third is a hybrid of both. 

In a real-world setting appropriate distance cut-off values need to be established 
for the methods in order to differentiate between copies and non-copies. However, 
for the evaluations performed in this paper we used the ranking of distances 
between images, allowing us to obtain meaningful accuracy and performance 
results by imposing varying distance thresholds 

6.2.1 Discrete cosine transform 
For the representative method using the discrete cosine transform (DCT), we used 
the algorithm of Kim [2003]. The images are first converted to grayscale and then 
resampled using intensity averaging to an 8x8 size. The resulting 64 intensities are 
transformed into a series of coefficients by performing a 2D DCT, of which the 
low-frequency AC coefficients are stored in a rank matrix. Duplicates of an image 
can be detected by comparing and thresholding the L1 distance between the rank 
matrices. The authors found experimentally that using only the 35 low-frequency 
AC coefficients, which are located in the upper-left of the DCT coefficient matrix, 
offered the best ability to discriminate between copies and non-copies. An 
illustration is shown in Figure 6.1. 

 

 

 
34 28 29 32 27 30 23 11 24 31 26 10 8 7 13 35 18 5 6 33 25 17 20 22 15 19 21 16 9 12 3 4 14 2 1 

Figure 6.1: Example of ranking 35 DCT coefficients: From the input image (top-left) an 8x8 DCT 
coefficient matrix is created (top-middle), where the 35 coefficients to be selected are highlighted. 

The indices of these coefficients (top-right) are ranked (bottom) based on the coefficient magnitudes. 

6.2.2 Discrete wavelet transform 
In the work by Chang et al. [1998] each image is resampled to 256x256 pixels and 
then converted to a human perceptual color model. For each of the three color 
channels, Daubechies’ discrete wavelet transform (DWT) is used multiple times to 
reduce the number of coefficients. The resulting 8x8 low frequency coefficients are 
used as color filter, while the 8x8 horizontal, vertical and diagonal high-frequency 
coefficients are separately summed and thresholded and used as shape filter, see 
Figure 6.2. Following the original work, these thresholds were determined using a 
training set of query, web and flickr images. Images are compared by first perform-

257929 58249 44344 13642 17577 3321 5134 1112

3479 2423 2165 11809 1854 1341 2254 7029

12288 2902 25661 7900 10292 5423 1581 3553

3251 8540 5684 8897 7183 1230 8017 1821

1350 4578 1805 846 446 553 4415 3263

1120 1452 678 4003 45 2925 2336 3424

1494 3110 2687 2205 740 3091 2545 3535

6999 4067 2421 3659 7107 2176 5438 1792

1 2 3 4 5 

6 7 8 9 10 11 

12 13 14 15 16 17 

18 19 20 21 22 23 

24 25 26 27 28 29 

30 31 32 33 34 35 



 

112 

ing a filtering step to ensure that the values of the shape filter are identical, and 
then by applying fine-grained matching that looks at the L2 distances between the 
color filters. The resulting duplicates of an image are those images that pass the 
filtering step and have an overall distance smaller than a given threshold. 

               
Figure 6.2: Decomposition of an image (left) into its low frequency and high frequency wavelet 

components (middle). The coefficients in the upper-left quadrant are used to compute the image 
descriptor (right). This is done for each color channel. 

6.2.3 Color histograms 
The representative work for color histograms by Sebe and Lew [2001] begins by 
converting each image to the HSV color space and creating a quantized color 
histogram with 16 bins for hue, 4 bins for saturation and 4 for value. Using a 
training set of originals and copies, the absolute differences between their histo-
grams are modeled into a probability mass function (pmf). To determine whether 
an image is a duplicate of a query image first the normalized histogram of the 
absolute bin differences (ndh) between their color histograms is calculated, see 
Figure 6.3 for an illustration. Then the L1 distance is computed between the pmf 
and the ndh. If the distance is smaller than a certain threshold the images are 
considered to be copies of each other. 

 
Figure 6.3: The pmf trained on originals and copies (left). The ndh between the color histograms of 
two copies (middle). The ndh between the color histograms of two non-copies (right). The first ten 

bins in the ndh model the small differences and the last bin is used for the remainder. 

6.2.4 Interest points 
Because SURF [Bay et al. 2008] has been shown to outperform the other well-
known methods based on interest points SIFT [Lowe 2004] and GLOH [Mikolaj-
czyk and Schmidt 2005], we have selected this method as the leading technique for 
the interest points representation. As we demonstrated in Chapter 5, it is infeasible 
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storage-wise to use the SURF descriptor in its default for large image collections, 
because it roughly requires 45KB to represent an image, and we therefore devel-
oped our own descriptor called TOP-SURF. TOP-SURF is based on SURF, but 
reduces the amount of memory needed by more than 50 times. For the experi-
ments in this chapter we used a dictionary of 200,000 visual words, which were 
obtained by clustering the detected interest points from a training set of query, web 
and flickr images using the bag-of-words technique proposed by Philbin et al. 
[2007]. The detected interest points in an image are then converted into a frequen-
cy histogram of occurring visual words. Next, we applied tf-idf weighting [Salton 
and McGill 1983] to select the most descriptive visual words from the frequency 
histogram as the image descriptor, see Figure 6.4 for an example. By applying this 
weighting and selection technique the method can compete with the other 
methods in terms of required bytes per image. 

      
Figure 6.4: The detected interest points in an image (left) and its histogram of the 25 most descriptive 

visual words (right). 

After preliminary experimentations with varying numbers of visual words, shown 
in Figure 6.5, we found that using the top 100 words gave a very high accuracy for 
an acceptable matching time and descriptor size. Duplicates of an image are found 
by determining the normalized cosine similarity between their tf-idf histograms 
and applying a threshold. 

 
Figure 6.5: Accuracy in mean average precision (left), matching time per query image in seconds 

(middle) and descriptor size in bytes per image (right) vs. varying numbers of visual words. 

6.2.5 Median 
The first of our in-house developed methods is based on intensity differences. After 
converting each image to grayscale, the image is divided into 64 blocks (8 horizon-
tal by 8 vertical). The mean intensity is calculated for each of these blocks and is 
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Figure 6.8: Accuracy in mean average precision (left), matching time per query image in seconds 

(middle) and descriptor size in bytes per image (right) vs. varying numbers of blocks. 

6.2.7 Retina-median hybrid 
This copy detection algorithm combines the small memory footprint of the median 
method with the human vision-based approach of the retina method. Using the 
exponential distribution of the retina method 64 fixed block locations are selected 
in the image, with blocks being allowed to partially overlap. As a result of prelimi-
nary experimentations we found that the best performance was obtained using an 
image resolution of 640x640 with a block size of 32x32. The image description 
and copy detection are then carried out in the same way as the median method. 

6.3 Image collections 
In our experiments, which are discussed in detail in Section 6.4, we will use three 
image databases: (i) the query and copy collection, (ii) the web collection and (iii) 
the flickr collection. 

6.3.1 Query and copy collection 
The query collection consists of 6000 color photos taken at various locations in the 
world, with sizes alternating between 640x480 and 480x640, depending on 
whether the photo was taken in landscape or portrait orientation. See Figure 6.9 
for example images. 

 
 Figure 6.9: Example images from the query collection. 

We held a survey to determine what kind of alterations are considered to be 
duplicates. Because we were interested in not only large but also very small image 
differences, we contacted people who are familiar with image retrieval, image 
editing and/or image creation. We asked them to use their favorite search engine to 
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find colored images of any kind and report on the ways duplicates in the search 
results differed from the query image. Together the 45 respondents looked up 443 
images and found 2019 copies. The results are presented in Table 6.1. Our user-
oriented approach is similar to the work of Foo et al. [2007a]. Several other studies 
[Ke et al. 2004; Nikolopoulos et al. 2010] use the 40 transformations proposed by 
Meng et al. [2003], of which many transformations are similar to ours but some are 
different, for example rotated and mirrored images were also considered to be 
copies. Wang et al. [2006] only regard images that are scaled, converted to 
grayscale or converted into another image format as duplicates of an original 
image. 

Table 6.1: Differences per transformation category between 433 original images and their 2019 
duplicates. Note that a duplicate may differ from an original using multiple transformations. 

transformation percentage totals transformation percentage totals 
color to grayscale 1.8 37 flipping 0.4 8 
intensity 34.4 694 image format (jpeg, gif, etc.) 1.1 23 
hue 2.0 41 framing (black bars) 27.5 555 
saturation 1.2 24 rotation 0.3 7 
contrast 1.0 21 small logos or text 24.1 486 
cropping 31.8 642 large logos or text 13.4 270 
despeckling 0.5 10 other 0.8 16 
size/resolution 38.5 777  

 
To create the copies for each of the query images, we focused on those trans-

formations that had an occurrence of at least 1%. For our study we have created 60 
copies and can categorize them as follows. 

6.3.1.1 Image compression 
This category includes changes in the original that result from image compression. 
These operations change the color values of the pixels, albeit sometimes only 
modestly, as a result of reducing the information used to reconstruct the color 
values. For our tests we save the original images at various levels of compression 
using the Independent JPEG Group scales. 

6.3.1.2 Image scaling 
For this category we create copies by resizing the original images. In addition we 
have transformations that squash the image along the horizontal or vertical 
dimension. 

6.3.1.3 Image framing 
This category includes various transformations to frame the topic of interest. We 
applied cropping, where we cut off parts of the image along one or both dimen-
sions. Similarly, letterboxing transformations are also applied by adding black 
borders around the image. 
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6.3.1.4 Image colorization 
Several transformations are used that adjust the color values of the pixels in the 
image. One transformation converts the image to grayscale and another reduces the 
number of colors to 256, similar to a GIF image. Additional transformations adjust 
the intensity (brightness) of the image or increase the contrast. Because several of 
the survey respondents remarked that hue and saturation were difficult to tell 
apart, we only used saturation to adjust the colors of the image in additional 
transformations. 

6.3.1.5 Image elements 
We created transformations that overlay logos and/or copyright texts onto the 

image. Furthermore we have transformations to mimic the use of an image as the 
background of a web page, overlaying decorative lines or menu items and icons. 
The exact transformations are listed in Table 6.2 and a selection of them is shown 
in Figure 6.10. Our query collection is a set known not to be published on the 
internet, i.e. none of the query images can also be found in the web and/or flickr 
collections. This ensures that the only duplicates encountered during the experi-
ments will be the images generated by the transformations on the original query 
image. 

 

 
Figure 6.10: Examples of image transformations. Clockwise, starting from the top-left: original image, 
crop, letterbox, convert to 256 colors, menu, copyright,  increase in saturation, increase in intensity. 

Table 6.2: Overview of image transformations. 

image compression 10 transformations compress 95% to 50% in steps of 5% 
image scaling 13 transformations scale 20% to 200% in steps of 20%, squash 5% and 10% along 

width or height  
image framing 12 transformations crop 5% or 10% along width and/or height, add black border 5% 

or 10% along width and/or height 
image colorization 16 transformations convert to grayscale, reduce colors to 256, brightness +10% to 

+50% and -10% to -50% in steps of 10%, contrast +10% and 
+20%, saturate +50% and +100% 

image elements 9 transformations add small or large copyright logo and/or text, add decorative lines, 
add simple or elaborate menu 
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6.3.2 Web collection 
In total 2,000,000 web images of diverse modality, e.g. logos, graphics, celebrity 
shots and stock photography, were collected using our internet crawler that we 
discuss in more detail in Appendix A. In Figure 6.11 we show some example 
images. The web images represent well what one would generally encounter when 
browsing on the internet, with the exception of small icons and banners that have 
been left out. The images have dimensions ranging between 250 and 640 pixels, 
with an average size of 450x400. 

 
Figure 6.11: Example images from the web collection. 

6.3.3 Flickr collection 
We downloaded 2,000,000 images from the Flickr website, which is an image and 
video hosting site where many people share their personal photographs. These 
images are mostly of highly photographic nature and often very artistic. See Figure 
6.12 for several example images. The images have dimensions ranging between 50 
and 500 pixels, with an average size of 460x400. 

 
Figure 6.12: Example images from the flickr collection. 

6.4 Experiments 
In total we used 6000 query images, 216,000 duplicates, 2,000,000 web images 
and 2,000,000 flickr images. All three image collections were split in half, where 
one half was used by the methods that required training (i.e. the discrete wavelet 
transform, color histograms, interest points and retina methods) and the other half 
was used for testing all methods. In our experiments we compared each query 
image with either the web database or the flickr database, augmented with its 
copies. We specifically kept the web and flickr collections separate in order to see 
which, if any, differences arise when evaluating a method. This is interesting from 



 

119 

the point of view that the images in the flickr collection are of highly photographic 
nature, just like the query collection, whereas the web collection contains images of 
various modalities. 

6.4.1 Computational performance 
We focus on three main indicators of performance: descriptor size (the amount of 
memory needed per image), description time per image (the average processing 
time needed to calculate the descriptor of an image) and matching time per query 
image (the average processing time needed to compare one query image with all 1 
million web/flickr images plus its copies). Together these measurements constitute 
the most important method-dependent factors determining requirements for main 
memory, disk storage and processing times. 

The main memory requirements are to an important extent determined by the 
size of the indexing structure used, if any at all. For indexing many different 
approaches can be used [Böhm et al. 2001]. In related work we see that hashing-
based techniques (e.g. locality sensitive hashing [Yang et al. 2009]) and tree-based 
techniques (e.g. KD-trees and -forests [Aly et al. 2009]) are popular. The idea of 
indexing is simple: instead of having to compare a query image with every single 
image in the database to find the relevant ones (in our case all duplicates), the 
indexing algorithm performs culling to identify only a fraction of all images which 
supposedly at least contains all relevant images; indexing thus effectively reduces 
the time required, since the query image needs to be compared to fewer images, 
and requires less data to be held in memory, since only the descriptors of the 
culled set of images have to be loaded in memory instead of those of all database 
images. Advanced indexing and data structures may improve performance, and we 
plan to evaluate them in future work. 

In Table 6.3 we show the computational performance results for all near-
duplicate detection methods. We can see that the median and retina-median 
methods only require 8 bytes for an image descriptor. In contrast, the wavelet, 
interest points and color histograms methods need at least 100 times as much 
memory. As an illustration of memory consumption: for the color histograms 
method storing one million image descriptors requires 1GB of memory, whereas 
the median method only needs 8MB. For most methods calculating an image 
descriptor is quite fast, with the median method being the fastest and the interest 
points method the slowest. As for matching, the cosine method needs little time to 
compare image descriptors, whereas the interest points method and particularly 
the color histograms method are quite slow due to having to calculate the differ-
ence between histograms for each pair of images to compare. 

The training phase required for the discrete wavelet transform, color histo-
grams, interest points and retina methods resulted in spending additional time, 
which is shown in Table 6.4. The time required for the training phases of the color 
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histograms and retina methods was relatively short, since both the color histo-
grams’ probability mass function and the retina’s variances are based on differences 
between originals and copies. These methods did not need to consider the web and 
flickr training sets. In contrast, the training phase of both the wavelet and interest 
points methods took more time, because they required the analysis of all training 
images to determine the wavelet’s shape filter thresholds and the interest points’ 
visual word clusters. The training phase of the interest points method lasted 
especially long, taking roughly one week on a high-performance blade server and 
requiring 28GB RAM to calculate the 200,000 visual words. 

Table 6.3: Computational requirements per method. Descriptor size is in bytes, description time is 
the average time in seconds to extract one descriptor, and matching time is the time in seconds to 

match one query image with all images in the test collection. 

method descriptor size description time matching time 
discrete cosine transform 35 0.03 0.7 
discrete wavelet transform 804 0.07 1.0 
interest points (TOP-SURF) 800 0.34 2.2 
color histograms 1024 0.04 6.0 
median 8 0.02 0.8 
retina 50 0.06 1.5 
retina-median hybrid 8 0.30 1.0 

Table 6.4: Training time in hours. 

method training time 
discrete wavelet transform 26 
interest points (TOP-SURF) 166 
color histograms 1 
retina 1 

6.4.2 Accuracy 
To evaluate the accuracy of the near-duplicate detection methods we use a testing 
framework that for each query image measures the distances to all images in the 
test collection. Ideally, all duplicates have small distances to the query image, 
whereas all other images have large distances. For the success of a method, its 
accuracy is of paramount importance: if the accuracy is low then the method is 
useless, even when it demonstrates excellent computational performance. We have 
measured the accuracy of all methods involving the transformations mentioned in 
Section 6.3.1 for both the web and flickr collections. For clarity, in our results we 
define precision as the number of copies found over the total number of images 
looked at and recall as the number of copies found thus far over the total number 
of existing copies. The mean average precision (MAP) is often seen as the area 
under the precision-recall curve and is calculated by first determining the average 
precision over all copies for each of the queries and then averaging these average 
precision values. 
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To analyze the difference in performance on both collections, we calculated the 
MAP values for each of the methods using all copies, see Table 6.5. As can be seen, 
the values obtained on the web collection are slightly higher than those obtained 
on the flickr collection, which suggests that the methods were better able to find 
the duplicates in the web collection than in the flickr collection. This may be 
caused by the multiple image modalities present in the web database, making it 
somewhat easier to discard images as potential duplicates due to their noticeable 
non-similarity to the query images. Nonetheless, in the remainder of our discussion 
we will use the average of all results obtained on both collections for each of the 
methods, since the differences in accuracy between the web and flickr collections 
are relatively small. 

Table 6.5: Mean average precision of each method for the web and flickr collections using all copies. 

method web collection flickr collection 
discrete cosine transform 0.589 0.588 
discrete wavelet transform 0.784 0.776 
interest points (TOP-SURF) 0.987 0.986 
color histograms 0.852 0.847 
median 0.885 0.862 
retina 0.967 0.964 
retina-median hybrid 0.935 0.922 

 
In Figure 6.13 we show the precision-recall curves for each of the transforma-

tion categories. In the compression category all methods perform very well, with 
only the median method performing slightly less and the color histograms method 
dropping off in accuracy towards the end. In the scaling category all methods also 
perform well, although the cosine method has difficulty with some of the transfor-
mations. The framing category proves rather difficult for most methods, with the 
cosine method failing badly, although the interest points, retina and particularly 
the color histograms methods achieve high accuracy. The colorization category 
affects many methods substantially, with the exception of the median, retina-
median and interest points methods. For the color histograms method the color 
alterations differed too much to match most copies to the trained color distribu-
tion. In the elements category the cosine method once again does not have high 
accuracy and the wavelet method has trouble with two of the transformations. The 
other methods perform reasonably well, with the retina, interest points and color 
histograms methods coming out on top. As can be noticed, some of the curves are 
not very smooth, e.g. the retina method in the colorization graph, which is because 
the various transformations in a particular category do not necessarily range from 
‘easy to detect’ to ‘difficult to detect’. Some duplicates may be considered to be 
equally hard to detect from the point of view of one method, whereas this is 
different for another method. Overall, if we look at all categories combined, we see 
that most methods perform quite well, with the interest points method performing 
best and the cosine method performing worst. The interest points method 
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performed so well because its descriptor is robust to significant image content 
alterations. 

 

  

  

 
Figure 6.13: Precision-recall curves of all methods for each of the transformation categories: 
compression (top-left), scaling (top-right), framing (middle-left), colorization (middle-right), 

elements (bottom-left), all categories combined (bottom-right). 

6.4.3 Ranking 
To see on which transformations the methods perform particularly well or bad, we 
show the average rank at which a duplicate is detected in Figure 6.14. Ideally the 
rank at which a duplicate is found is 1. In the compression category we see that as 
the amount of compression increases (copy 1 is slightly compressed, copy 10 is 
highly compressed) that the rank generally also increases. When we look at copies 
of different sizes (copies 11-19) and those that are squashed (copies 20-23), almost 
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all methods perform fairly constant, with an exception for the cosine method that 
improves as the images get larger. Interestingly, the cosine method prefers images 
being squashed in height (copies 21 and 23) rather than in width (copies 20 and 
22). For most methods the average rank increases when images are increasingly 
cropped (copies 24-29) and when the border gets thicker (copies 30-35). The 
cosine method is simply not suited for this category.  

 

 

 
Figure 6.14: Average rank per copy for each of the transformation categories: compression (top-left), 

scaling (top-right), framing (middle-left), colorization (middle-right), elements (bottom). The 
numbers along the copy axis refer to the transformations in the order as specified in Table 6.2. 

In the colorization category we see that most methods can handle the conver-
sion to grayscale well (copy 36), with the exception of the wavelet and color 
histograms method, since these are heavily dependent on color. The conversion to 
256 colors (copy 37) has a large negative effect on most methods, with the 
exception of the retina method. As the brightness ranges from brighter to very 
bright (copies 38-42) and darker to very dark (copies 43-47) we see the all 
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methods perform increasingly badly. The median, retina-median and interest 
points methods are least affected by an increase in brightness, whereas the retina 
method and particularly the interest points method are least affected by an increase 
in darkness. Most methods have trouble with an increase in contrast (copies 48 
and 49), except for the retina and interest points methods. The retina, median, 
retina-median and interest points methods have the least problems with an 
increase in saturation (copies 50 and 51). Finally, in the elements category we see 
that the interest points method and especially the retina method have less trouble 
with the addition of a small copyright logo/text (copies 52-54) and are not much 
affected by a larger logo/text (copies 55-57). The cosine and wavelet methods 
perform badly in this category, also for the decorative lines (copy 58) and the 
menu overlays (copies 59 and 60). 

6.4.4 Discussion 
An ideal near-duplicate image detection method needs little time to calculate the 
descriptor of an image and this descriptor uses a minimal number of bytes. In 
addition, the time needed to compare this descriptor to other image descriptors is 
also short. Finally, the accuracy of the method must be very high. However in 
practice no method possesses all these properties. It is therefore important to 
realize the tradeoffs between the various performance indicators and weigh them 
accordingly to the intended application needs. Since we are using large image 
databases, the following are the points of attention for us: (i) if the descriptor size is 
large, then the method will cause memory consumption issues, unless certain 
measures are taken (e.g. indexing), (ii) if the description time is long, then the time 
necessary to calculate all descriptors will become prohibitive, (iii) if the matching 
time is long, then real-time requirements will suffer (e.g. performing on-the-spot 
detection of copyright infringement for a given original image), and, most impor-
tant of all, (iv) if the accuracy is low then duplicates either won’t be found or non-
duplicates will be incorrectly labeled as duplicates. In Figure 6.15 we combine 
Table 6.3 and Table 6.5 in graphical form. In each of these graphs the ideal 
descriptor would be located in the top-left corner. 

If we evaluate the results with these tradeoffs in mind we can deduce the fol-
lowing. First, the discrete cosine transform-based method only works well for small 
changes in image content. However, for a range of transformations that are 
commonly found on the internet this method is not suitable. Second, the color 
histograms method roughly detects each duplicate around the same rank, but this 
rank is simply too high resulting in many non-copies being marked as more copy-
like than true copies. Its high memory requirement does not lead to high accuracy, 
and its matching time is too long for the method to be useful. Similarly, the 
discrete wavelet transform also uses a large image descriptor, but its accuracy is 
generally average and it only performs well on the compression and scaling 
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categories. The median method shows quite good overall accuracy, especially 
considering that it only requires 8 bytes for its image descriptors. For a moderate 
increase in descriptor size and matching time the retina method performs better. As 
a blend between the retina and the median methods, the retina-median method 
disappoints somewhat. Rather than improving upon its parent methods by 
borrowing their good aspects and leaving out the bad ones, its accuracy ends up 
between both of them. Yet, this method’s performance is generally good, but its 
long description and matching times make it not very attractive. Finally, if accuracy 
is the most important factor and good computational performance plays a smaller 
role then the interest points method is the best choice, since it outshines the 
competition by a large margin. 

 

 
Figure 6.15: Performance tradeoffs using accuracy in mean average precision vs. descriptor size in 
bytes (left), vs. description time of an image in seconds (middle) and vs. matching time per query 

image in seconds (right). Note that the color histograms’ matching time falls off the chart. 

To put the performance of near-duplicate detection methods into perspective 
we can look at ourselves. It is clear that the human vision system is the benchmark 
for visual matching, yet unlike computers none of us will tirelessly browse through 
millions of images to find copies of a particular image. Even then, the time needed 
to do so will be orders of magnitude longer than the slowest of the methods we 
evaluated. The human vision system is very complex and we may be never able to 
fully replicate its functioning into a set of algorithms. Nonetheless, it serves as a 
fantastic inspiration to visual retrieval techniques, as we have seen in this paper 
with the high performance of the retina and interest point methods. This notwith-
standing, the average rank at which a copy is detected using the best near-duplicate 
detection methods is often not the best rank possible. Many non-copies are 
therefore incorrectly labeled as copies. When looking at millions of images this 
number of false-positives can be quite substantial, e.g. reaching a precision of 99.9% 
on one million images still means that on average there are one thousand false 
positives. 

6.5 Conclusions 
In this chapter we have compared several content-based near-duplicate image 
detection methods and assessed their performance in the context of internet search 
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on representative databases in total containing over 2 million images. We have 
shown that to obtain high accuracy it is not necessary to use a large nor computa-
tionally intensive image descriptor. We also presented results per transformation 
category to gain further insight into the strengths and weaknesses of the candidate 
methods. Based on the obtained results we can conclude the following: (i) if very 
low memory usage (8 bytes per image) and fast matching are of paramount 
importance, while still obtaining good accuracy, then the median method is the 
best choice, (ii) if low memory usage (50 bytes per image) and high accuracy are 
the most important, then the retina method is preferred, and (iii) if medium 
memory usage (800 bytes per image) is acceptable and accuracy is the most 
important factor, then the interest points (TOP-SURF) method is the best tech-
nique to use. 
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A. Noteworthy image search 
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We have developed an image retrieval system using many of the techniques we 
have proposed in this thesis. The search engine aims to provide a personalized 
search experience and focuses on returning images that are noteworthy (interest-
ing, special) to the user. One of the goals of the search engine is to find the newest 
images for any particular query, for example "what are the newest images of ‘James 
Bond’ since my last visit?". Because search results often contain many near-
duplicate images, we integrated a copy detection technique in order to diversify the 
image results. We discuss in detail how the search engine was designed and 
developed, and offer insight into techniques for handling large amounts of images. 

A.1 Introduction 
With current estimates putting the number of images available on the internet into 
the tens of billions, it is a immensely interesting resource. These images are very 
diverse and include tiny icons, advertisements, celebrity photos, travel photos and 
even NASA satellite imagery. There are many search engines available that allow 
people to find such images, ranging from well-known ones like Google Image 
Search and Picsearch to the lesser-known ones like Pixsy. Almost all search engines 
support keyword-based searches to find images, where images are associated with 
descriptive keywords that are usually extracted from the webpages they were found 
on. Not many commercial search engines support content-based searches, although 
Google Images is currently rolling out a feature to enable searching for images that 
look similar to one of the images shown on screen. Another search engine called 
Riya, which was recently discontinued, used face recognition software to detect 
which people were present in photos uploaded by users, and could also learn to 
recognize new faces. 

We noticed that current internet search engines do not offer duplicate detection 
and advanced personalization of the search results. With the creation of our image 
retrieval system we aim to fill this void. In the following sections we will introduce 
our search engine and discuss in detail how it was designed and developed. First of 
all, in Section A.2 we present our internet crawler for indexing and downloading 
the millions of images available on the internet and offer insight into techniques for 
handling large amounts of images. In Section A.3 we describe our approach for 
allowing the user to search for images by keyword and in Section A.4 show how 
the search engine handles similar and duplicate imagery. Because the search engine 
is still under development, we have not completed our goal to offer the user a 
personalized searching experience. In Section A.5 we therefore present our 
personalization plans for the future, especially on how to return ‘noteworthy’ 
imagery to the user. All techniques come together in the search engine we describe 
in Section A.6. While our internet crawler navigated the internet we gathered 
interesting statistics, which we present in Section A.7. Finally, we conclude in 
Section A.8. 
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A.2 Internet crawler 
One of our first goals was to download as many images as we could find on the 
internet, and do this as fast as possible. The fact that the internet is very large and 
constantly changing makes this a formidable task. With only limited quantities of 
storage, memory and processing power available, it requires a prudent approach to 
make this task manageable. We discovered from our early prototypes that using 
‘modern’ techniques, such as threads, fibers and in-memory communication, 
resulted in unstable behavior, where often a single thread that misbehaved (e.g. 
crashed, used the CPU or memory excessively) could bring down the entire 
internet crawler. Therefore we shifted our focus to proven techniques and our 
current internet crawler uses separate processes. The processes only communicate 
with each other using files on disk and do not interfere with each other in any 
other way. Since direct communication is not required this is a solution that is both 
elegant and robust. In Figure A.1 we show an overview of our internet crawler. 

 
Figure A.1: The internet crawler. 

One of the main tasks of the crawler manager is to prepare files containing 
unique items for the collectors to look at. The domain collector requests each 
domain’s robots.txt file, which is a file that indicates which parts of the domain 
may be looked at by an internet crawler and which parts may not. If a domain is 
off-limits to our crawler, it will be placed on the black list, so that any future URLs 
that point to that domain can be ignored. The domain collector is also responsible 
for tracking how often requests to a particular domain succeed or fail, and if the 
success-failure ratio is low the domain will also be moved to the black list. The link 
collector analyzes webpages and extracts all URLs that point to other links and to 
images. In the case of an image URL, it additionally obtains raw information that 
describes the title of the webpage, the text surrounding the image, and so on. The 
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idea is that all this information might refer to the actual content of the image. The 
image URL and the image information are passed to the image collector, which 
downloads the image. To ensure the images are likely to be of interest to the user, 
any small icons or banners are discarded, and all other images, together with their 
raw information, are stored on disk.  

The manager performs a uniqueness check of all URLs discovered by the link 
collector, so that no URL is visited twice. Storing each complete URL in memory 
and comparing them character by character is infeasible storage- and processing-
wise. Therefore we represent each URL by hashing it to a 64-bit signature, using an 
adapted version of the Message-Digest algorithm 5 (MD5), a widely used, but 
partially insecure, cryptographic hashing function. Its strength is that highly similar 
inputs will hash to completely different outputs, and additionally it will rarely 
occur for URL signatures to collide. Binary trees are very suitable for quickly 
looking up whether or not a signature exists. However, during preliminary 
experimentation we discovered that using a single binary tree to store all link and 
image signatures caused the lookups to dramatically slow down over time as the 
number of entries greatly increased. Assigning one binary tree per domain to store 
the signatures in resulted in faster lookup speed, although the trees still grew to a 
large size for popular domains. At the same time we noticed that the content at 
these popular domains is frequently updated. As a joint solution to both observa-
tions, our final solution was to use two binary trees per domain, one for the link 
signatures and one for the image signatures, and to remove all entries from the link 
tree once a day. By frequently emptying the link tree we retain fast link signature 
matching, while simultaneously ensuring we can revisit all webpages sufficiently 
often to check for new imagery. By not emptying the image tree, thus keeping all 
image signatures, we still prevent the same images from being downloaded more 
than once. Because URLs found on a page often point back to another page on the 
same domain, the manager randomizes the order in which they are distributed to 
the link and image collectors, to avoid accessing the same web server too many 
times in succession. 

A.3 Keywords 
The raw image information needs to be processed before it can be used by the 
search engine. Without also analyzing the image content it is not possible to say 
with certainty to what extent the information correctly describes what is shown in 
the image. However, there are certain indicators that tell which pieces of informa-
tion are likely to be more correct than others. For instance, it is more probable that 
the filename of the image refers to what the image is about than a random word 
taken from the text surrounding the image. To distinguish between these types of 
information, we therefore assign each of them a confidence factor. These factors 
will be used when producing the image ranking to emphasize those images with a 
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higher confidence of matching the query keywords. This is discussed in more 
detail in Section A.6. The keywords are stored on disk using an inverted index, i.e. 
each keyword file contains the indices of the images that it is associated with, 
including their confidence factors, making it easy to look up which images are 
associated with the query. An overview of the keyword extractor is shown in Figure 
A.2. 

 
Figure A.2: The keyword extractor. 

To support searching by quote, our keyword extractor combines one or more 
successive keywords, so that users can, for instance, search for images that are 
associated with the phrase “star wars”, rather than for images that are only related 
to the individual words ‘star’ and/or ‘wars’. With the latter query there is thus no 
guarantee that both words were associated with the image and, even if that is the 
case, they may not have been found on the webpage in the specified order. We also 
support the common additive and subtractive operators, so that users can force the 
inclusion or absence of certain keywords, e.g. “star wars” +yoda –“luke skywalker” 
ensures that any returned images are associated with the phrase “star wars” and the 
word ‘yoda’, but not with the phrase “luke skywalker”. The keyword extractor 
additionally filters out very common words and very short words, because these 
are unlikely to result in matches that the user is particularly interested in. As a 
special functionality, we have built in preliminary support for language detection, 
so that the keyword extraction can be done more efficiently and people will be able 
to use the language of their choice when searching. Overall, these customizable 
search options give the user a lot of control and using such special queries is likely 
to improve the quality of the search results as experienced by the user. 

A.4 Similarity and duplicates 
In our research on near-duplicate image detection (Chapter 6) we demonstrated 
how suitable our TOP-SURF descriptor (Chapter 5) is for finding copies and near-
copies of images. Because the search results of popular image search engines often 
include many of such images, there is not much diversity in the images shown. For 
instance, when querying Google Image Search for the painting “mona lisa” we were 
shown 20 images, of which 8 were virtually the same and the other 12 were very 
similar to each other. It would be arguably better if the user is also shown other 
results, such as images of the Louvre (where the painting is on display), or of 
Leonardo da Vinci (the painter). Once such diverse results are shown, if the user is 

info keywords 

keyword 
extractor 
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really only interested in a certain image she can request the system to show her 
with more similar ones. To give our system this functionality we have integrated a 
similarity and duplicate detection technique, of which an overview is shown in 
Figure A.3. 

 
Figure A.3: The descriptor extractor and the duplicate and similarity detectors. 

The TOP-SURF descriptors are extracted and stored in a database, after which 
they are analyzed by both the duplicate detector and the similarity detector. The 
difference between both detectors is that the duplicate detector enforces a strict 
threshold that ensures very high similarity between images before considering 
them as copies, whereas the similarity detector does not perform any thresholding, 
allowing for the creation of a ranking of images that ranges from highly similar to 
hardly similar. 

A.5 Personalization and noteworthiness 
To serve the user better, our search engine ideally gets to know each individual 
user, so that it will always return those images that the user is interested in. We 
introduce the notion of noteworthiness of an image, which refers to the intrinsic 
qualities of an image that somehow make it special from the perception of the user. 
To take it to the extreme, for a movie fanatic user anything related to movies is 
noteworthy and everything else is not, whereas for a sports fan all sports-related 
imagery will be noteworthy. For the general public, however, determining the 
noteworthiness of an image will not be so black and white. As we mentioned in the 
introduction, our search engine is still under development and the personalization 
aspect is not yet completed. We believe analyzing user search behavior is the key to 
answering the question of what makes an image noteworthy and will investigate 
this in the near future. Since noteworthiness is subjective, it will most likely be 
defined as a combination of what the population in general finds noteworthy and 
what a certain person finds noteworthy. One direction we may look into is using 
neural networks to learn to discover and detect when an image is noteworthy or 
not. 
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Another direction we will look at is how to adjust the search results based on 
past search behavior. An example would be that if the user has previously searched 
for technology and now wants to find images related to “snow leopard”, our search 
engine would display results for the Apple operating system before any other 
results. If, on the other hand, the user has issued animal- and nature-related 
queries in the past, images of the real snow leopard would be shown first. Current-
ly we already allow users to register with our search engine for improved search 
functionality. An interesting feature offered by the search engine is to keep a 
timeline of the queries a user has issued, so that it can give her the newest images 
for any particular query since her previous visit. We intend to expand the number 
of personalization features in the future to further enhance the search experience. 

A.6 Search engine 
In the search engine all mentioned techniques come together, see Figure A.4. 
When the user types in a search query, the search engine looks up all images that 
are associated with each of the keywords in the query and present the results in a 
ranking. Each image receives an overall score that is based on the number of 
keywords (or phrases) that an image matches and their confidence scores. The 
higher the score, the higher the image will be in the ranking. At the same time, the 
search engine looks up all copies of the images that are about to be shown and if 
necessary modifies the ranking when duplicate images are discovered. Once the 
first page of results is presented the user has several options, i.e. the user can (i) 
click on an image to visit the page on which it was found, (ii) view all images that 
are similar to an image, (iii) view all copies of an image, and (iv) ask the search 
engine to return another page of image results. 

 
Figure A.4: The search engine. 
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Our interface is shown in Figure A.5 and is intentionally designed to look like 
the interface of Google Image Search to provide the user with a sense of familiarity. 
In our interface, the user can type in keywords in the query box to perform a 
search. Once images are returned by the search engine, the user can click on one of 
them to navigate to the original URL at which it was found, find similar images or 
inspect any copies that might have been found. When the shown images are not 
satisfactory, the user can also browse to view more image search results using the 
numbered pane at the bottom of the interface. The user can opt-in to be recognized 
by the search engine, so that her previous queries are remembered and the newest 
images that have appeared on the internet since the last visit can be shown. When 
the future personalization ideas we discussed in the previous section have been 
fully developed and integrated into the search engine, real personal-based search 
will become available to the users. 

A.7 Statistics 
While crawling the internet we gathered many interesting statistics. In Figure 

A.6 we show the number of successful and unsuccessful connections made for the 
10,000 most popular domains. The most popular domains were those that had the 
highest number of URLs pointing at them. We excluded any domain that had a 
negative connection rate, i.e. more unsuccessful than successful connections. The 
10 most popular domains are listed in Table A.1. 

 
Figure A.6: Number of successful and unsuccessful connections for the top 10,000 domains. 

We investigated the causes for connections to be unsuccessful and show the 
errors that occurred in Figure A.7. As can be seen, the most common reason a 
connection was unsuccessful was because the URL to visit belonged to a domain 
that was blacklisted and the connection was therefore prevented from being made. 
Other errors we see are network connectivity errors, such as not being able to 
contact the server, and content errors, such as images not being large enough. 

1

10

100

1000

10000

100000

1000000

10000000

success failure



 

137 

Table A.1: The 10 most popular domains, including the number of successful and unsuccessful 
connections made. 

# domain successful unsuccessful 
1 amazon.com 984137 42353 
2 tomshardware.com 389217 12394 
3 twitter.com 339092 18830 
4 news.com 294044 10739 
5 informationweek.com 228138 25335 
6 billboard.com 176433 14585 
7 tvguide.com 176841 2168 
8 washingtonpost.com 166057 11603 
9 metrolyrics.com 139106 3295 

10 youtube.com 116436 1757 

 
One of the most important aspects of an internet crawler is the number of URLs 

discovered and how fast it can visit them. In Figure A.8 we show the number of 
links, images and domains our crawlers have discovered, how many they have 
visited and the average speed of doing so. We can clearly see that the beginning 
was very tumultuous, with very high speeds being reached for the number of links 
discovered, up to 500 links/sec. At that moment, the available network bandwidth 
was the bottleneck. Shortly thereafter the number of new links, images and 
domains discovered decreased rapidly, and this time the crawler manager was the 
bottleneck. Note that the first big drop in speed shown in the graphs occurred, 
because we temporarily turned the crawler off to check its logs. The general decline 
in speed is due to the manager performing uniqueness checks of all URLs in 
receives, and all collectors find themselves waiting for the manager to assign them 
URLs to visit. We can also see in the figures see that the number of links discovered 
is many times larger than the number of links the link collectors are able to visit. In 
contrast, the image collectors are able to visit all discovered images and the domain 
collectors are able to visit all discovered domains. 

 

 
Figure A.7: Number of unsuccessful connection attempts specified per type of error. 
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Figure A.8: Number (top-left) and speed (top-right) of links discovered and visited, number (middle-
left) and speed (middle-right) of images discovered, visited and downloaded, number (bottom-left) 

and speed (bottom-right) of domains discovered and visited. 

We can observe that around 3 July a significant event took place, because it 
caused a boost in the collection speed. That day we incorporated a new policy to 
empty the link binary tree on a daily basis. This resulted in the link collectors 
visiting many URLs that had been discovered in the past and now were allowed to 
be accessed again. We can see that over time these speed boosts became less 
pronounced. This is because the emptying of the binary tree is handled individual-
ly per domain and takes place when the domain is accessed for the first time after 
the expiry date. The moment of accessing can be at any moment in time, thus such 
speed boosts do not occur simultaneously anymore. Nonetheless, the speed of 
crawling generally is declining. On the last day in the figures, 13 July, on average 
only 65 links were discovered and 11 were visited per second. On the same day a 
mere average of 2.0 images were discovered, 1.4 images were downloaded and 0.4 
new domains were visited per second. Future work should address this issue, so 
that speeds will be significantly higher and ideally remain constant. 
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A.8 Conclusions 
In this appendix we presented an image search engine that is still under develop-
ment. One of its most important building blocks are the images that can be 
searched for. At this moment the performance of the internet crawler that collects 
these images is not yet satisfactory and requires improvement. The near-duplicate 
detection technique we integrated into the search engine is a novel addition that 
provides diversity in the search results, because duplicate images can be grouped 
together. Another novel feature is our label-based clarification system that allows 
the user to get a better understanding of why images were returned by the search 
engine given a particular query. In the near future we will further look into 
personalization of the search results and what makes images noteworthy. 





 

141 

B. Touch-up! image search 
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Taking the artificial imagination approach we proposed in Chapter 3 a step further, 
we present our early work on an interactive image retrieval system that is based on 
the principles of scene completion. The search engine allows the user to erase 
unwanted parts of an image and have them replaced by content that she is 
interested in. The idea is that these realistically-looking touched up images will 
lead to better retrieval results, because they more closely match what the user is 
looking for. 

B.1 Introduction 
The initial query image is of paramount importance when searching for images of 
interest, because it has a direct effect on the retrieval results. The image that is 
chosen as the query image is of course similar to what the user is looking for, but 
nonetheless often does not fully represent what the user has in mind. The selected 
image for instance may contain elements that are not relevant to the user’s 
intention. Our assumption is that the presence of these elements negatively impacts 
the performance of the search engine, causing the retrieval results not to be as good 
as the user would like them to be. One reasonable explanation is that this happens 
because the user looks at an image from a high-level, i.e. the query image contains 
the general concept the user is interested in, even though this is not necessarily 
completely reflected by its content. For instance, suppose that the user is looking 
for images that show a view of the Grand Canyon and she uses the image shown in 
Figure B.1a. To us it is obvious her intention is that the car should not be consi-
dered by the search engine, rather only the scenery from the other parts of the 
image. Yet, traditional search engines will have no idea of the user’s particular 
intention and simply use all image content. In the most positive scenario the 
retrieved images may be other scenes containing a similar view with a car, although 
it is certainly possible that they might as well be scenes that focus on cars, or be 
scenery that contains a large green object. Either way, the presence of the car is 
very likely to have a negative effect on the retrieval results from the point of view of 
the user. Our aim is thus to allow the user to erase such unwanted elements 
(Figure B.1b), and to let the resulting hole be seamlessly filled with semantically 
valid (i.e. plausible, realistic) content that more closely reflects what she has in 
mind (Figure B.1c). In a sense the retrieval system is thus artificially imagining 
scenes. In comparison with the images that are returned by the search engine when 
using the original (unmodified) scene as the query image, we expect that the search 
engine will return more relevant images when the hole-filled scene is used instead. 

Because our scene completion algorithm is still under development, our 
touched up scenes currently do not yet look plausible enough. We aim to have 
completed the search engine in the near future, so we can perform experimentation 
to test our hypothesis. In this appendix we present the current state of our work 
and offer insight into the techniques used by our retrieval system. 



 

a

F
sh

B.
To
the
co
en
W
hu
co
tag
Cr
ph
att
ide
Th
fol

B.
Ha
fin
sce
in 
Th
ch
au
ran
im

B.
Fo
mu

a)

igure B.1: Erasing 
hadow masked out

.2 Scene co
o allow the user
e resulting mi
mpletion techn

ngine. In contra
Wilczkowiak et a

uman user expe
mpleted scenes
ge of users th
riminisi et al. (~
hotographs con
tempts to find 
entifies the best
his patch is then
llowing sections

2.1 Image co
ays and Efros di
nding suitable im
enes often not b
the collection 

he most likely e
hoose from it is
uthors finally ga
nge of suitable

magery (e.g. land

2.2 Finding 
or an image pat
ust fulfill three 

  b)

unwanted element
t, c) touched up sce

ompletion 
r to erase undes
issing pixels w
nique that was 
st with other sc
al. 2005], their
eriments, they s
s were fake was

hinking the sam
~90%). Yet the

nsidered to be 
semantically si

t image patch th
n seamlessly ble
s we will discus

ollection 
iscovered that u
mage patches le
being similar en
increased, the 
xplanation for t
more likely to 

athered a colle
e hole filling m
dscapes and city

suitable image
ch to be blende
conditions. The

144 

ts from photos: a) o
ene where the car i

ired parts of a q
with desired co
proposed by H
cene completion
r method gives
showed that the
s significantly l
me of scenes c
e percentage is 

fake (~12%). 
imilar scenes to
hat matches the
ended into the 
ss the technique

using a small im
ed to unsatisfac
nough. They no
quality of the c
the improved q
find a very sim

ction of 2.3 m
material, the co
yscapes) downlo

e patches 
ed into the inco
e image patch m

  c)

original scene, b) sc
is seamlessly replac

query image and
ontent, we inc

Hays and Efros
n techniques [C
s overall more 
e percentage of
lower (~62%) c
completed usin
still much high
The scene co

o the incomple
e context around
image to comp

e in more detail

mage collection 
tory results, du
oticed that as th
completed scen

quality was that
milar scene to th

million images. T
ollection consis
oaded from Flic

omplete scene i
must be: 

cene with the car a
ced by a rock and a

d to consequen
corporate the 
[2007] into a s

Criminisi et al. 
plausible resul

f users thinking
compared to pe
ng the algorith
her than that o
ompletion tech
ete query imag
d the missing re
lete the scene. I
. 

of 10,000 imag
ue to the most s
he number of im

nes increased as
with more ima
he query image
To cover for a
sted of travel-r
ckr. 

in a plausible w

 

and its 
a tree. 

ntly fill 
scene 

search 
2003; 
lts. In 
g their 
ercen-
hm of 
of real 
hnique 
ge and 
egion. 
In the 

ges for 
imilar 
mages 
s well. 
ages to 
e. The 
 wide 
elated 

way, it 



 
1. 

2. 

3. 

Th
gra
mi
no
tio
no
pa
sem
co
tio

c
gr

graphically va
correspond w
blend the two
contextually
appearance to
semantically
pleted image 

hese three cond
aphical conditi
id-level and the

ot met, the com
on is violated th
oticeable, (ii) wh
atch will be dis
mantic conditio
mbination with

ons of the condi

Figure B.2: Image 
compared with the
reenish) and seman

alid, i.e. the tex
with the gradien
o together, 
valid, i.e. it m

o the image that
valid, i.e. its c
as a whole. 

ditions each ope
on operating o
e semantic con

mpleted scene is
he image patch 
hen the contex
scolored, as a r
on is violated t
h the content o
ition violations.

patches that violat
e sand in the query 
ntic condition (bott

when ble

145 

xture gradient at
nt around the m

must be taken 
t is to be compl

content must m

erate on a differ
on the low-leve
dition on the h
s affected as fol
will not blend 
tual condition i
result of the bl
the content of i
f the incomplet
 

 

 

 
te the graphical con
image), contextual

tom, a cloud in the
ended into an incom

t the edges of th
missing region in

from an imag
leted, 

make sense whe

rent level of ima
el, the contextu
high-level. Whe
lows: (i) when 
in smoothly an
is violated the 
ending process
image patch wi
te scene. See Fi

ndition (top, the be
l condition (middle
e blue sky is replace
mplete scene. 

he patch must c
n order to seam

ge that is simi

en viewing the 

age analysis, wi
ual condition o
en the condition
the graphical c

nd hard edges w
content in the 
s, and (iii) whe
ill look unnatu
igure B.2 for ill

 

 

 
each sand is too ro
e, the brown bear t
ed by a jumping pe

closely 
mlessly 

lar in 

com-

th the 
on the 
ns are 
condi-
will be 
image 

en the 
ural in 
lustra-

ugh 
turns 
erson) 



 
B.2

To
co
En
wh
gis
a d
ed
fou
ag
co
the
tor
su
vis
hig
of 
ve
fir

lab
im
co
the
ex
str
of 
ach
pr
bo

im
de

2.2.1 Finding

o find suitable 
llection that ar

nsuring graphic
hich is describe
st scene descrip
descriptor in L

dge responses a
und that a gis
gregated to a 
ntains the colo
e gist. Both des
r is suitable for
itable for findi
sualized. Althou
gher level conte
the large numb
ry similar in str
st two required

Figure B.3: A

When the use
b descriptors ar

mage collection 
ntext correspon
e two images an

xcluding the hol
ructure and the
the candidate 

hieve this, a se
oportion to how

oth the gist and 
Because the d

mages is used to 
eviations are eq

g similar scenes

image patches
re contextually 
cal validity wil
ed in the next s
ptor [Oliva and 
*a*b* (‘lab’) co
at multiple scal
st descriptor bu
4x4 spatial res

or information o
scriptors compl
r finding similar
ing similarly co
ugh both are lo
extual and sem
ber of images i
ructure and col

d conditions. 

An example image 

er provides a qu
re computed, af
is determined. 
nds with the inc
nd (ii) the color
le. The reason f
 color of the m
image patch, b

eparate weight 
w many valid p
lab descriptors 

distance range 
normalize the 

qual and they t

146 

s the idea is to
and semantical
ll take place d
section. To det
Torralba 2001,

olor space. The
les into very c
uilt from 6 or
solution to be 
of the scene res
ement each oth
rly structured s
olored scenes. 
w-level descrip

mantic informati
in the collection
lor to the incom

  
(left) and its gist (m

uery image with
fter which its si
The ideal matc
complete query
ring of both ima
for excluding th

masked out quer
because any val

mask is applie
ixels are in that
is identical, the
of both descrip
distances by we
thus influence 

o first find sce
lly similar to th
during the loca
termine the mo
, 2006] is used 
e gist descriptor
oarse spatial b
riented edge re
most effective.

sampled to the 
her very well, si
cenes, whereas 
In Figure B.3

ptors and inhere
on, the assump
n, the best mat

mplete scene an

  
middle) and lab (ri

h a missing reg
milarity to each
ching scene is t
y image, i.e. bot
ages should be s
he hole is that i
ry patch do not 
lid content can 
ed that weights
t bin. Since the 
e same weight m
ptors is differe
eighting them s
the ranking si

enes from the 
he incomplete i
al context matc
ost similar scene

in combination
r aggregates ori

bins. Hays and 
esponses at 5 
. The lab desc
spatial resoluti

ince the gist de
the lab descrip

both descripto
ently cannot de
ption is that, be
tching scenes w

nd thus will fulf

 
ight) descriptors. 

gion, first its gis
h of the scenes 
the one of whic
th (i) the structu
similar to each 
in principle bot
have to match 
be placed ther

s each spatial b
spatial resolutio

mask can be use
ent, a training 
so that their stan
imilarly. In the

image 
mage. 
ching, 
es the 
n with 
iented 
Efros 
scales 

criptor 
ion of 

escrip-
ptor is 
rs are 
scribe 
ecause 
will be 
fill the 

st and 
in the 
ch the 
ure of 
other, 
th the 
those 

re. To 
bin in 
on for 
ed. 
set of 
ndard 

e final 



 
dis
dis
on

B.2
Be
sim
sim
by
ou
ou
dif
wi
sca
in 
de
dis

B.
Sim
res
co
the
us

B.2
W
the
be
ach
gra
cu
qu
inc

stance calculat
stance. Of all th

nes are used for 

2.2.2 Local co
ecause the gist 
milar in structur
milar in colorin
y aligning the ca
ut region. The 
utside of the m
fferent size (i.e
ith the query im
ales and by tran
L*a*b* color s

escriptor already
stant matches re

Figure B.4: An

2.3 Seamless
mply copying a
sult. Even thoug
loring near the 
e transition bet
er. A graph cut 

2.3.1 Graph c
When the optima

e graph cut sea
est seam that r
hieved by minim
aph cut algorith

ut from both th
uery image is 
creases with th

ions the gist 
he millions of im
fine-grained m

ontext matching
descriptor ensu
re to the query 

ng, the next step
andidate scenes
local context i

mask, see Figur
e. resolution-wi
mage, the local 
nslating it in all
pace and also u
y ensured the s
eceive a penalty

n input image with

s blending 
an image patch
gh the alignmen
boundaries of 

tween the two 
and image blen

cut seam finding
al image patch 

am finding techn
reduces hard e
mizing the grad
hm of Boykov e
he query image
discouraged by
e distance from

147 

distance contr
mages in the col
atching. 

g 
ures that the b
image, and the

p is to perform 
s to the so-calle
is defined as a
re B.4. Because
ise) and scale (
context is floate
l directions. Th

using their coars
cenes and the q

y based on their

  
h a masked out regi

h into the missi
nt of the local c
both the patch 
is not smooth 

nding technique

g 
has been foun

nique of Kwatra
edges and artif
dient of image d
et al. [2001]. Th
e and the image
y using a pen

m the hole. Pixe

ibutes twice a
llection, only th

best matching c
 lab descriptor 
fine-grained ma

ed local context
an 80 pixel wid
 the candidate
(i.e. zoomed in
ed over the sce

he contexts are 
se texture gradie
query were alre
r displacement o

ion (left) and its loc

ing region will 
context means th

and the hole a
enough and wi
e is used to solv

nd for each of t
a et al. [2003] i
facts as much 
differences alon
he graph cut alg
e patch, althou
alty for remov
els can only be 

as much as th
he 200 best mat

candidate scene
ensures that th
atching. This is

xt around the m
de boundary o
 scenes can be

n/out) in compa
nes at three dif
pixel-wise com
ents. Because th

eady roughly ali
offset. 

 
cal context (right). 

not give a pla
hat the structur

are roughly the 
ill be noticed b

ve this issue. 

he candidate sc
is applied to fin
as possible. T

ng the seam usin
gorithm is allow
ugh cutting from
ving each pixe
 cut along the 

he lab 
tching 

es are 
ey are 

s done 
masked 
on the 
e of a 
arison 
fferent 

mpared 
he gist 
igned, 

usible 
re and 
same, 

by the 

cenes, 
nd the 

This is 
ng the 
wed to 
m the 
l that 
seam, 



 
wh
on
tio

reg

B.2
Gi
qu
are
us
co
of 
i.e
pa
wi
sol
ite
tio
illu

Fi
p

hereas on the ou
n the inside of t
on is shown in F

Figure B.5: Graph
gion (top-left), the

is only all

2.3.2 Poisson 
iven the optima
uery image. Even
e not yet nicely
ed to smoothly
mposite scene. 
the image patc

e. the gradient o
atch that it is r
ith Dirichlet bo
lved in each of

eration with su
ons, whereas Ha
ustration of Poi

gure B.6: Blending
patch (right). As can

match those u

utside of the sea
the seam the pi
Figure B.5. 

h cut seam finding, 
candidate image p

lowed along the sea

blending 
al seam, the im
n though the gr

y aligned. The s
y blend the inco

This is done by
ch using the gra
of the image pa
replacing. The 
oundary conditi
f the RGB color
ccessive over-re
ays and Efros u
sson blending i

g the query image r
n be seen, the colo
sed in the query im

148 

am the pixels m
ixels must come

 

 
showing a close-u

patch (top-right), th
am, and the resulti

mage patch still 
radients along t
seamless cloning
omplete scene a
y performing a 
adient of the m
atch is made to 
interpolations t
ions, which are
r channels. Pére
elaxation or V-
sed the Poisson
is shown in Figu

egion (left) and im
rs of the image pat

mage, resulting in a

must come from 
e from the imag

p of the query ima
he graph cut labelin
ng optimal seam (b

cannot be cop
the seam have b
g technique of 
and the image p
guided interpol

missing region a
look like the g

to be solved ar
e to be uniquely
ez et al. applied
-cycle multigrid
n solver of Agra
ure B.6. 

mage patch (middle)
tch are adjusted by 
a smooth and hardl

the query imag
ge patch. An ill

 

 
ge around the miss
ng indicating that c
bottom-right). 

pied directly int
been minimized
Pérez et al. [20
patch together 
lation of the gra

as the guidance 
gradient of the 
re Poisson equ
y and independ
d either Gauss-
d to solve the 
awal et al. [2006

) to obtain the com
the blending proc

ly noticeable seam.

ge and 
lustra-

sing 
cutting 

to the 
d, they 
003] is 
into a 
adient 
 field, 
query 
ations 
dently 
Seidel 
equa-

6]. An 

 
mposite 

ess to 
 



 

149 

The final completed scenes, one composite scene per query image/image patch 
combination, are ranked based on the combined score obtained by adding the 
scene matching distance, the local context distance and the cost of the graph cut, 
normalized so that each component influences the score equally. The 20 scenes 
with the lowest scores are then shown to the user. 

B.2.4 Algorithm optimization and modification 
In our work, we have implemented the scene completion technique to the best of 
our ability, based on the sequence of steps and values used as described in the 
original paper. Our end goal was to increase the computational performance of the 
algorithm to near real-time using a single high-end workstation, so that a user does 
not have to wait more than a few seconds before the completed scenes are dis-
played. Hays and Efros used a cluster of 15 machines to perform the scene 
completion, with matching and blending of the scenes taking several minutes. We 
optimized and slightly modified the algorithms to speed up the scene completion 
and to further improve the quality of the resulting scenes. The most notable 
changes we made are the following: 

Image collection 
We enlarged the collection even further to 3 million images. Having access to more 
images should increase the likelihood of finding even better matching image 
patches. In contrast with the images downloaded by Hays and Efros, which had a 
maximum dimension of 1024 pixels on either side, we downloaded images with a 
dimension of 500 pixels, because these were more readily available. 

Descriptor normalization 
Hays and Efros used a set of training images to normalize the descriptor distances 
by weighting them so that their standard deviations are equal. Our normalization 
approach is similar, albeit slightly different. We randomly selected 10,000 images 
from our collection of 3 million images and for each descriptor determined the 
average distance ߤ  and the standard deviation ߪ  resulting from comparing all 
images with each other. We then considered each descriptor’s distance weight ratio ݀ݎݓ as 

ݎݓ݀  ൌ ߤ ൅ ߪ1.5 . (B.1) 

The normalization factor ݂݊, with which the regular descriptor distance will be 
multiplied, is its inverse 

 ݂݊ ൌ ݎݓ1݀ . (B.2) 

The normalization factors ensure that the adjusted descriptor ranges account for 
most of the variability in the data. After applying the normalization factors the 
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descriptors are compatible with each other, e.g. when the gist and lab distances are 
combined, a 10% change in the gist descriptor has about the same impact as a 10% 
change in the lab descriptor. 

The gist descriptor used for selecting the candidate scenes has a fixed length 
and therefore its normalization factor only needs to be calculated once. Even 
though the lab descriptor has a fixed length for selecting the candidate scenes, its 
length varies when it is used for matching the local context. The number of pixels 
in the local context – and thus the length of the descriptor – is dependent on the 
mask the user has drawn. As a consequence its normalization factor is also variable. 
This is also the case for the texture descriptor. We therefore determined the 
relation between the distance weight ratios of the lab and texture descriptors and 
the number of pixels in an image. We extracted the descriptors from images of 
varying sizes, namely 32x32, 64x64, 96x96 and 128x128 pixels. Note that since 
the L*, a* and b* color components of the lab descriptor have different value 
ranges, each component also has a different impact on the distance when compar-
ing two descriptors. We therefore calculated the normalization factors for each of 
its color components first, before determining the overall normalization factor for 
the lab descriptor. The experimental results, shown in Figure B.7, revealed a linear 
relation for both the lab and texture descriptors, allowing us to easily obtain 
suitable normalization factors for local contexts of any size. 

  
Figure B.7: Distance weight ratio for various numbers of pixels for the lab descriptor (left) and the 

texture descriptor (right). 

Image matching and indexing 
Because the scenes only partially use the gist and descriptors, depending on which 
regions of a query image are missing, it is not straightforward to apply an indexing 
technique to speed up the discovery of suitable candidate scenes. However we may 
be able to loosen this restriction a bit, particularly regarding the lab descriptor. The 
Poisson blending algorithm adjusts the colors of the candidate image patch to more 
closely resemble those used in the query patch that it is replacing. When their 
coloring differs greatly, the colors in the image patch may be shifted unnaturally, 
see for example Figure B.8. Therefore it may be wise not to apply the weighted 
mask to the lab descriptor when matching candidate scenes, forcing candidate 
scenes to have a similar colored matching region to the query region. Of course, 
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approach we used the relative location of the center of the local context in the 
query image to determine its corresponding location in the candidate scene, e.g. if 
the original local context is positioned at 75% of the width and 60% of the height 
of the query image, then this will correspond with a location in the candidate scene 
at 75% of its height and 60% of its width. In contrast with the original local 
context matching, where all valid translations were considered for which the local 
context was fully contained within the candidate scene, we restrict the amount of 
translation in all directions. This is because (i) the gist descriptor already ensured 
that the local contexts are already roughly aligned, so distant matches are unlikely 
to be ever chosen, and (ii) comparing the contexts for all valid translations within 
all candidate scenes is computationally very intensive. As a consequence of this 
rough estimation where to place the local context in the candidate scene, we 
decided not to use the translation offset as a penalty score and simply focused on 
selecting the best matching local context. Note that we reduced the size of the local 
context boundary from 80 to 40 pixels, since the images we downloaded are 
smaller than those Hays and Efros used. 

Selecting the final scenes 
In the original algorithm, the distances of the candidate matching, the local context 
matching and the cost of the graph cut are all combined, all with an equal impor-
tance on the overall score. Normalizing the descriptor distances was relatively 
straightforward, however this is not the case for the graph cut, because it not only 
depends on the number of pixels in the local context, but also the number of pixels 
on the edge of the context, the intensity differences between the pixels to cut, and 
so on, making it difficult to determine what the relation is between the normaliza-
tion factor and the shape of the graph. Rather than tackling this problem directly, 
we devised an alternative approach to allow for an equal importance for all three 
scoring components. We simply assign a rank to each completed scene per 
component and reach its combined score by adding the three independent ranks. 
For instance, if a particular scene has the fifth lowest distance for the candidate 
matching, the second lowest distance for the local context matching and the third 
lowest graph cut cost, its final score will be 5 ൅  2 ൅  3 ൌ  10. The 20 completed 
scenes with the lowest overall scores are then returned to the user. 
 

At the moment our scene completion algorithm is nearing completion, and the 
quality of the initial completed scenes is promising, although the scenes are not yet 
sufficiently plausible. Hays and Efros noted that their algorithm performed poorly 
when only having access to a limited number of candidate scenes. For this reason 
we downloaded 3 million travel-related images from Flickr. Upon closer inspection 
of our image collection we noticed that a very large percentage of these images 
were in fact not the type of images we expected to obtain, but rather were incor-
rectly tagged. This may be one of the causes why our completed scenes are not 
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realistic. As a consequence, we made changes to our Flickr crawler to ensure it only 
downloads images of the appropriate kind and recently restarted it. In the near 
future we hope to have again collected several million images, now true travel-
related images, which we hope will lead to better completed scenes. As we 
mentioned before, we have adjusted the original algorithm on several accounts, 
mainly focusing on making the algorithm faster. We already noticed that our 
algorithm only takes a few minutes to complete 20 scenes on a single workstation, 
in contrast with the original algorithm that, according to Hays and Efros, took one 
hour to complete. We will investigate in the future the extent of the impact that all 
our changes have had on the quality of the completed scenes. 

B.3 Searching for images 
The scene completion technique has so far only been used to generate scenes 
where the missing region has been filled in with semantically meaningful content. 
Our idea is to take this a step further and integrate the technique into the process 
of image search to improve the retrieval performance. We consider the technique 
to be particularly interesting, because it allows the user to remove unwanted 
elements from the query image before submitting it to the retrieval system. Our 
hypothesis is that by removing these elements the search engine will be able to 
return better images than it would have done when leaving the image unchanged. 
Of course, even though the image that is chosen by the user as the query image is 
already similar to what the user is looking for, it may be that any non-relevant 
image elements are still taken into account by the retrieval system, negatively 
affecting the retrieval performance. In the next sections we will outline our 
approach for such a scene completion-based image retrieval. 

B.3.1 Keyword-based search 
Common ways for a retrieval session to start is with the user providing an example 
image [Bian and Tao 2010] or by typing in one or more keywords [Lu et al. 2003]. 
It is also possible that the user chooses one from a random selection of images from 
the database [Thomee et al. 2009b]. Having to provide an example image is often 
very inconvenient for the user, because this means that the user should already 
have an image available that is similar to the one she wants to find. Choosing an 
image from a random selection is more convenient, but may require requesting the 
system to show additional sets of random images before an image similar to the 
target image is located. In contrast, the option to search using keywords is a very 
attractive way to start a new retrieval session, since the user simply has to type in 
one or more words that describe the image of interest.  

With keyword-based retrieval it is very important that images are associated 
with appropriate words that describe them, because images will not show up if 
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they are mislabeled or not labeled at all. Many image collections are already 
annotated or make it possible to obtain the annotations if necessary. For instance in 
a collection of images found on social photo sharing websites, such as Flickr, 
keywords can be trivially obtained, since users typically assign a number of 
descriptive tags to the images they upload to the site. To enable a keyword-based 
search on unannotated collections, it is generally not feasible to manually annotate 
all images as collections often contain thousands or millions of items. Therefore 
more and more research is directed at automatic image annotation [Fan et al. 
2008]. Although the performance of the current techniques is not completely 
satisfactory yet, the results are promising and the quality of the annotations is likely 
to greatly improve over the next years. 

For our retrieval system we designed an internet crawler that visited as many 
websites as possible and downloaded all images it encountered, under the condi-
tion that they were big enough (e.g. no icons) and regularly shaped enough (e.g. no 
banners). To obtain descriptive keywords to enable searching by text we analyzed 
the webpage on which each image was found. We specifically focused on the title 
of the page, the filename of the image, the text surrounding the image and so on, 
because all this information might refer to the actual content of the image. We 
assigned a confidence value to each extracted keyword to indicate its likelihood of 
actually referring to the image content. The confidence values were based on where 
on the webpage the keyword was found, since it is for instance more likely that the 
filename of the image correctly describes the content of the image than one of the 
words in the surrounding text. Our image crawler is discussed in more detail in 
Appendix A. In total we downloaded 10 million images. 

When using the search engine the user can enter one or more words and/or 
phrases. The system will then look up all images that are associated with them and 
present the results in the form of a ranking. The more keywords an image matches, 
and the higher their associated confidence values, the higher in the ranking the 
image will be. 

B.3.2 Content-based search 
We consider that searching by keyword is a good way to start the search, but not 
for finding all images that the user is looking for. As mentioned before, images that 
are precisely what the user is looking for will not be found via a text-based search if 
they are not properly annotated. It is a well-known fact that human annotation is 
subjective, thus in collections that are manually annotated the same image may be 
differently labeled when multiple labelers are involved. We also noticed that user 
tags on social photo sharing sites are quite frequently incorrect, sometimes caused 
by batch tagging, i.e. tagging many photos at once without considering each photo 
individually. Relying exclusively on text is thus not a good strategy, especially 
when the user is interested in visual components of the image that are difficult to 
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describe with words. The saying ‘a picture is worth a thousand words’ is quite 
appropriate in this context, because it implicitly suggests that a handful of 
keywords can impossibly accurately and completely describe the content of an 
image. Therefore we integrate visual matching into our retrieval system, where the 
content of images is analyzed to determine which ones are similar to the query 
image and which ones are not. In principle any descriptor that is appropriate for 
determining visual similarity can be used by the retrieval system. In our retrieval 
system we may choose between two kinds of descriptors, the first one is the 
gist+lab descriptor combination and the second one is our TOP-SURF descriptor. 

Gist+lab 
The gist+lab descriptor combination is a logical choice to use in our search engine, 
since we have already used them and we know that they are very suitable for 
finding images that are similar in structure and coloring as the query image. We 
thus believe these descriptors will allow the retrieval system to return all images of 
interest to the user. Similar to how they were used in the scene completion 
algorithm, when the query image is compared with images in the web collection, 
we determine the similarity between their descriptors using the sum of squared 
differences. In the final distance calculations we also let the gist distance contribute 
twice as much as the lab distance. Because there is no hole anymore in the query 
image there is no need for any local context matching to take place. Finally, the 
web images are ranked based on their distances to the query image, where those 
that show the most similarities to the query image are shown at the top of the 
ranking. 

TOP-SURF 
We have developed a descriptor called TOP-SURF that is based on SURF [Bay et al. 
2008], but is a factor 50 smaller in size. Our descriptor is discussed in more detail 
in Chapter 5. In essence, TOP-SURF pre-clusters the SURF interest points ex-
tracted from a large number of training images into a large number of visual words. 
Given a new image, the detected interest points are then converted into a frequency 
histogram of occurring visual words. By applying tf-idf weighting [Salton and 
McGill 1983] the top ܰ most descriptive visual words are then selected from the 
frequency histogram as the descriptor of the image. In our experiments on near-
duplicate detection, discussed in Chapter 6, we observed that the TOP-SURF 
performed very well. It will be interesting to see how well it performs to find 
similar images, rather than copies. 
 

We plan to evaluate in the future how well these descriptors will be able to find 
similar images to a query image. The best performing one, either gist+lab or TOP-
SURF, will be selected for inclusion in the retrieval system. 
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B.3.3 Touch-up! search 
At any time in the search process the user can decide to touch up one of the shown 
images. The user can mask out parts of the image and let the scene completion 
algorithm generate a set of plausible scenes. From these generated scenes the user 
can then choose the composite scene that best corresponds with what she has in 
mind. In principle, the image can be touched up any number of times until the 
user is satisfied with the final composite image. This image is then used as the 
query for the content-based search. An overview of the retrieval system is shown in 
Figure B.10. 
 

 
Figure B.10:  Overview of our retrieval system, with the scene completion component highlighted on 

the right hand side. 

Note that the image collection in which the user wants to find images is not 
necessarily the same database that is used for completing the scenes. It is thus 
possible to perform the keyword- and content-based searches in any database, for 
instance one of the many versions of the well-known Corel collection (e.g. 
[Duygulu et al. 2002]), one of the MIR-FLICKR sets (e.g. [Huiskes et al. 2010]) or 
a proprietary image collection. The main purpose of the travel-related scene 
completion image database is to fill up any holes the user has created after 
removing undesired image elements. However, both collections should contain 
images that are not too structurally different, since the gist descriptor attempts to 
find the best structurally matching scenes to the query image. If no suitable 
structural matches can be found the resulting completed scenes are unlikely to 
look plausible. One important issue we thus have to investigate is whether or not 
the 10 million web images we downloaded are appropriate for scene completion. 
Suppose a user finds an image that she likes, but the image requires some touching 
up to remove an unwanted element. The structure of the image then needs to 
correspond with several of the scenes in the collection of landscape images in order 
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for the scene completion algorithm to be able to fill the masked region with 
meaningful content. Our preliminary experiments show that many of the web 
images are actually quite different from the travel-related scenery for the scene 
completion algorithm to find good candidate scenes. We therefore may need to 
focus on obtaining a more similar image collection, thus perhaps solely focusing on 
images from Flickr instead. 

B.4 Conclusions 
The scene completion algorithm of Hays and Efros is a promising technique for 
removing unwanted elements from an image by replacing it with plausible content. 
We have performed an initial implementation of this technique and integrated it 
into a keyword- and content-based image retrieval system. Even though our 
completed scenes look promising, they do not look realistic yet. We are in the 
process of improving the algorithm, and we expect our algorithm to benefit from 
the new collection of travel-related images we are currently downloading. Once our 
algorithm gives satisfactory results, we will perform experiments on a large-scale 
database to test whether or not touched up images will return more relevant images 
to the user. 
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In het huidige digitale tijdperk is de computer niet meer weg te denken en is deze 
zelfs superieur aan de mens op allerlei gebieden, bijvoorbeeld in het oplossen van 
ingewikkelde wiskundige materie of het voorspellen van het weer. Echter op 
andere gebieden is de computer helemaal niet zoveel slimmer, alhoewel hij veel 
van zijn tekortkomingen kan compenseren met brute rekenkracht. Met name op 
het vlak wat de mens zo uniek maakt, het analyseren van materie vanuit een hoger 
perspectief en het vormen van relaties tussen velerlij zaken, legt de computer het 
vaak af qua intelligentie en capaciteit. Eén van deze gebieden betreft het zoeken 
naar multimediale informatie, het onderzoeksveld waar dit proefschrift zich op 
richt. 

 Nu de tendens is om steeds meer informatie te verplaatsen naar persoonlijke 
computers of het internet, komt er een extra dimensie bij kijken als het gaat om het 
(terug)vinden van deze informatie. Zoekmachines zoals Google en Yahoo! tonen 
aan dat dit goed lukt voor textuele informatie. Echter, als het gaat om 
beeldmateriaal zijn de resultaten wisselvallig. Het spreekwoord “een beeld zegt 
meer dan duizend woorden” is kenmerkend voor het probleem, zeker omdat deze 
woorden ook variëren per persoon die naar het beeld kijkt. Wat door een persoon 
als een “vakantiekiekje van een berg” wordt gezien, kan door een ander worden 
beschreven als “landschap van IJsland”, en door een derde als “de Eyjafjallajökull 
vulkaan op het punt van uitbarsten”. Om mensen naar foto’s te kunnen laten 
kunnen zoeken, zal een computer dus met allerlei mogelijke omschrijvingen van 
de foto rekening moeten houden. 

In dit proefschrift doen wij onderzoek naar hoe de computer de inhoud van 
beelden zodanig kan interpreteren, dat het de juiste beelden kan bepalen waarnaar 
de gebruiker op zoek is. Deze zoektocht kan eventueel plaatsvinden in combinatie 
met een terugkoppelingsfase, waarbij de gebruiker aangeeft welke van de getoonde 
beelden zij relevant danwel irrelevant vindt in vergelijking met het door haar 
gezochtte beeld. Ook presenteren wij onderzoek naar methodes die de computer 
beelden laat genereren die zich richten op bepaalde beeldkenmerken waarin de 
gebruiker specifiek geïnteresseerd lijkt te zijn, een nieuw paradigma dat wij 
kunstmatige verbeelding noemen. Verder omvat ons werk onderzoek naar 
verbeterde manieren om makkelijk in een beeldencollectie te zoeken en vergelijken 
wij verscheidene methoden die als doel hebben de (bijna-)kopiën van een beeld te 
onderscheiden van alle andere beelden in een verzameling. Als laatste lichten wij 
de sluier op van een tweetal projecten die zich momenteel nog in de  
ontwikkelingsfase bevinden. In de volgende secties zullen wij de hoofdlijnen van 
het proefschift bespreken. 
 
In hoofdstuk 1 introduceren wij ons vakgebied, waarbij wij de huidige 
standaarden, definities en terminologie bespreken. Wij tonen voorbeelden van de 
beeldenverzamelingen die doorgaans door andere onderzoekers in ons vakgebied 
gebruikt worden, evenals populaire technieken om beelden te representeren vanuit 
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het oogpunt van de computer. Ook introduceren wij evaluatiemethoden die 
gebruikt worden voor het bepalen van de effectiviteit van een nieuwe ontwikkeling, 
en illustreren wij deze methoden aan de hand van een fictieve onderzoekssituatie. 

In hoofdstuk 2 brengen wij het onderzoekslandschap in kaart van het 
vakgebied dat zich bezig houdt met het interactief zoeken naar beelden. Het 
rapport bestaat uit een analyse van meer dan 200 artikelen die tussen 2002-2010 
gepubliceerd zijn en biedt inzicht in welke richtingen het vakgebied zich 
momenteel aan het ontwikkelen is. Verder dient dit rapport als doel om de context 
weer te geven waarin ons eigen onderzoek zich bevindt. 

Het nieuwe paradigma dat wij kunstmatige verbeelding noemen wordt 
beproken in hoofdstuk 3. Kunstmatige verbeelding biedt de zoekmachine de 
mogelijkheid de verbeelding aan te spreken met als doel om beelden te 
synthetiseren die idealiter lijken op datgene waar de gebruiker naar op zoek is. Wij 
presenteren een methode, geïnspireerd door evolutionaire algorithmen, voor het 
genereren van texturen, die zich richten op bepaalde beeldkenmerken waarin de 
gebruiker geïnteresseerd lijkt te zijn. Het vraagstuk is of gebruiker sneller de voor 
haar interessante beelden kan vinden als deze gesynthetiseerde beelden door de 
zoekmachine aangewend kunnen worden tijdens de zoektocht. Onze hypothese is 
dat positieve danwel negatieve feedback van de gebruiker op deze beelden de 
computer betere informatie verschaft over haar wensen dan als zij feedback zou 
hebben gegeven op een regulier plaatje uit de beeldencollectie. 

Wij zien verscheidene parallellen tussen kunstmatige verbeelding en kunst-
matige intelligentie, waarbij de laatste een enorme ontwikkeling heeft doorgemaakt 
van primitieve intelligentie tot het niveau van vandaag, met als ultiem doel het 
niveau van menselijke intelligentie te evenaren of zelfs te overtreffen. In dit opzicht 
zien wij ook de ontwikkeling van kunstmatige verbeelding, waarbij over enkele 
jaren ons huidige werk misschien als primitief ervaren zal worden, maar waarin het 
wellicht ook aan de basis staat van een ontwikkelingsrevolutie, die uiteindelijk zal 
resulteren in kunstmatige verbeelding die in staat is menselijke verbeelding te 
evenaren. 

Een van de grote vraagstukken, zoals gesteld door onderzoekers in ons 
vakgebied, betreft de noodzaak voor experientiële systemen die de gebruiker in 
staat stellen inzicht te krijgen in mediacollecties en haar de mogelijkheid bieden 
deze te exploreren. In hoofdstuk 4 presenteren wij een experientieel systeem, 
welke de gebruiker via een intuitieve interface door de collectie laat grasduinen. 
Een nieuw navigatiemechanisme, deep exploration genoemd, stelt de gebruiker in 
staat eenvoudig beelden te vinden die zich op diverse plekken in de collectie 
bevinden. Het zoeksysteem vindt beelden die lijken op een bepaalde zoekopdracht 
door de kleur en texturen te vergelijken met alle plaatjes in de collectie. Als de 
gebruiker feedback geeft poogt het systeem automatisch te distilleren in wat voor 
mate de gebruiker gericht is op bepaalde kleuren en op bepaalde texturen, en 
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gebruikt het deze informatie om een betere selectie beelden aan de gebruiker te 
kunnen retourneren. 

In de latere hoofdstukken verleggen wij onze focus naar collecties die miljoenen 
beelden kunnen bevatten. Met zo veel beelden is het zoeken naar de plaatjes waar 
de gebruiker naar op zoek is een echte opgave, o.a. vanuit het oogpunt van vereiste 
rekenkracht, opslag- en geheugencapaciteit, en acceptabele precisie in de gevonden 
resultaten. In hoofdstuk 5 beschrijven wij een techniek, genoemd TOP-SURF, om 
op een compacte manier beelden door de computer te laten representeren. TOP-
SURF combineert de techniek die opvallende details vindt in beelden met die 
gebaseerd op visuele woorden. Sterke punten van TOP-SURF zijn dat snel beelden 
met elkaar vergeleken kunnen worden en dat de representatiegrootte afgestemd 
kan worden op het beschikbare geheugen en/of gewenste precisie in de resultaten. 

In hoofdstuk 6 vergelijken we diverse kopieherkenningstechnieken met elkaar, 
gebruikmakend van een database die in totaal meer dan 4 miljoen beelden bevat. 
De kopiën zijn gemaakt door originelen aan te passen door middel van diverse 
transformaties, bijvoorbeeld door ze groter of kleiner te maken of er een copyright 
logo op te plaatsen. In de techniekvergelijking richten wij ons op de hoeveelheid 
rekenkracht die benodigd is, hoeveel geheugen de methodes gebruiken en hoe snel 
en hoe goed ze de kopiën kunnen onderscheiden van alle andere beelden. 

De experimenten uitgevoerd in de hoofdstukken 5 en 6 hebben gebruikgemaakt 
van beelden die verkregen zijn van het internet. In appendix A bespreken wij 
onder andere de structuur van onze beeldensnuffelaar, die het internet afstruint en 
alle beelden die hij tegenkomt in een verzameling opslaat. Tevens presenteren wij 
een bètaversie van onze ‘opmerkelijke beeldenzoekmachine’, die als doel heeft de 
gebruiker beelden voor te schotelen die voor haar opmerkelijk zijn. Voor een 
filmfanaat zijn dat bijvoorbeeld alle beelden die met films te maken hebben, terwijl 
dat voor een atleet vooral beelden zullen zijn die met sport te maken hebben. 
Tegelijkertijd integreren wij onze TOP-SURF kopieherkenningstechniek om de 
getoonde zoekresultaten te diversificeren, door kopiën te groeperen en zodoende 
meerdere verschillende beelden te kunnen tonen. Onze huidige zoekmachine is 
nog niet gereed en vooral de personalisatie van de zoekresultaten vereist nog enige 
aandacht, maar desalniettemin is het vooruitzicht van onze zoekmachine 
rooskleurig. 

Als laatste onderwerp presenteren wij in appendix B de bètaversie van onze  
‘retoucheer beeldenzoekmachine’, welke is gebaseerd op de principes van 
scenevoltooiing. De zoekmachine biedt de gebruiker de mogelijkheid om op 
interactieve wijzen ongewenste beeldelementen te verwijderen en deze elementen 
te laten vervangen door andere inhoud. Deze vervangende inhoud is niet alleen 
zodanig geconstrueerd dat het naadloos in het originele beeld past, maar zorgt er 
ook voor dat de algehele inhoud nog steeds als realistisch ervaren wordt. Oftewel, 
als er in een foto van Rome een auto van de voorgrond wordt weggehaald, zal deze 
niet vervangen worden door een pinguïn, maar eerder door bijvoorbeeld een 
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fontein. Onze veronderstelling is dat de ongewenste beeldelementen een negatieve 
impact hebben op de zoekresultaten, en wij denken dat als de gebruiker met deze 
geretoucheerde beelden een zoekactie start naar andere beelden die er op lijken, de 
zoekresultaten meer beelden zullen bevatten die van interesse zijn voor de 
gebruiker, dan als de gebruiker gezocht zou hebben met het onaangepaste beeld. 
Omdat de zoekmachine niet helemaal gereed is hebben wij onze hypothese nog 
niet kunnen testen, maar de gebruikte technieken zijn veelbelovend en naderen 
voltooiing. Derhalve hopen wij op korte termijn met een volledig functionele 
zoekmachine aan de slag te kunnen. 
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