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CHAPTER 1

Introduction

1.1 Large-scale structure formation

The Universe has an estimated age of 13.7 hillion years (Ksuret al. 2009). Dedicated galaxy
redshift surveys like the 2dFGRS and the SDSS (Colless 208l; Abazajian et al. 2009) show
that the millions of visible galaxies in the present Uniwehgive organized themselves in a non-
homogeneous, large-scale structure that is generallyreeféo as the cosmic web. From obser-
vations of the cosmic microwave background (CMB), it is dedi that the matter distribution
in the early universe (0.3 million years after the Big Bangswery homogeneous, except for
tiny fluctuations (e.g., Hinshaw et al. 2009). The deepdsbasmical observations with large
telescopes discovered distant galaxies and quasarsKarget al. 2003; lye et al. 2006) that
were already in place when the Universe was less than of@byikars old. Cosmologists try to
understand how the initial, nearly homogeneous distriloutif matter evolved into the current,
clumpy structure that we observe in the present Universs thierefore important to gather ob-
servational evidence of the evolution of galaxies and tlengo web in both the distant, young
Universe and the local, present Universe.

The largest inhomogeneous structures observed in the lbugerse are clusters that can
consist of hundreds of galaxies. Typical sizes for richteltssof galaxies in the present Universe
are 5-30 Mpc (e.g., Bahcall 1988). Clusters appear to beemted by filaments, elongated
galaxy distributions between clusters with lengths of 5acMpmore and widths of 10 Mpc.
The clusters and filaments are surrounded by empty voids.

The common paradigm of structure formation is that the priiad (CMB) density fluc-
tuations (mostly dark matter) within a certain mass rangabe gravitationally unstable and
collapsed into dense structures surrounded by voids ofyespgice (e.g., Peacock 2001). In the
cold dark matter ACDM) model of structure formation, density fluctuations é@vogressively
larger amplitudes on smaller length scales. Thereforetsire formation is expected to proceed
in a ‘bottom-up’ manner, with stars forming earlier thanagéés, and galaxies forming earlier

1



2 Chapter 1. Introduction

than galaxy clusters (e.g., Yoshida 2009). Clusters oceuggyecial position in this hierarchy,
since they are the largest objects that have had time to godeavitational collapse.

The ACDM model predicts biased formation of smaller-scale stmgcin larger-scale re-
gions of enhanced mass density. It also predicts gradualtigrof structure through mergers.
These predictions seem to fit well to the observed clusteaimymerging activity of galaxies
(e.g., Peebles 1980; Hwang & Chang 2009). Cosmological t¢lstmulations (e.g., Springel
et al. 2005) show that also clusters undergo mergers. Cdisamal evidence is accumulating
that this is indeed the case (e.g., Kempner & Sarazin 2004 refierences therein). The in-
terplay between theory and observation should eventuedly ko a complete picture of how
galaxies and clusters came to take their present forms.

1.2 Cosmic radio sources

Existing optical and infrared telescopes are already mgthie first billion years of the Universe.
Planned observational programs are aimed at directly tiegeleght from objects even farther
away. However, tracing the cosmic history from this epocth&current is biased by selection
effects due to extinction near the source (e.g., dust obsctaefbsmation) or by cosmic extinc-
tion. Radio waves are generally not sensitive to extindiipigas or dust, and therefore provide
an unbiased view on the early Universe. A typical sampleightradio sources contains galax-
ies out to the largest distances, whereas a bright optiogblsacontains mostly nearby objects.
Relatively few objects are bright enough radio emitterseaétectable across cosmic distances,
but these objects do appear to have a direct relation to-Eogke structure formation.

Radio galaxies are a subclass of active galactic nuclei (A®Kich are galaxy cores in
which the central massive black hole f10M,) accretes matter. AGN are hosted by very
massive ellipticals (82 M_). AGN in the local Universe are rare, but much less so in the
early Universe. Considering the short lifetime of radiors@s (10—100 Myr), it is not unlikely
that every massive galaxy may have gone through one or mdie liaud periods. The clumpy
optical morphology of radio galaxies in the distant Unieg(Bentericci et al. 1999) indicates that
radio activity is triggered by matter accretion through gegs. Radio galaxies are found to be
among the most massive galaxies in the distant Universe féilgy & De Breuck 2008), living
in overdense regions of galaxies (Venemans et al. 2002 yMil@l. 2004). Therefore, distant
radio galaxies are considered to be the signposts of cligtaation in the early Universe. The
activity of radio-loud AGN is found to have a pronouncdfket on the state of the intra-cluster
medium (ICM) (e.g., Fabian et al. 2003). This feedback may pih important role in reducing
the rate at which galaxies are formed (e.g., Croton et al6200

There is a small fraction of clusters in the local Universat #amit detectable radio waves
on megaparsec (Mpc) scales. These clusters have reldtvgly X-ray luminosities, high ICM
temperatures and large galaxy velocity dispersions (Elanjsch 1982). Cluster mergers are
highly energetic events-(10° ergs) that @er an explanation for the non-relaxed cluster state
(e.g., Ferrari et al. 2008). Theftlise radio emission originating from these radio clusteesdo
not appear to be associated with AGN, but with the gas in thé. IBalos are central, unpo-
larized radio sources for which the regular morphology fdugoincides with the X-ray mor-
phology. Relics are more elongated, highly polarized ratiorces at the outskirts of clusters
(e.g., Rottgering et al. 1997; Brentjens & de Bruyn 2004)ich are thought to be tracers of the
shock waves generated by cluster mergers (Enf3lin et al,; Miigati et al. 2000). Clusters with
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diffuse radio emission also have relatively many head-taikigdde.g., Rottgering et al. 1994a;
Klamer et al. 2004), which may indicate a relation betweestelr mergers and the appearance
of radio-loud AGN.

The radio emission from AGN and clusters is synchrotronatmin, which is recognised by
the typical power-law spectral shafSe « v=® over decades in frequency (e.g., Klamer et al.
2006). Synchrotron radiation requires relativistic elecs to spiral around magnetic field lines.
For both halos and relics, the exact mechanism that prodheesynchrotron emission is not
fully understood. For AGN, the relativistic electrons andgnetic field are likely to originate
from the accretion disk near the central, supermassivekiiate (Rees 1978; Blandford &
Payne 1982). For clusters, the origin of both the magnetid &ed relativistic electrons is
uncertain. The magnetic field may be an amplification of a prdial magnetic field (e.g.,
Carilli & Taylor 2002). The large size of both the halo andiaekquire that the relativistic
electrons are generated in-situ, possibly by merger-iedwhocks or turbulence in the ICM
(e.g., Feretti & Johnston-Hollitt 2004; Ferrari et al. 2D08enerally, synchrotron radio emission
provides a unique diagnostic for studying the magnetic figlstsma distribution, and gas motion
within clusters of galaxies.

For bright samples of radio sources, the median spectrakimgl found to bex ~ —-0.8
(e.g., De Breuck et al. 2000), which indicates that most e$éradio sources become increas-
ingly brighter towards lower frequencies. This is typigdimited at lower frequencies by a
spectral turnover due to synchrotron self-absorption ee-free absorption (Rybicki & Light-
man 1979). Nonetheless, radio observations can benefittirerincreased brightness towards
low-frequencies, especially for steep-spectrum sourees {1) like distant radio galaxies and
diffuse cluster sources. Other sources with steep spectra suié ridio lobes of previously
radio-loud AGN, where the energy loss of radiating electreteepens the synchrotron spec-
trum, which can provide a record of the cluster history (Miley 1980). Tielens et al. (1979),
Blumenthal & Miley (1979) and others found that, in flux-lied surveys, radio sources with the
steepest spectra (e.g., the lowepare systematically more distant. Selection of radio sesirc
by their ultra-steep spectra (US&;< —1.3) has led to the discovery of the most distant radio
galaxies to date (see Miley & De Breuck 2008).

1.3 Low-frequency radio interferometry

The study of large-scale structure formation clearly bés&fom radio observations at low fre-
guencies. An additional benefitis the relatively large fiefeliew, which can be several degrees
in diameter. From here on, ‘low-frequency’ (LF for shortjees to radio frequencies around
300 MHz and below. The lower limit in radio observing is setthg opacity of the Earth’s
atmosphere for radio waves with a frequency below 10-30 Mt¢pénding on the ionospheric
conditions). The fundamental relationship between angelsolution and the wavelength to
telescope size ratio requires LF observations to be peddnrith an interferometer rather than
a single dish to obtain an angular resolution that can beesspd in arcseconds rather than arc-
minutes. The two largest operational LF interferometeaysiare the Very Large Array (VLA)
at 74 MHz (Kassim et al. 2007) and the Giant Metrewave Radiesbepe (GMRT) at 153 and
235 MHz (Swarup 1991). Both arrays have maximum baselingeifaa-antenna separations)
of around 30 km.

To date, the LF capabilities of these and other radio interfeters remain poorly utilized,
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which is reflected in the relatively few scientific publicats using LF observations from the
VLA and the GMRT. The main reason is that, towards low fregqies) the image background
RMS typically rises even faster than the flux density of an W8&ce. This results in a relative
loss of dynamic range. The increase in background RMS isajlpithe result of severalkects
(e.g., Thompson et al. 2001): (i) a high sky temperature floenMilky Way foreground, (ii)
reduced telescopefiziency, (iii) wide-field imaging issues (like theterm, bandwidth & time
averaging smearing), (iv) poorly constrained and variabiteenna beam patterns on the sky
(including pointing errors, beam squint), (v) radio fregag interference, and (vi) ionospheric
propagation fects. Several of thesdfects can be removed or suppressed during data reduction
if suitable algorithms are available.

Given the current state of data reduction software, ffiects of the ionosphere are con-
sidered to be one of the main limiting factors for high-resioin LF radio observations (e.g.,
Kassim et al. 1993). The dominant error on intensity measargs is due to a phase rotation
that varies with antenna position and viewing direction acales with wavelength. Lonsdale
(2005) explains how the increase of the field-of-view anditiveease of the array size compli-
cates ionospheric phase calibration. Self-calibratiog.(@earson & Readhead 1984), which
can determine one correction per antenna, breaks down jrésence of direction-dependent
errors. Field-based calibration (Cotton et al. 2004) isdimgle existing implementation of a
direction-dependent correction scheme for ionosphermsglotations, but it is limited in appli-
cability to compact£ 10 km) arrays.

1.4 This thesis

In this thesis, three studies are performed on large-straletsre formation (Chapters 4 to 6).
The main tool for two of these studies is high-resolutiomn-foequency radio interferometric
observations. Therefore, the first part of the thesis isaddd to improving the image quality
of these observations (Chapters 2 and 3).

In Chapter 2, a new calibration method is presented to suppressfibets of ionospheric
phase rotations on low-frequency interferometric obg@ma. The new calibration method,
named SPAM, has two important advantages over field-badéntataon (Cotton et al. 2004),
namely: (i) the base functions of the ionosphere model arpalgnomials, but optimized base-
functions derived using the Karhunen-Loeve transfornd, @ipthe ionospheric corrections are
not limited to gradients over the array, but can contain &igdrder terms as well. These items
are expected to improve the calibration accuracy, in paericfor larger arrays (a few tens of
kilometers). Tests on simulated and real observations thighVLA at 74 MHz (up to 23 km
baselines) show a significant improvement of the output ergagplity as compared to existing
calibration methods, which reflects the relative improvetireionospheric calibration accuracy.

In Chapter 3, extensions to the SPAM algorithm are presented to make #thad more
robust. The extensions consist of: (i) a model in which thdirBensional ionosphere is repre-
sented by multiple discrete layers instead of one discagter] and (ii) a filter to solve for slow
instrumental phase drifts that were previously assumee twolnstant. As the first extension is
expected to yield improved results for larger arrays, théogpmance of the new SPAM func-
tionality is applied to extended VLA 74 MHz observations i@ largest configuration (35 km
baselines). Image analysis shows a nearly equal perfornainthe single- and multi-layer
models, except for a slight improvement in the overall as&tric accuracy of the multi-layer
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model images. Detection and removal of instrumental pha#s dignificantly improved the
fitting accuracy of both single- and multi-layer ionosphgrhase models to the observational
data.

In Chapter 4, the SPAM algorithm is applied to a deep, high-resolutionRAML53 MHz
survey of the NOAO Bodtes field (Jannuzi & Dey 1999). This 8ag degree northern field
has been previously targeted by surveys spanning the efgcgomagnetic spectrum, including
deep Westerbork Synthesis Radio Telescope (WSRT) obgarsait 1.4 GHz (de Vries et al.
2002) and near-infrarell4-band observations (Elston et al. 2006). Source extractiothe
153 MHz image yields a catalog ef600 sources down te 4 mJy, with very low contamination
and high positional accuracy. This catalog includes 4 sssuticat were previously identified as
possible distant radio galaxies (Croft et al. 2008). Souotmts are accurately determined down
to a flux level of 20 mJy (for the first time at this frequencyhieh are found to match well with
source counts at 325 MHz. Combination with the 1.4 GHz cgtalp de Vries et al. (2002)
yields ~ 400 accurate spectral index measurements. The detectiotiof of radio sources
in the Kg-band image drops with spectral index, indirectly repradgc¢he known correlation
between distance and spectral index. The 153 MHz cataloicsnl6 compact USS sources
that are candidate distant radio galaxies. Follow-up olagiems are needed to determine the
true nature of these sources.

In Chapter 5, a low-frequency radio study is presented on the local rickter Abell 2256.
This cluster is known to possess a central radio halo, alpergbradio relic and an unusual large
number of tailed radio sources (e.g., Bridle et al. 1979td&iing et al. 1994a; Miller et al. 2003;
Clarke & EnR3lin 2006; Brentjens 2008). The study comprisesiesolution, wide-band WSRT
observations between 115 and 165 MHz, and high-resolutiddiRG observations at 153 and
325 MHz. SPAM calibration is applied to the GMRT 153 MHz datafull bandwidth WSRT
intensity map reproduces the halo and relic detectionslevehspectral index map across the
WSRT band reproduces the spectral steepening acrossithandlthe extremey ~ —2) steep
spectrum over large parts of the halo (Clarke & Enf3lin 2008)e spectral steepening across
the relic supports the hypothesis that a large merger shooésponsible for its appearance.
The complementary GMRT images are used for a detailed stlitlyooemission regions that
have been noted for their entangled and complex morphaobjiear the cluster center we find
two new radio sources that have no clear origin. One regi@toisgated and may be a low-
frequency extension of a head-tail galaxy. The other mayl#eAGN plasma. Overall, the
presence of several head-tail galaxies and several brigiss®n regions with no clear origin
support a recent cluster merger scenario, in which dishabsin the ICM strongly influence
the appearance of (previously) radio-loud AGN.

In Chapter 6, the Lyman break technique (e.g., Steidel et al. 1998) igl tsesearch for
distant galaxies in the vicinity of a distant radio galaxy JNB38-1942 (De Breuck et al. 2001).
This USS radio galaxy is known to inhibit a volume overdgnsit Lyman-« emitting (LAE)
galaxies (Venemans et al. 2002; Venemans 2005) that ig Itketbe a protocluster (a forming
cluster). Deep, wide-field optical and near-infrared inmgeB-, R.- andi’-bands from the
Subaru-telescope facilitate a search for Lyman break geddkBGs) out to the boundary of the
protocluster structure and beyond. Using color selectigaréa by Ouchi et al. (2004a) yields
~ 900 candidate LBGs within the® x 0.5° field, including TN J1338-1942. Although the
probed volume is much deeper than the depth of the proteec|ube projected distribution of
LBGs shows a prominent overdensity near the radio galaryilesi to the overdensity found
earlier using LAEs. The angular clustering signal of theralld BG distribution is found to
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be significant, which is complemented by a significant exoégsnpty areas (possibly voids).
When the number of observed concentrations in the projddB&al distribution is translated
into a volume density, this number is similar to the volumaddty of rich clusters in the local
Universe. The observed angular distribution can be exptbas the projection of the large-scale
structure in the distant Universe.

1.5 Future prospects

The future of high-resolution, low-frequency radio astroty looks bright. There are two new
major LF radio telescopes inftiérent stages of development. Most progressed is the constru
tion of the Dutch Low Frequency Array (LOFAR; e.g., Rottiger et al. 2006), covering fre-
guency ranges from 10 to 90 MHz and 110 to 250 MHz. This telesaill consist of 36 sta-
tions (fields of static antennas, electronically equivetelishes) in the Netherlands alone, with
baselines up to 50 km. For E-LOFAR, several additional@tatiare planned for construction in
various other European countries, stretching the longesgtlme to above 1000 km. In full oper-
ation, the imaging resolution and sensitivity are expetdak at least 1-2 orders of magnitude
better than VLA and GMRT. Construction of the Dutch LOFAR igected to be completed
in 2010. The second new LF telescope is the American Long W&agth Array (LWA; e.g.,
Taylor 2007), planned to cover a frequency range of 20 to 8&MFhis project is currently in
the prototype phase. The full LWA will consist of 53 statiafsstatic antennas, with baselines
up to 400 km. Upon completion, the LWA will be a serious contpefor (E-)LOFAR.

The existing large arrays with low-frequency capabilitsA and GMRT, will benefit from
ongoing developments. The GMRT has a new software corredailable that is currently
being commissioned. There are also ongoing developmentstiew LF receiver that can be
used between 30 and 90 MHz. The current transition of the VbAhe extended (E-)VLA
includes a planned preservation of the 74 and 330 MHz receatethe antennas. This means
the LF signals are to be correlated with the new softwareetatior. There is rumour that even
the 74 and 330 MHz receivers may be replaced with improvediesbiand versions.

One important lesson to be learned from this thesis is tbagptimal performance of LO-
FAR, LWA and other large LF telescopes, it is crucial to uskbcation algorithms that can
properly model and remove ionospheric contributions fromdbservations.



CHAPTER 2

lonospheric calibration of low-frequency radio
interferometric observations using the peeling scheme
I. Method description and first results

Abstract. Calibration of radio interferometric observations becsrimereasingly dficult to-
wards lower frequencies. Below 300 MHz, spatially variant refractions and propagation de-
lays of radio waves traveling through the ionosphere cahas@rotations that can vary signif-
icantly with time, viewing direction and antenna locatidn this chapter we present a descrip-
tion and first results of SPAM (Source Peeling and Atmospghdiadeling), a new calibration
method that attempts to iteratively solve and correct fapgpheric phase rotations. To model
the ionosphere, we construct a time-variant, 2-dimensioinase screen at fixed height above
the Earth’s surface. Spatial variations are described ryracated set of discrete Karhunen-
Loeve base functions, optimized for an assumed power-fmetsal density of free electrons
density fluctuations, and a given configuration of calibratmurces and antenna locations. The
model is constrained using antenna-based gain phasesidinidual self-calibrations on the
available bright sources in the field-of-view. ApplicatiohSPAM on three test cases, a simu-
lated visibility data set and two selected 74 MHz VLA datasgields significant improvements
in image background noise (5 to 75 percent reduction) anccequeak fluxes (up to 25 percent
increase) as compared to the existing self-calibratiorfietdtbased calibration methods, which
indicates a significant improvement in ionospheric phasibregion accuracy.

H. T. Intema, S. van der Tol, W. D. Cotton, A. S. Cohen,
[. M. van Bemmel, and H. J. A. Rottgering
Accepted for publication ilstronomyé Astrophysics
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2.1 Introduction

Radio waves of cosmic origin are influenced by the Earth’soafshere before detection at
ground level. At low frequencies (LK 300 MHz), the dominantféects are refraction, propa-
gation delay and Faraday rotation caused by the ionospagre Thompson et al. 2001). For a
ground-based interferometer (array from here on) obsgvinoF cosmic source, the ionosphere
is the main source of phase errors in the visibilities. Anoplé errors may also arise under
severe ionospheric conditions due tffidiction or focussing (e.g., Jacobson & Erickson 1992a).

The ionosphere causes propagation del@iedinces between array elements, resulting in
a phase rotation of the complex-valued visibilities. Thiagger array element (antenna from
here on) depends on the line-of-sight (LoS) through the $phere, and therefore on antenna
position and viewing direction. The calibration of LF obsgtions requires phase corrections
that vary over the field-of-view (FoV) of each antenna. Qalilon methods that determine just
one phase correction for the full FoV of each antenna (likecadibration; e.g., see Pearson &
Readhead 1984) are therefore ifistient.

lonospheric &ects on LF interferometric observations have usually bgeared for several
reasons: (i) the resolution and sensitivity of the existingays were generally too poor to be
affected, (ii) existing calibration algorithms (e.qg., sedflibration) appeared to give reasonable
results most of the time, and (iii) a lack of computing powexd® the needed calculations pro-
hibitly expensive. During the last 15 years, two large andesensitive LF arrays have become
operational: the VLA at 74 MHz (Kassim et al. 2007) and the GViR 153 and 235 MHz
(Swarup 1991). Observations with these arrays have denabedthat ionospheric phase rota-
tions are one of the main limiting factors for reaching theatretical image noise level.

For optimal performance of these and future large arrayis bkt capabilities (such as LO-
FAR, LWA and SKA), it is crucial to use calibration algoritlsrthat can properly model and re-
move ionospheric contributions from the visibilities. leidased calibration (Cotton et al. 2004)
is the single existing ionospheric calibration & imagingthea that incorporates direction-
dependent phase calibration. This technique has beensfultg@pplied to many VLA 74 MHz
data sets, but is limited by design for use with relativelynpact arrays.

In Section 2.2, we discuss ionospheric calibration in maitl In Section 2.3, we give
a detailed description of SPAM, a new ionospheric calibratnethod that is applicable to LF
observations with relatively larger arrays. In Section 2vé present the first results of SPAM
calibration on simulated and real VLA 74 MHz observationd aompare these with results
from self-calibration and field-based calibration. A dission and conclusions are presented in
Section 2.5.

2.2 lonosphere and calibration

In this Section, we describe some physical properties ofdhesphere, the phasdéfects on
radio interferometric observations and requirementsdnospheric phase calibration.

2.2.1 The ionosphere

The ionosphere is a partially ionised layer of gas betweé® and 1000 km altitude over the
Earth’s surface (e.g., Davies 1990). It is a dynamic, inhgemeous medium, with electron
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density varying as a function of position and time. The stdit@nization is mainly influenced
by the Sun through photo-ionization at UV and short X-ray @ewxgths and through injection
of charged particles from the solar wind. lonization duttimg day is balanced by recombination
at night. The peak of the free electron density is locatedraight around 300 km. The free
electron column density along a LoS through the ionosptegenerally referred to astal
electron contentor TEC. The TEC unit (TECU) is 26 m~2 which is a typically observed value
at zenith during nighttime.

The refraction and propagation delay are caused by a vargfractive index of the iono-
spheric plasma along the wave trajectory. For a cold, cofilsess plasma without magnetic
field, nis a function of the free electron densityand is defined by (e.g., Thompson et al. 2001)

2
4
P
_2’ (2'1)

with v the radio frequency ang, the plasma frequency, given by

e [N,
AL S 2.2
YT on em’ (2.2)

with e the electron chargen the electron masg, the vacuum permittivity. Typically, for the
ionospherey,, ranges from 1 to 10 MHz, but may locally rise up~4®00 MHz in the presence
of sporadic E-layers (clouds of unusually high free eletttensity). Cosmic radio waves with
frequencies below the plasma frequency are reflected byotimsphere and do not reach the
Earth’s surface. For higher frequencies, the spatial tiaria in electron density cause local
refractions of the wave (Snell's Law) as it travels throuba tonosphere, thereby modifying
the wave’s trajectory. The total propagation delay, irdégn along the LoS, results in a phase
rotation given by

$on = —? f(n ~1)d, (2.3)
with c the speed of light in vacuum. For frequencies- v, this can be approximated by
ion _ l 241 — &
" ~ o fvp dl = Iremo fnedl, (2.4)

where the integral ovem, on the right is the TEC along the LoS. Note that this integex! d
pends on the wave’s trajectory, and therefore on local céfna. Because the refractive index
is frequency-dependent, the wave'’s trajectory changdsfiéjuency. As a consequence, the
apparent scaling relatiagfi®™ o v~ from Equation 2.4 is only valid to first order in frequency.

Although bulk changes in the large scale TEC (e.g., a fadt@0dncrease during sunrise)
have the largest amplitudes, the fluctuations on relatigetgll spatial scales and short tem-
poral scales are most troublesome for LF interferometrgeokations. Most prominent are the
traveling ionospheric disturbances (TIDs), a responsedastic-gravity waves in the neutral at-
mosphere (e.g., van Velthoven 1990). Typically, mediume®|Ds are observed at heights be-
tween 200 and 400 km, have wavelengths between 250 and 4Q@akel, with near-horizontal
velocities between 300 and 700 kmttin any direction and cause 1 to 5 percent variations in
TEC (Thompson et al. 2001).
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The physics behind fluctuations on the shortest spatialemgadral scales is less well under-
stood. Temporal and spatial behaviour may be coupled thrqugsi-frozen patterns that move
over the area of interest with a certain velocity and dimti{iJacobson & Erickson 1992a,b).
Typical variations in TEC are on the order of 0.1 percenteobsd on spatial scales of tens of
kilometers down to a few km, and time scales of minutes dowe f@w tens of seconds. The
statistical behaviour of radio waves passing through thadiom suggests the presence of a tur-
bulent layer with a power-law spectral density of free eteedensity fluctuationB,,_(q) o g™
(e.g., Thompson et al. 2001), with= || the magnitude of the 3-dimensional spatial frequency.
P..(a) is defined in units of electron density squared per spatejudency. The related 2-
dimensional structure function of the phase rotatiaf emerging radio waves from a turbulent
ionospheric layer is given by

Dy = ([¢(x) = ¢(x + N]?) < 17, (2.5)

wherex andx + r are Earth positions, = |r| is the horizontal distance between these two points,
(...) denotes the expected value and « — 2. For pure Kolmogorov turbulence,= 11/3,
thereforey = 5/3.

Using diferential Doppler-shift measurements of satellite signeds Velthoven (1990)
found a power-law relation between spectral amplitude adlsstale ionospheric fluctuations
and latitudinal wave-number with exponent2 = 3/2. Combining with radio interferomet-
ric observations of apparent cosmic source shifts, varhdeéin derived a mean height for the
ionospheric perturbations between 200 and 250 km. Througlysis of diterential apparent
movement of pairs of cosmic sources in the VLSS, Cohen &griithg (2009) find typical val-
ues fory/2 of 0.50 during nighttime and 0.69 during daytime. Directasuwrement of phase
structure functions from dierent GPS satellites (van der Tahpublishedl shows a wide dis-
tribution of values fory that peaks at 1.5. On average, these results indicate the presence of
a turbulent layer below the peak in the free electron detiséyhas more power in the smaller
scale fluctuations than in the case of pure Kolmogorov teree. Note that for individual ob-
serving times and locations, the behaviour of small-scat@spheric fluctuations may ftér
significantly from this average.

2.2.2 Image plane ffects

Interferometry uses the phasdfdrences as measured on baselines to determine the angle of
incident waves, and is therefore only sensitive to TEffedénces. A baseline is sensitive to
TEC fluctuations with linear sizes that are comparable tora@lker than the baseline length. At
74 MHz (the lowest observing frequency of the VLA), a 0.01 TEGifference on a baseline
causes a 1 radian visibility phase rotation (Equation 2.4). Becatiseobserved TEC varies
with time, antenna position and viewing direction, visilyiphases are distorted by time-varying
differential ionospheric phase rotations.

An instantaneous spatial phase gradient over the arragiditBction of a source causes an
apparent position shift in the image plane (e.g., Cohen &geoing 2009), but no source defor-
mation. If the spatial phase behaviour deviates from a gragihis will also distort the apparent
shape of the source. Combining visibilities withfdrent time labels while imaging causes the
image plane #ects to be time-averaged. A non-zero time average of theepiraslient results
in a source shift in the final image. Both a zero-mean timeakdei phase gradient and higher
order phase féects cause smearing and deformation of the source imagescmsgquently a
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reduction of the source peak flux (e.g., see Cotton & Cond@2R0In the latter case, if the
combined phase rotations behave like Gaussian randonblesja point source in the resulting
image experiences an increase of the source width and fedwéthe source peak flux, but the
total flux density (the integral under the source shape)niseosed.

For unresolved sources, tigtrehl ratiois defined as the ratio of observed peak flux over
true peak flux. In case of Gaussian random phase rotatiom§ttehl ratioR is related to the
RMS phase rotatiorr, by (Cotton et al. 2004)

3]
R=expl-—-|. (2.6)

A larger peak flux is equivalent to a smaller RMS phase ratafidnis statement is more gener-
ally true, because all phase rotations cause scatterimguoes power into sidelobes.

A change in the apparent source shape due to ionospherie pitatons leads to an increase
in residual sidelobes after deconvolution. Deconvolusiobtracts a time-averaged source image
model from the visibility data at all time stamps. In the @ese of time-variable phase rotations,
the mean source model deviates from the apparent, inseiarsky emission and subtraction
is incomplete. Residual sidelobes increase the RMS baukgrooise level and, due to its
non-Gaussian character, introduce structure into theénttaat mimics real sky emission. In LF
observations, due to the scaling relation of the dirty beat frequency (widthx v=1), residual
sidelobes around bright sources can be visible at signtfitiatances from the source.

2.2.3 lonospheric phase calibration

Lonsdale (2005) discussed foulfdrent regimes for (instantaneous) ionospheric phaseraalib
tion, depending on the fierent linear spatial scales involved. These scales arertag size

A, the scale siz& of ionospheric phase fluctuations and the projected¢in¢ the FoV at a
typical ionospheric height. We use the tecompactarray whenA < S andextendedarray
whenA > S. Note that these definitions change with ionospheric cart so there is no fixed
linear scale that defines thefidirence between compact and extended. A schematic overfZiew o
the diferent regimes is given in Figure 2.1.

The combinationAV/S? is a measure of the complexity of ionospheric phase caldnat
Both S andV depend on the observing frequencyFor a power-law spectral density of free
electron density fluctuations (see Section 2.3.stales with/, and for a fixed circular antenna
apertureV scales withv~1. Therefore, AV/S? scales withv=3, signalling a rapid increase in
calibration problems towards low frequencies.

Underisoplanaticconditions ¥ < S), the ionospheric phase rotation per antenna does not
vary with viewing direction within the FoV, for both compaaid large arrays (Lonsdale regimes
1 and 2, respectively). Phase-only self-calibration orrtseioough time-scales is icient to
remove the ionospheric phase rotations from the visiegiti

Underanisoplanatiaconditions { > S), the ionospheric phase rotation varies over the FoV
of each antenna. A single phase correction per antenna sngef stficient. Self-calibration
may still converge, but the resulting phase correction p&rana is a flux-weighted average of
ionospheric phases across the FoV (see Section 2.3.1)r#eaelf-calibration and imaging of
individual very bright and relatively compact sources isréfore possible, even with extended
arrays (e.g., see Gizani et al. 2005). For a compact arraysdale regime 3), the FoV of dif-
ferent antennadkectively overlap at ionospheric height. The LoS dfelient antennas towards
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Figure 2.1: Schematic overview of the flierent calibration regimes as discussed by Lonsdale (26@f).
clarity, only two spatial dimensions and one calibrationdiinterval are considered. In this overview, the
array is represented by three antennas at ground levelinpaokrough the ionospheric electron density
structure (grey bubbles) with individual fields-of-vieve¢; green and blue areas). Due to the relatively
narrow primary beam patterns in regimes 1 andadd (eft andtop right, respectively), each individual
antenna 'sees’ an approximately constant TEC across theTF@\telatively wide primary beam patterns
in regimes 3 and 4bttom leftandbottom right respectively) causes the antennas to 'see’ TEC variations
across the FoV. For the relatively compact array configonatin regimes 1 and 3, the TEC variation across
the array for a single viewing direction within the FoV is apgimately a gradient. For the relatively
extended array configurations in regimes 2 and 4, the TE@tiami across the array for a single viewing
direction difers significantly from a gradient. The consequences fobialon of the array are discussed
in the text.
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one source run close and parallel through the ionosphere.afr@xtended array (Lonsdale
regime 4), the FoV of dferent antennas may partially overlap at ionospheric helglttnot
necessarily. Individual LoS from widespread antennas ®source may trace veryftkrent
paths through the ionosphere

In regime 3, ionospheric phases behave as a spatial gramiienthe array that varies with
viewing direction. This causes the apparent position ofsesito change with time and view-
ing direction, but no source deformation takes place. Th@#nsional phase structure of the
ionosphere can befectively reduced to a 2-dimensional phase screen, by iiegrthe free
electron density along the LoS (Equation 2.4). Radio walatgass the virtual screen experi-
ence an instantaneous ionospheric phase rotation degemdihepierce pointposition (where
the LoS pierces the phase screen). When assuming a fixed nofrmeguired ionospheric pa-
rameters per unit area of phase screen, calibration of aactrapray requires a minimal number
of parameters because each antenna illuminates the sahué fher phase screen.

In regime 4, the dependence of ionospheric phase on antesiteop and viewing direction
is more complex. This causes source position shifts andceairape deformations that both
vary with time and viewing direction. A 2-dimensional phaseeen model may still be used,
but only when the dominant phase fluctuations originate fam@stricted height rangeh < S
in the ionosphere. The concept of a thin layer at a given hégtitractive, because it reduces the
complexity of the calibration problem drastically. Whelingsan airmass function to incorporate
a zenith angle dependence, the spatial phase functionfigeitt eeduced to 2 spatial dimensions.
Generally, a phase screen in regime 4 requires a larger nuofilmeodel parameters than in
regime 3, because the phase screen area illuminated bytéhanay is larger.

Itis currently unclear under which conditions a 2-dimensighase screen model becomes
too inaccurate to model the ionosphere in regime 4. For vang baselines or very severe
ionospheric conditions, a full 3-dimensional ionosph@ti@ase model may be required, where
ionospheric phase corrections need to determined by aayaty. Such a model is likely to re-
quire many more parameters than can be extracted from radareations alone. To first order,
it may be stficient to extend the phase screen model with some form of heigpendence.
Examples of such extensions are the use of several phasmsaediferent heights (Anderson
et al. 2005) or introducing smoothly varying partial detives of TEC or phase as a function of
zenith angle (Noordam 2008).

Calibration needs to determine corrections offisigntly short time scales to track the iono-
spheric phase changes. The phase rate of change dependsiatrittsic time variability of
the TEC along a given LoS and on the speed of the LoS from tlas amtennas through the
ionosphere while tracking a cosmic source. The latter mageaip to~ 100 km ! at 200 km
height. The exact requirements on the time resolution of#tibration are yet to be determined.
In principle, the time-variable ionospheric phase disbmit needs to be sampled at least at the
Nyquist frequency. However, during phase variations aféaamplitude$ 1 radian), Z radian
phase winding introduces periodicity on much shorter tinsdes. To succesfully unwrap phase
winds, at least two corrections per 2adian phase change are required, but preferably more
(also to suppress phase decorrelation of the visibility laoges).

2.2.4 Proposed and existing ionospheric calibration schezs

Schwab (1984) and Subrahmanya (1991) have proposed mdtidific¢o the self-calibration al-
gorithm to support direction-dependent phase calibrati®oth methods discuss the use of a
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spatial grid of interpolation nodes (additional free pagtens) to characterize the spatial vari-
ability of the ionospheric phase rotations. Schwab suggestise a dferent set of nodes per
antenna, while Subrahmanya suggests to combine theseysptssitioning them in a quasi-
physical layer at fixed height above the Earth’s surfaces (ihireduce the number of required
nodes when the FoVs fromftiérent antennas overlap at ionospheric height). Neithenexe
proposed methods have been implemented.

Designed to operate in Lonsdale regime 3, field-based adilifor by Cotton et al. (2004)
is the single existing implementation of a direction-degesmt ionospheric phase calibration
algorithm. Typically, for each time interval of 1 or 2 minatef VLA 74 MHz data, the method
measures and converts the apparent position shift of 5 toefértable bright sources within
the FoV into ionospheric phase gradients over the array.r@digt phase gradients in arbitrary
viewing directions for imaging of the full FoV, an indepemd@hase screen per time interval
is fitted to the measured phase gradients. The phase scrdencisbed by a 5 term basis of
Zernike polynomials (up to second order, excluding the worizero order).

Field-based calibration has been used to calibrate 74 MH& Whservations, mostly in
B-configuration (e.g., Cohen et al. 2007) but also severAlaonfiguration (e.g., Cohen et al.
2003, 2004). Image plane comparison of field-based caidratgainst self-calibration shows
an overall increase of source peak fluxes (in some cases ufattoa of two) and reduction of
residual sidelobes around bright sources, a clear indicaif improved phase calibration over
the FoV (Cotton & Condon 2002). The improved overall calitima performance sometimes
compromises the calibration towards the brightest source.

Zernike polynomials are often used to describe abberaitiomystical systems, because lower
order terms match well with severalfidirent types of wavefront distortions, and the functions
are an orthogonal set on the circular domain of the telespap#. Using Zernike polynomials
to describe an ionospheric phase screen may be less suiiabise they are not orthogonal on
the discrete domain of pierce points, diverge when movingyafnom the field center and have
no relation to ionospheric image abberations (except fet &irder, which can model a large
scale TEC gradient). Non-orthogonality leads to interdeleamce between model parameters,
while divergence is clearly non-physical and leads to uindele extrapolation properties.

For extended LF arrays or more severe ionospheric conditithre ionospheric phase be-
haviour over the array for a given viewing direction is noden a simple gradient. Under
these conditions, performance of field-based calibrategraides. For the 74 MHz VLA Low-
frequency Sky Survey (VLSS; Cohen et al. 2007), field-baséidmtion was unable to calibrate
the VLA in B-configuration for about 10 to 20 percent of the @hdng time due to severe iono-
spheric conditions. Observing at 74 MHz with the8 times larger VLA A-configuration leads
to a relative increase in the failure rate of field-basedocation. This is to be expected, as the
larger array size results in an increased probability ferdbservations to reside in Lonsdale
regime 4.

The presence of higher order phase structure over the arrdne idirection of a calibrator
requires an antenna-based phase calibration rather ttam@egosition shift to measure iono-
spheric phases. The calibration methods proposed by Scti®w&84d) and Subrahmanya (1991)
do allow for higher order phase corrections over the arrayculd, in principle, handle more
severe ionospheric conditions. An alternative approadb isse thepeelingtechnique (Noor-
dam 2004), which consists of sequential self-calibrationsndividual bright sources in the
FoV. This yields per source a set of time-variable anteraset phase corrections and a source
model. Because the peeling corrections are applicabldnuted set of viewing directions, they
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need to be interpolated in some intelligent way to arbitkaeying directions while imaging the
full FoV. Peeling is described in more detail in Section 2.3.

Noordam (2004) has proposed a ‘generalized’ self-calitmatethod for LOFAR (e.g.,
Rottgering et al. 2006) that includes calibration of higheder ionospheric phase distortions.
Similar to ‘classical’ self-calibration, instrumentaldgaenvironmental (including ionospheric)
parameters are estimated by calibration against a skythegh model. Sky model and cali-
bration parameters are iteratively updated to convergentesfinal result. Uniqueness of the
calibration solution is controlled by putting restrictean the time-, space- and frequency be-
haviour of the fitted parameters. Théezxts of the ionosphere are modeled in a Minimum
lonospheric Model (MIM; Noordam 2008), which is yet to be defi in detail. The philosophy
of the MIM is to use a minimal number of physical assumptiond fiee parameters to accu-
rately reproduce the observefiiexts of the ionosphere on the visibilities for a wide-assjiue
range of ionospheric conditions. The initial MIM is to be strained using peeling corrections.

2.3 Method

SPAM, an abbreviation of ‘Source Peeling and Atmospherid®iong’, is the implementation
of a new ionospheric calibration method, combining sevewsaktepts from proposed and exist-
ing calibration methods. SPAM is designed to operate in Halesregime 4 and can therefore
also operate in regimes 1 to 3. It uses the calibration phasespeeling sources in the FoV
to constrain an ionospheric phase screen model. The phasnsoimics a thin turbulent layer
at a fixed height above the Earth’s surface, in concordanttetive observations of ionospheric
small-scale structure (Section 2.2.1). The main motivefiw this work was to test several as-
pects of ionospheric calibration on existing VLA and GMRTalsets on viability and qualitative
performance, and thereby support the development of maanaed calibration algorithms for
future instruments such as LOFAR.

Generally, the instantaneous ionosphere can only be $paammpled, due to the non-
uniform sky distribution of a limited number of suitable ibahtors and an array layout that
is optimized for UV-coverage rather than ionospheric aalilbn. To minimize the error while
interpolating to unsampled regions, an optimal choice s&ldanctions for the description of the
phase screen is of great importance. Based on the work byerafoti& van der Veen (2007),
we use the discrete Karhunen-Loéve (KL) transform to deffee an optimal set of base ‘func-
tions’ to describe our phase screen. For a given pierce pinut and an assumed power-law
slope for the spatial structure function of ionosphericgghfiuctuations (see Section 2.2.1), the
KL transform yields a set of base vectors with several imguttrproperties: (i) the vectors are
orthogonal on the pierce point domain, (ii) truncation af get (reduction of the model order)
gives a minimal loss of information, (iii) interpolation &bitrary pierce point locations obeys
the phase structure function, and (iv) spatial phase \ifitiabcales with pierce point density,
i.e., most phase screen structure is present in the viadhipyerce points, while it converges to
zero at infinite distance. More details on this phase scremaehare given in Section 2.3.4.

Because the required calibration time resolution is stilbpen issue, and the SPAM model
does not incorporate any restrictions on temporal behaviiodependent phase screens are de-
termined at the highest possible time resolution (whiclhés\isibility integration time resolu-
tion).

SPAM calibration can be separated in a number of functioreglss each of which is dis-
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cussed in detail in the sections to follow. The required tripwa spectral-mode visibility data

set that has flux calibration and bandpass calibration eppéind radio frequency interference
(RFI) excised (e.g., see Lazio et al. 2005; Cohen et al. 2007@ SPAM recipe consists of the

following steps:

1.

2.

Obtain and apply instrumental calibration correctiangghase (Section 2.3.1).

Obtain an initial model of the apparent sky, together waithinitial ionospheric phase
calibration (Section 2.3.2).

Subtract the sky model from the visibility data while appg the phase calibration. Peel
apparently bright sources (Section 2.3.3).

Fit an ionospheric phase screen model to the peelingeofutSection 2.3.4).

Apply the model phases on a facet-to-facet basis durisignaging of the apparent sky
(Section 2.3.5).

Steps 3 to 5 define the SPAM calibration cycle, as the imageéymexd in step 5 can serve as an
improved model of the apparent sky in step 3.

The scope of applications for SPAM is limited by a number aluasptions that were made
to simplify the current implementation:

The ionospheric inhomogeneities that cause significarggHdestortions are located in a
single, relatively narrow height range.

There exists a finitely small angular patch size, which cambeh smaller than the FoV
of an individual antenna, over which the ionospheric phasdriution is éfectively con-
stant. Moving from one patch to neighbouring patches resalsmall phase transitions
(< 1radian).

There exists a finitely small time range, larger than thegiratgon time interval of an ob-
servation, over which the apparent ionospheric phase efangny of the array antennas
along any line-of-sightis much smaller than a radian.

The bandwidth of the observations is small enough toffectvely monochromatic, so
that the ionospheric dispersion of waves within the fregydrand is negligible.

Within the given limitations on bandwidth and integratiomé, the array is sensitive
enough to detect at least a few 6) sources within the target FoV that may serve as
phase calibrators.

The ionospheric conditions during the observing run aré soat self-calibration is able
to produce a good enough initial calibration and sky modelli@v for peeling of mul-
tiple sources. This might not work under very bad ionosgheonditions, but for the
applications presented in this chapter it proved to fecent.

After each calibration cycle (steps 3 to 5), the calibratma sky model are equally or
more accurate than the previous. This implies convergenadest achievable image.



Section 2.3. Method 17

e The instrumental amplitude and phase contributions to tsibilities, including the an-
tenna power patterns projected onto the sky towards thettagyrce, are constant over
the duration of the observing run.

SPAM does not attempt to model th&exts of ionospheric Faraday rotation on polarization
products, and is therefore only applicable to intensity sneaments (stokes I).

In our implementation we have focussed on functionalitheathan processing speed. In
its current form, SPAM is capable of processing quite larfiine data sets, but is not suitable
for real-time processing as is required for LOFAR calilwati SPAM relies heavily on func-
tionality available in NRAO’s Astronomical Image ProcesgiSystem (AIPS; e.g., Bridle &
Greisen 1994). It consists of a collection of Python scriptg accesses AIPS tasks, files and
tables using the ParselTongue interface (Kettenis et &6R0Two main reasons to use AIPS
are its familiarity and proven robustness while servingrgdagroup of users over a 30 year
lifetime, and the quite natural way by which the ionospheatibration method is combined
with polyhedron imaging (Perley 1989a; Cornwell & Perley92R SPAM uses a number of
3 party Python libraries, such as scipy, numpy and matplésiibmath and matrix operations
and plotting. For non-linear least squares fitting of iormsc phase models, we have adopted
a Levenberg-Marquardt solver (LM; e.g., Press et al. 19282l on IDL's MPFIT package
(Markwardt 2009).

2.3.1 Instrumental phase calibration

Each antennain the array adds an instrumental phéset to the recorded signal before correla-
tion. At low frequencies, changes in the instrumental digath length (e.g., due to temperature
induced cable length fierences) are very small compared to the wavelength, therafstru-
mental phaseftsets are generally stable over long time periods (hoursys)d&PAM requires
removal of the instrumental phasésets from the visibilities prior to ionospheric calibratio

Instead of directly measuring the sky intensity, m) as a function of viewing direction
cosinesl, m), an interferometer measures an approximate Fourierffoan®f the sky intensity.
For a baseline consisting of antenma®d j, the perfect response to all visible sky emission for
a single time instance and frequency is given by the measneeguation (ME) for visibilities
(e.g., Thompson et al. 2001):

dl dm

Vij =ff|(|,m) exp(—ZnJ[uijI +vijm+wij(n—1)])

whered = V-1,n = 1-12-n?, u; andy; are baseline coordinates in the UV plane (ex-
pressed in wavelengths) parallelltandm, respectively, andvij is the perpendicular baseline
coordinate along the LoS towards the chosen celgstiake tracking centeat (, m) = (0, 0).

In practice, these measurements are modified with predaiyrentenna-based complex gain
factorsa, that may vary with time, frequency, antenna position anavirig direction. This
modifies the ME into

\7ij=ffai(l,m)a'}'(l,m)l(l,m) exp(—erJ[uijI+vi]-m+wij(n—1)])¥n. (2.8)

Determination of the gain factors is generally referredstoaibration. When known, only gain
factors that do not depend on viewing direction can be remhéween the visibility data prior to
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image reconstruction by applying the calibration:
Vij= (& a}.)flvij (2.9)

This operation is generally not possible for gain factoes tho depend on viewing direction,
because these gain factors cannot be moved in front of tegraitin Equation 2.8. One may
still choose to apply gain corrections for a single viewinigedtion (e.g. to image a particular
source), but the accuracy of imaging and deconvolution lbéovisible sources will degrade
when moving away from the selected viewing direction. A solufor wide-field imaging and
deconvolution in the presence of direction-dependentfgaiiors is discussed in Section 2.3.5.

The standard approach for instrumental phase calibratibigher frequencies is to repeat-
edly observe a bright (mostly unresolved) source duringtes®rrving run. Antenna-based gain
phase correctiong; ~ a ! are estimated by minimizing the weightedfdience sun$ between
observed visibilities/;; and source model visibilitie‘e{i'JT‘Ode' ~ V;; (e.g., Thompson et al. 2001,
implemented in AIPS task CALIB):

S =D WV - g g Uy 1P, (2.10)

i

with W, the visibility weight (reciprocal of the uncertainty in thsibility measurement)g;, =
expU¢f*) and p the power of the norm (typically 1 or 2). The source modelbiiisies V{7

are calculated using Equation 2.7 witth, m) = 1m°%{(|, m). The phase correction? consist

of an instrumental and an atmospheric part. The correcionsterpolated in time and applied
to the target field visibilities, under the assumptions thatinstrumental and atmospheric phase
offsets vary slowly in time, and that the atmospheric phdfsets in the direction of the target
are equal to those in the direction of the calibrator.

At low frequencies, there are two complicating factors Fear standard approach: (i) the FoV
around the calibrator source is large and includes many stiwerces, and (ii) the ionospheric
phase ffset per antenna changes significantly with time and viewirgction. The former can
be overcome by choosing a very bright calibrator source aithx density that dominates over
the combined flux density of all other visible sources on addines. For the VLSS (Cohen
et al. 2007), the 17,000 Jy of Cygnus A was more thafigant to dominate over the total
apparent flux density of 400500 Jy in a typical VLSS field. The latter requires filteringtioé
phase corrections to extract only the instrumental parichvis then applied to the target field
visibilities.

For SPAM, we have adopted an instrumental phase calibratigthod that is very similar
to the procedure used for field-based calibration (Cottoal.e2004). Antenna-based phase
corrections are obtained on the highest possible timeutsolby calibration on a very bright
sourcek using the robust L1 norm (Equation 2.10 wjih= 1; Schwab 1981). A phase correction
q)ﬁf:]' for antenna at time intervah consist of several contributions:

_ _ bi
B = PS4 gl — g — B, (2.11)
where the instrumental and ionospheric phase correctijz}’l’?g,and¢}§[11 respectively, are as-
sumed to be constant resp. vary with time and antenna positier the observing run. The
other right-hand terms are the phasksets,, , = ¢"" + ¢/ of an arbitrarily chosen reference
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antenna ¢ {i}, and the phase ambiguity ter§"*? = 27N, _ with integerN, , that mapss¢?!
into the [Q 27) domain.

The antenna-based phase corrections are split into instrtahand ionospheric parts on
the basis of their temporal and spatial behaviour. The pbasections are filtered by iterative
estimation of invariant instrumental phases (togetheh #hie phase ambiguities) and time- and
space-variant ionospheric phases. The instrumental plaaseestimated by robust averaging
(+3 0 rejection) over all time intervals:

" = (g5 — ¢°") mod 2r) . (2.12)

The phase ambiguity estimates follow from

i = 2z round|([ ™" + ¢ — pg| /27). (2.13)
where the round() operator rounds a number to the nearegeintalue. The instrumental phase
offset of the reference antenna is arbitrarily set to zero. ®hespheric phases are constrained
by fitting a time-varying spatial gradiei,, to the phases over the array. The gradient fit
consists of an initial estimate directly from the caliboatiphase corrections, followed by a
refined fit by using the LM solver to minimize

. 2
Koo = | (453 8+ B = G (5= %)) | (2.14)
' e
wherex; is the position of antennia The ionospheric phasefset of the reference antenna is
arbitrarily set to zero, which makes it a pivot point over ahthe phase gradient rotates. Higher
order ionosphericféects are assumed to average to zero in Equation 2.12.

A new, ‘calibrated’ visibility data set is created by applgithe time-constant instrumental
phase corrections derived above to the initial input vitjbdata set of the target field. Any
subsequent calibration phase corrections that are to leendieed for this calibrated data set
will (in the ideal case) consist of ionospheric phase rotetionly. The carefully derived cali-
bration state of the new data set is preserved during fuptfeeessing by storing any subsequent
(time-variable) calibration phase corrections in tab®E SN table) rather than applying them
directly to the visibility data.

2.3.2 Initial phase calibration and initial sky model

The instrumental phase calibration method described itid®de2.3.1 assumes that the time-
averaged ionospheric phase gradient over the array in tetidin of the bright phase calibrator
is zero. Any non-zero average is absorbed into the instrtah@hase estimates, causing a
position shift of the whole target field and thereby invalidg the astrometry. Before entering
the calibration cycle (Sections 2.3.3 to 2.3.5), SPAM reggirestoration of the astrometry and
determination of an initial sky model and initial ionospieeralibration.

To restore the astrometry, the calibrated visibility d&téhe target field (the output of Sec-
tion 2.3.1) is phase calibrated against an apparent sky IS task CALIB). The defaultis
a multiple point source model, using NVSS catalog posit{@wmdon et al. 1994, 1998), power-
law interpolated flux densities from NVSS and WENSSSH catalogs (Rengelink et al. 1997)
and a given primary beam model. The sky model calibrationllewed by wide-field imaging
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(AIPS task IMAGR) and several rounds of phase-only selibcation (CALIB and IMAGR) at
the highest possible time resolution, yielding the inisiky model and initial phase calibration.

For wide-field imaging with non-coplanar arrays, the stadd@aaging assumptions that the
relevant sky area is approximately flat and the third baseloordinatew-term in Equation 2.7)
is constant across the FoV are no longer valid. To overcoise $#PAM uses the polyhedron
method (Perley 1989a; Cornwell & Perley 1992) that dividheslarge FoV into a hexagonal grid
of small, partially overlappindacetsthat individually do satisfy the assumptions above (AIPS
task SETFC). Additional facets are centered on relativeilyh sources inside and outside the
primary beam area to reduce image artifacts due to pixefigRerley 1989b; Briggs & Cornwell
1992; Briggs 1995; Voronkov & Wieringa 2004; Cotton & Usor03).

The Cotton-Schwab algorithm (Schwab 1984; Cotton 198991@@&rnwell et al. 1999) is
a variant of CLEAN deconvolution (Hogbom 1974; Clark 198@attallows for simultaneous
deconvolution of multiple facets, using afféirent dirty beam for each faceBoxesare used
to restrict CLEANIng to real sky emission, making sure thatirses are deconvolved in the
nearest facet only (CLEAN model components are stored etfaased AIPS CC tables). After
deconvolution, the CLEAN model is restored to the relevasidual facets (AIPS task CCRES)
using a CLEAN beam, and the facets are combined to form aesinglge of the full FoV (AIPS
task FLATN).

2.3.3 Peeling

To construct a model of ionospheric phase rotations in rayitviewing directions within the

FoV, SPAM requires measurements in as many directions afig@sWhen no external sources
of ionospheric information are available, the target figkibilities themselves need to be uti-
lized. Calibration on individual bright sources in the Foahcsupply the required information,
even in the presence of higher order phase structure overthg. After instrumental phase
offsets are removed, phase calibration corrections are diveataeasure of ionospheric phase:

o i
#52 = pion — pion — i, (2.15)

where we used Equation 2.11 wighist" = s = 0.

SPAM uses the peeling technique (Noordam 2004) to obtaisekbarrections in dier-
ent viewing directions. Peeling consists of self-calilmaton individual sources, yielding per
source a set of time-variable antenna-based phase congeid a source model, after which
the source model is subtracted from the visibility data detesiemporarily applying the phase
corrections (AIPS tasks SPLIT, UVSUB and CLINSPLIT).

For peeling to converge, the source needs to be the domipafriliutor to the visibility
amplitude on all baselines. Especially at low frequenchespresence of many other sources in
the large FoV adds considerable noise to the peeling phasections. To suppress thiffect,
the following steps are performed: (i) The best availableletof the apparent sky is subtracted
from the visibility data while temporarily applying the assated phase calibration(s). The
initial best available model and associated phase caliloras the self-calibration output of
Section 2.3.2. Individual source models are added backéeteling. (i) Sources are peeled in
decreasing flux density order to suppress tffieat of brighter sources on the peeling of fainter
sources. (iii) Calibration only uses visibilities with pected baseline lengths longer than a
certain threshold. This excludes the high ‘noise’ in thebiiities near zero-length baselines
from the coherent flux contribution of imperfectly subtextsources.
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The radio sky can be approximated by a discrete number aftesa| invariant sources of
finite angular extend. Visibilities in the ME (Equation 2f@) a single integration tima can
therefore be split into a linear combination of contribn8drom individual sourcels

Viin = Zk:Vijkn = Zk:fflk(l,m) exp(—erJ [u”nl + Vijn M+ Wi, (N — 1)]) d dm. (2.16)

The subtraction of all but the peeling soul¢erom the measured visibilities in step (i) above
can be described as

del
Ijk n~ V’ Z(Qnm ]kn 1V|r}]kcr)1 e’ (2.17)
k#k’

with g, = g,(I,.m.t,) = exp(JqSCa') the best available calibration in the viewing direction
of sourcek, andV/°%! the VISIbI|ItIeS that are derived from the best availabledeid}°%' of
sourcek. The peelmg itself consists of iterative calibration anthging steps of the peeling
sourcek’. The calibration (Equation 2.10 with = 1) updates the antenna gain correctigps
by minimizing

Sp = Z Z W”n”VIrJrl](ogel ~ Oin g}nvijk’n||’ (2.18)

ES

while the imaging step updaté$?® and thereforey0de!

In practice, due to incompleteness of the sky model and imacges in the phase calibra-
tion, there will always remain some contaminating source ifithe visibilities while peeling.
Complemented with system noise, sky noise, residual RFlo#imer possible sources of noise,
the noise in the visibilities propagates into the phasesamions from the peeling process.

Absolute astrometry is not conserved during peeling, beeaelf-calibration allows antenna-
based phase corrections to vary without constraint. Ineguent peeling cycles, small non-zero
phase gradients in the phase residuals after calibratiort@ase the source model to wander
away from its true position. In SPAM, astrometry errors an@imized by re-centering the
source model to its true (catalog) position before calibrain each self-calibration loop. By
default, SPAM re-centers the peak of the flux model to theewtdaright point source position
in the NVSS catalog (Condon et al. 1994, 1998). It is reconmdedrio visually check the final
peeling source images for possible mismatches with théogpfa.g., in case of double sources
or sources with a spatially varying spectral index).

While peeling, SPAM attempts to calibrate sources on thédsy possible time resolu-
tion, which is the visibility time grid. The noise in the réisng phase corrections depends on
the signal-to-noise ratio (SNR) of the source flux in thehilgies. To increase the number
of peeling sources and limit the phase noise in case officgant SNR, SPAM is allowed to
increase the calibration time interval beyond the visipiintegration time up to an arbitrary
limit. Through image plane analysis, SPAM estimates theired calibration time-interval per
source: )

_ (i) N (2.19)

n s L .
wheren, is the required number of integration times in a calibratigarval, N, is the total num-
ber of integration times within the observatianis the minimum required SNR per integration
time (a tweakable parameter that sets the balance betweeBNR and the time resolution
of the peeling phase corrections), a8glando, are the measured source peak flux and local
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background noise level in the image. For a fixed upper limittmncalibration time interval,
an increase i results in a decrease in the number of peeling sourcesn,Forl, phase cor-
rections are determined on the visibility time grid. Fpr> 1, a spline is used to resample the
phase corrections per antenna in time onto the visibilitetgrid.

Apart from SNR issues, the number of sources that can begp&efendamentally limited
by the available number of independent visibility measwets. When peeling\, sources,
self-calibration fitdNy(N, — 1) phase solutions per calibration time interval to thebiiy data,
whereN;, is the number of antennas. For self-calibration to conveyga unique combination
of phase solutions and source model, this number needs taible smaller than the number of
independent visibility measurements. The maximum of Wlifds measurements that is avail-
able in one calibration time interval is given B(n)N,(N, — 1)/2, with N, the number of
frequency channels and,) the average number of visibility integration times in a loedtion
interval. In the ideal case, when we assume that each vigilsilan independent measurement,
the determination of antenna-based phase correctiond fireling sources is well constrained
if

Ng < w (2.20)
The applications presented in this chapter do satisfy timénal condition (see Section 2.4).

Equation 2.20 is equivalent to stating that the number ofekegyof-freedom (DoF; the dif-
ference between the number of independent measurementi@ndmber of model parame-
ters) should remain a large positive number. Correlatiawéen visibilities over frequency and
time may reduce the number of independent measurementscdlgsthereby also reducing
the number of DoFs. The exact number of DoFs for any data dwdrid to quantify. When
this number becomes too low, the data is ‘over-fitted’ (d8batnagar et al. 2008), which could
result in an artificial reduction of both the image backgmbumoise level and source flux that
is not represented in the self-calibration model (Wiering§82). Although we have found no
evidence of this fect occuring in the applications presented in this chapier, SPAM user
should be cautious not to peel too many sources. In case ghanimber of available peeling
sources, one can choose a subset withfiacsently dense spatial distribution over the FoV (e.g.,
one source per isoplanatic patch; see Section 2.3.5).

2.3.4 lonospheric phase screen model

The phase corrections that are obtained by peeling sevagditisources in the FoV (Sec-
tion 2.3.3) are only valid for ionospheric calibration iriraited patch of sky around each source.
To correct for ionospheric phase rotations over the full Faving wide-field imaging and de-
convolution, SPAM requires a model that predicts the phaseection per antenna for arbitrary
viewing directions.

SPAM constructs a quasi-physical phase screen model teatjails to accurately reproduce
and interpolate the measured ionospheric phase rotattonsdre accurately: the peeling phase
corrections). The phase screen is determined indepegdendach visibility time stamp, there-
fore we drop then-subscript in the description below. Figure 2.2 is a schanwaierview of the
geometry of ionospheric phase modeling in SPAM. The ionespis represented by a curved
phase screen at a fixed heighaibove the Earth’s surface, compliant to the WGS84 standard
(NIMA 1984). The total phase rotation experienced by a rayadio emission traveling along
a LoS through the ionosphere is represented by an instantanghase rotation®(p, ) on
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Figure 2.2: Schematic overview of the SPAM thin ionospheric phase scneedel geometry. For clarity,
only two spatial dimensions and one calibration time irdéare considered. In this overview, five ground-
based array antennas (labelled 1 to 5) observe three dalils@urces (colored rggreeriblue and labelled

A to C) within the FoV. The (colored) LoSs from the array todsthe sources run parallel for each source
and pierce the phase screen at fixed heligfablored circles). The LoS from antennat Earth locatiorg,
towards a peeling sourdeat local sky positiors, intersects the phase screen at a simpigece pointp,
under a zenith anglg,. For a single LoS from antenna 1 towards source A, we haveateti how the
pierce point positiorp, = p,;, and zenith angle;, = ¢;, relate to the antenna positian = a, and the
local sky positiors, = s,, of the source. For some LoSs the pierce points may overlape@nly overlap),

as is the case for 1C & 4A and 2C & 5A in our example. The totalefirated) phase rotation along
any LoS through the ionosphere is modeled by an instantangloase rotatiora»iﬁ" at the phase screen
height. For example, radio waves traveling along LoSs frooree A towards antennas 1 to 5 experience
an instantaneous phase rotat'm}ﬁ‘ = ¢, 10 ¢, respectively, while passing the screen at their related
pierce pointsp, = p;, t0 ps,, respectively. Peeling the three calibrator sources gigidasurements of
the ionospheric phaseg", relative to a common reference antenna (in this exampenaat3; encircled).

passage through the phase screen that is a function of pieitepositionp and zenith anglé.
For a thin layer Ah < S; see Section 2.2.3), the dependence'@fon ¢ can be represented by
a simple airmass function, so that

ion _ ¢ion(p)
PR = o5y (2.21)

SPAM uses an angular local longityliitude coordinate system to specify relative to
the central pierce point from array center to field center. tRe applications presented in this
chapter, the angular distances between pierce pointsloeglievant ionospheric domain are all
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< 5 degrees, whichfBectively makes the pierce point vectoa 2-dimensional cartesian vector.

The 2-dimensional phase scregf'(p) is defined on a set of KL base vectors, generated
from the instantaneous pierce point configuratipp} and an assumed power-law shape for
the phase structure function (Section 2.2.1). The KL bastoveeneration and interpolation
is based on the work by van der Tol & van der Veen (2007) and ssriteed in detail in Ap-
pendix 2.7. The phase screen model requires one free panapeet<L base vector. The initial
complete set of KL base vectors is arbitrarily reduced ireotul selecting a subset based on
statistical relevance (principle component analysis)s Téduces theféect of noise in the peel-
ing solutions on the model accuracy and simultaneouslydithe number of model parameters.
However, the subset should still be large enough to acdynaproduce the peeling phase cor-
rections. Per visibility time stamp, the KL base vectorssioged for later use during imaging
(for this purpose, we mis-use the AIPS OB table). As an exantpe first six interpolated KL
base vectors for a single configuration of ionospheric gi@a@ints are plotted in Figure 2.3.

The peeling phase correctiq@%a' are interpreted to be relative measurements of the absolute
ionospheric phase screen mod®?(p, /) which may be determined up to a constant. The model
parameters are determined by minimizing théedences between the observed and the model
phases using the LM non-linear least-squares solver, fachadoy? sum needs to be defined.
From Equation 2.15 it follows that

52 = (B ) = 6" (P Sa) — B (2.22)

Consequently, the phase correction in the direction of@®kifor a baseline consisting of an-
tennad andj is

952 = 052 = [6°" (B Gi) — "D 3] — [0 - 05, (2.23)

They? sum is defined as:

=23 [([¢f§" = 051 = [6°"(Pys i) — 6°"(Py- £30)]) mod zT]Z. (2.24)
k

S

This definition has several properties: (i) By remapping theerms into the [02r) domain,
the phase ambiguity terms do not have to be fitted explidiilythe y? terms of all calibrator
sources are weighted equally, so the model is not biaseddswiae brightest source (as is the
case for self-calibration), and (iii) using terms from all possible antenna pairs prevents a bias
towards the reference antenna.

Using Equation 2.24, the LM solver yields a set of model pat@ns per visibility time
stamp. These are stored for later use during imaging (AIP&ble). The square root of the
average of the? terms equals the average RMS phase residual between paelihmodel
phases. Time intervals that have a bad fit are identified andved by means of an upper limit
(+2.50 rejection) on the distribution of RMS phase residuals oiveet

Convergence of the LM solver is troubled by phase ambiguities, because these intro-
duce local minima in/? space. A good initial guess of the model parameters greatfysto
overcome this problem. To this purpose, SPAM estimatesltitsmfphase gradient over all the
pierce points directly from the phase correcti@iﬁ§ and projects it onto the KL base vectors
before invoking the LM solver.

Figure 2.4 shows an example of an ionospheric phase scraewds constructed as de-
scribed above. The pierce point layout consists of multiplgections of the array onto the
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Figure 2.3: Plots of the interpolations of the first six KL base vectomsivkd for an artificial but realistic configuration of iompgric pierce points. In
this example, the pierce points (black crosses) are caémifar a single time instance during a 74 MHz VLA-B obsematwith 13 available calibrator
sources in the- 10 degree FoV, adopting a phase screen héigh00 km and a structure function power-law slgpe 5/3. The horizontal and vertical
axes represent angular distances in East-West and Nouti8wections, respectively, as seen from the center oE#rh, relative to the phase screen’s
pierce point along the line-of-sight from array center tofiag center, with East- and Northwarégets being positive. At this height, a 0.1 degree angulal
offset represents a physical horizontéiset of~ 11.5 km. The direction-dependent phase for each interpolatetase vector is color-coded and scaled
to an arbitrary amplitude range.
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Figure 2.4: Example of an ionospheric phase screen model fit. The colprreresents an ionospheric
phase screen at 200 km height that was fitted to the peelirgegudutions of 8 calibrator sources at time-
intervaln = 206 of 10 seconds during a VLSS observing run of the 74 MHz VaBnhA-configuration
(see Section 2.4, the J1300-208 data set). The plot layaimiar to Figure 2.3. The overall phase
gradient (depicted in the bottom-left corner) was remowedhtike the higher order terms more clearly
visible. The collection of pierce points from all array amtas to all peeling sources are depicted as small
circles., The color in the circle represents the measuretingephase (the reference antenna VLA N36
was set to match the phase screen value). The size of the saales with the magnitude of the estimated
phase residual after model correction. The overall RMS@hasiduan-phase: 21799 degrees (averaged
over all pierce points) was one of the better fitting resulisrdy this particular observing run.

phase screen. The low density of calibrators causes a nlimiveslap between array pro-
jections. Figure 2.5 shows a comparison between time-segseof phase corrections from
self-calibration, peeling and model fitting. Because tHécaibration corrections are a flux-
weighted average for the full FoV, they are biased towar@shitightest source. They look
somewhat similar to the peeling solutions of the brightestrse, but the latter contains addi-
tional fluctuations that vary on a relatively short timescalhe model phases appear similar to
the peeling phases, but vary more smoothly. Their valuésdahewhere in between the self-
calibration phases and the peeling phases. Tifierdnce between the peeling phases and model
phases are mainly caused by the constraints on the spaiebiity of the phase screen model.
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Figure 2.5: Example of phase corrections fromfférent steps in the ionospheric calibration process, re-
sulting from processing a VLSS data set with SPAM (see Se@id, the real J09G€B98 data set). The
antenna under consideration is VLA E28, with W20 being tHeremce antenna (an 5.7 km east-west
baseline). The plots represent 25 minutes of observing, timing a 10 second time resolutioffop
Antenna-based phase corrections resulting from selbi@lon on the whole FoWiliddle: Phase correc-
tions resulting from peeling the brightest (30 Jy) soufettom Corrections resulting from ionospheric
phase modeling in the direction of the (same) brightestcsur

2.3.5 Imaging

With an ionospheric phase screen model available for a giighbility data set, antenna-based
phase corrections for any direction in the wide FoV can beutated (Equation 2.22). Because
each visibility consist of contributions from visible s@es in diferent viewing directions, there
is no simple operation that removes the ionospheric phaséions from a visibility data set
prior to imaging. Instead, SPAM requires an algorithm ttetulates and applies the appropri-
ate model phase corrections during imaging and deconygpfeindifferent parts of the FoV.
SPAM works under the assumption that there exists a fixedlangoplanatic patchsize

on the sky, with a projected size at ionospheric height sn#ilan the scale size of ionospheric
phase fluctuations, over which variations in ionospheriagghrotation are negligible. Each
isoplanatic patch requires at least one phase correctioarggenna per visibility time interval.
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For the VLA at 74 MHz, the isoplanatic patch size is estimatelde 2 to 4 degrees (Cotton &
Condon 2002).

The facet-based polyhedron method for wide-field imagieg Section 2.3.2) allows for a
relatively simple implementation of ionospheric phaseection (Schwab 1984). By choosing
a facet size smaller than the isoplanatic patch size, a sabdel phase corrections calculated
for the center of a facet are assumed to be accurate for thieideet area. lonospheric phase
model corrections are calculated and stored (AIPS SN tafdegach facet center in the FoV
prior to imaging and deconvolution. For the additional taceentered on bright sources (see
Section 2.3.2), model phase corrections are optionalliaoceid by peeling phase corrections to
allow for optimized calibration towards these sources.

The SPAM imaging and deconvolution procedure is similami® procedure used for the
field-based calibration method by Cotton et al. (2004), Whiitfers from the standard Cotton-
Schwab algorithm by the temporary application of the fdzated phase corrections (AIPS tasks
SPLIT and CLINVSPLIT) to the visibility data for the duration of major CLEAdycles on in-
dividual facets (AIPS tasks IMAGR and UVSUB). After decohumn, facets are combined
to form a single image of the full FoV (AIPS task FLATN). Becauantenna-based phase cor-
rections change very little between adjacent facets, theptete set of partly overlapping facet
images combine into a continuous image of the FoV.

2.4 Applications

To demonstrate the capabilities of SPAM, we have definecttest cases based on observa-
tions with the VLA at 74 MHz (Kassim et al. 2007). In each tease&, SPAM is used for
ionospheric phase calibration and imaging of a VLSS vigjbilata set (Cohen et al. 2007), fol-
lowing the steps described in Section 2.3. In the first tes¢ c&PAM was applied to simulated
datato validate basic functionality in a controlled enaiment. In the next two test cases, SPAM
was applied to visibility data from real observations uneating ionospheric conditions. We
compare SPAM performance against self-calibration (S@)fatd-based calibration (FBC) by
analyzing the resulting images. The setup and results settest cases are described in detall
in the following sections.

2.4.1 Data selection, preparation and processing

In this Section, we describe how the visibility data setstfar three test cases were selegted
constructed. Furthermore, we present details on how thatseséts were processed by SPAM
into calibrated images of the FoV.

Two VLSS observations, at pointing centers J09883 and J1300-208, respectively, have
been picked from more than 500 available VLSS observatiarie@following criteria: (i) both
fields contain a relatively large number of bright sourced ttan serve as calibrators, and (ii)
the ionospheric conditions during the observations apteée relatively good (JO9GE98)
and relatively bad (J1300-208). The presence of more thamnghttsources of at least 5 Jy
compensates for the relatively podfieiency of the VLA 74 MHz receiving system (Kassim
et al. 2007). The ionospheric conditions were derived frbm dpparent smearing of point
sources in the images, due to residual phase errors aftérirgFBC. From experience, we
adopted the qualification ‘good’ when the mean width of appapoint sources was at most 5
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larger than the intrinsic 80resolution, while for ‘bad’ conditions the mean point sauvaidth
was larger by at least 151n terms of Strehl rati& (Equation 2.6), 'good’ and 'bad’ conditions
correspond witlR > 0.996 andR < 0.966, respectively. Additionally, candidate fields were
visually inspected for evidence of residual phase errorthbypresence or absence of image
artifacts near bright sources, which lead to the final se@lecif the two fields mentioned above.

The diference in observed ionospheric conditions between the éabdata sets may be
the result of the dference in array size and elevation of the target field. Froen\thA
site at+34 degrees declination, the JO3(®8 field was observed in B-configuration (up to
11 km baselines) at relatively high elevation, while theQIk-208 field was observed in BnA-
configuration (up to 23 km baselines) at relatively low etera For the J1300-208 observation,
the array observed through the ionosphere at larger sép@sand along longer path lengths
than for the J0906398 observation, which is expected to result in both largerlass coherent
phase rotations over the array.

Because both real data sets have been previously calibaadmaged with FBC, the
data sets were already partly reduced at the start of SPANEpsing. Instrumental calibra-
tion was applied (including instrumental phase calibrgtgimilar to Section 2.3.1), most RFI-
contaminated data was flagged and the spectral resolutismegiaiced (see Cohen et al. 2007,
for details), but no FBC has been applied yet. For the siradldata set, which is based on the
real J0908-398 observations, the measured visibilities were replagedoiseless model visi-
bilities of an idealized sky, consisting of 91 bright pointsces with peak fluxes (larger than
1 Jy) and positions as measured in the JGBYB FBC image. For each point source, the cor-
responding model visibility phases were corrupted usirggdinection-dependent ionospheric
phase model that was obtained with FBC to correct the re&I(98 data.

FBC images of the two real data sets were available in the Vr8Bive. For the simulated
J09006-398 data set, an ‘undisturbed’ image was made before agptiim ionospheric phase
corruptions. All three VLSS data sets have been process#dSHAM, yielding both an SC
image and an ionosphere-corrected SPAM image. Relevaatisien the processing can be
found in Table 2.1. For SC and SPAM imaging, we adopted mdsieiimaging-specific settings
from FBC (like uniform weighting). Noticeable flierences are the use of CLEAN boxes, a
smaller pixel size and a filerent facet configuration.

By choosing a minimum SNR per time interval of 15 and a maxinpgmling time interval
of 4 minutes (see Equation 2.19), SPAM was able to pe®0 sources in each of the real data
sets. Lowering the SNR resulted in a much larger scatterarptieling phases over time, or
prevented peeling from converging at all. The peeling tippar limit was chosen to roughly
match the spatial density of calibrator sources used in FBfermining phase corrections on
a 4 minute time scale could result in undersampling the ti@dudion of ionospheric phase
rotations. Note that this only applies to the faintest of ¢taébrator sources. The limitations
on spatial and temporal sampling of the ionosphere aretdittay the given sensitivity of the
VLA.

Because of the high SNR, all 91 sources in the simulated J&@@®data set qualified for
peeling at the highest time resolution of 10 seconds. To manmore realistic scenario for
further SPAM processing, the number of calibrators wastiantily limited to 10. Generally,
for all data sets, the images of peeling sources showedrlpegk fluxes and less background
structure than their counterparts in the SC image, alththughontrast became less apparent for
weaker and extended (mostly doubles) peeling sources.

As stated in Section 2.3.3, the number of peeling sourcasndadmentally limited by the
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Field name VLSS J090B98 (simulated) VLSS J09a@398 (real) VLSS J1300-208 (real)
Pixel sizé 18.9 18.9’ 11.1
Number of facets 347 243 576
Facet separation A8 118 0.62
SPAM calibration cycles 1 1 3
Peeling sources 10 11 9

KL model height 1000 krh 200 km 200 km
Fitted KL model terms 15 15 20
Rejected time intervals 0464 25/ 464 86/ 484
Model fit phase RMS B +08° 213+ 2.4 232° +3.2°
Peeling corrections applied directly no yes yes

@ The pixel size for all field-based calibration images i§ 20

b Adding more cycles did not significantly improve the imageliy.
€ Arbitrarily limited to mimic a more realistic scenario.

9 Increased to improve match with FBC phase screen.

€1n this case, 15 terms proved to be iffgtient.

Table 2.1: Overview of processing parameters for the three data satsite handled with SPAM as defined in the test cases.



Section 2.4. Applications 31

requirement for a large positive number of degrees-ofdfoeein the available visibility data.
The minimal requirement is given in Equation 2.20. Typigalbr the VLSS data sets, there
were 25 active antennas, 12 frequency channels and 6 itisibilervals (of 10 seconds) in an
average peeling interval of 1 minute. In our test cases, wiedjly peel 10 sources, which is
much less than 2% 12 x 6/2 = 900, thereby satisfying the minimal requirement.

Due to the uncertainty in their optimal values, it is lefth@ ISPAM user to specify the phase
screen model order (the number of KL base vectors), the hhighthe phase screen and the
power-law exponeny of the phase structure function. For the applications prtesehere, we
usedh = 200 km andy = 5/3, which is compliant to the measured values given in Se@&iarl
given the uncertainty in these values. For the simulated skett we chose instead= 1000 km
to better match the corrupting FBC ionospheric phase mddglis attached to the sky plane
at infinite height. These values gave satisfactory resoftfe test applications presented here,
but can be further optimized. The optimal model order wasébto lie in the range of 15
to 20 terms, which is 1.5 to 2 times the number of availabldipgesources. Increasing or
decreasing the model order caused the model fit to be lessadecun more problematic in terms
of convergence.

For both the simulated and real J09@®8 data sets, no improvement in background noise
was observed by adding a second calibration cycle after tse fThis indicates fast conver-
gence of the SPAM calibration method for quiet ionospheoicditions, where the initial self-
calibration is already close to the best achievable caldmmaf SPAM. For the real J1300-208
data set, adding up to a third calibration cycle did improverdhe previous cycles.

2.4.2 Phase calibration accuracy

For the simulated JO9@398 data set, the absolute accuracy of ionospheric cabibraan be
determined by a direct comparison between the corrupting pfase screen and the correcting
SPAM phase screen. For this purpose, phase corruptionsoarattons were calculated from
the models for a hexagonal grid of 342 viewing directionshimitthe FoV. Per viewing direc-
tion, the RMS phase error was calculated bffatencing of the phases from both models and
averaging over all time stamps and baselines. The resudfpieted in Figure 2.6.

For areas near the calibrators and in the center of the fiejgimeral, there is a relatively
good match between the input and output model, with typiddBRphase errorg 5 degrees.
The absence of calibrator sources south-west of the fieligcstill results in relatively accurate
predictions by the SPAM model. In the direction of peelingrses, the measured RMS phase
error can be split into a contribution from inaccuraciedia peeling process and a contribution
from imperfect model fitting. The latter is approximately 8gdees (Table 2.1), therefore the
RMS phase error introduced by peelinggist degrees. Considering the model setup, the only
possible source of error is contamination from other saivekile peeling (which appears to
happen despite the initial subtraction of the SC model).

Overall, the change in model base from the corrupting FBCeh(Zernike polynomials)
to the correcting SPAM model (15 KL vectors) has a constaotigey over large parts of the
FoV. Towards some parts of the edge of the field the phasesaarersubstantially larger, up to
20-25 degrees at worst. This agrees with thedent asymptotic behaviour towards large radii
of the Zernike model (diverge to infinity) and the KL modelifgerge to zero) in the absence of
calibrators. The presence of calibrator sources near the gich as the source on the North-
East edge of the field) leads to a better local match betwerngting ionosphere and correcting
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Figure 2.6: The grayscale map represents the residual phase RMS betinedistorting and correcting
ionospheric phase models across the primary beam arearnfiatgd observation, averaged over baselines
and time. The phase RMS was calculated for a hexagonal gkitbwing directions across the FoV. Each
viewing direction is depicted by a small circular area. @l&tted is a contour map of the point sources
as seen in the SPAM image (which extends slightly beyond tited circles). The 10 peeling sources
are marked by circles. The correspondence between the snigdargest near the calibrator sources and
over a large part of the inner primary beam. The discrepasargest near the South-East and North-West
borders, away from the calibrators.
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model.

For the real observations, in the absence of external seofdaformation (e.g., GPS mea-
surements), it is not possible to derive the absolute acguwiionospheric calibration from the
observations themselves. Instead, the residual RMS phieseod the model fit to the peel-
ing phases is used as an relative indicator for calibratcmu@acy over time. For both the real
J0906-398 and J1300-208 data sets, the residual RMS phase error2@f degrees is much
larger than for the simulated data. This already excludested time stamps with exception-
ally large RMS values. By inspecting model fits on individtiade stamps, we found that there
are often a few pierce point phases that deviate significandre from the fitted model than
most neighbouring points. These errors do not appear to teaea-based instrumental errors,
because peeling solutions for the same antenna towardsaatliterator sources do not deviate
in the same manner. Typically, these deviating points pefsi a few time stamps before dis-
appearing. The ionosphere may be responsible for theseswaail scale deviations. Another
possibility is that the peeling solutions are (sometimes3ydue to limitations in source SNR.

2.4.3 Background noise

In this and the next sections, we revert to analyzing imageegnties for an indirect, relative
comparison between theftiirent calibration techniques. In the presence of residuase er-
rors, part of the image background noise level consistssifiual sidelobes after CLEANIng.
The local sidelobe noise increases with both the RMS phaseand the local source flux den-
sity. When measured over a large image area, the mean sidebide depends mainly on RMS
phase error. For all relevant output images, the mean imaigea was determined by fitting a
Gaussian to the histogram of image pixel values from therigoarter radius of the FoV (AIPS
task IMEAN). Note that these images have not been correctedrfmary beam attenuation.
The results are given in Table 2.2.

Because no noise was added to the simulated Jo®@®data set, the resulting image noise
of 3.0 mJybeam'® in the undisturbed image is caused by incomplete UV coveaageinac-
curacies in the imaging process (see Section 2.3.2), fijitie dynamic range te 10*. The
local noise is highest near the sources, but significandly teear the brightest 10 sources with
dedicated facets centered on their peak position. The SGRBAN images from this data set
were created using the same facet configuration. The SC imaige of 102 mJy beam' is
3.4 times as high as the undisturbed image noise, theretonéndted by phase error induced
sidelobe noise. The SPAM image noise 6f fJy beam! is a significant improvement over the
SC image, but still 2.2 times as high as in the undisturbedj@nahe local noise in the SC and
SPAM images has increased most apparently near brightemasocompared to the undisturbed
image, which confirms the presence of residual phase erfterscalibration.

For the real J0908398 data set, both the SC and SPAM images have an image noise of
~ 70 mJy beam'. The SPAM image noise is slightly lower than SC. The locabadn the SC
image is higher near bright sources. This is not the casesiiS®AM image, which must be a
direct result of an improved calibration accuracy neardrssirces. The FBC image noise for
this data set is- 20 percent higher, a combination of a higher average noisetbe FoV and
higher local noise near bright sources.

For the real J1300-208 data set, the SPAM image has the saage invise as for the real
J0900-398 data set, with no apparent increase near bright souktéise same time, the noise
levels in the SC and FBC images have increased with 30 andr8Brgerespectively. The noise
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Field name VLSS J090G£98 VLSS J0908398 VLSS J1300-208

(simulated) (real) (real)
Mean background noise [mJy beam*]:
Undisturbed 3.0 - -
SC 10.2 71 92
FBC - 87 118
SPAM 6.7 67 68
Number of sources with a peak flux larger thart 5
Undisturbed 91 - -
SC 91 393 374
FBC - 310 285
SPAM 91 372 392
50 source fraction with an NVSS counterpart within’80
Undisturbed 1. - -
SC 1. 0.83 0.60
FBC - 0.86 0.74
SPAM 1. 0.97 0.97

Table 2.2: Overview of results from calibrating and imaging three teste data sets
with no ionosphere (Undisturbed), self-calibration (S@&ld-based calibration (FBC)
and SPAM.

in the SC image is highest near the bright sources (see F&jdje The FBC noise is highest
near the brightest source and remains high in the rest ohtagé. The significant increase of
the average FBC noise level indicates a dependence on lo@osponditions, and therefore on
calibration accuracy. The SPAM image noise appears to lithesor no dependence on varying
ionospheric conditions.

2.4.4 Source properties

The presence of residual phase errors changes the appestebtition of flux of a source (see
Section 2.2.2). In the time-averaged image, sources magaagfiset from their intrinsic posi-
tion, may siffer from smearing or deformation, and sidelobes may be nriitkt as sources.
Comparing the properties of the same sourcestfiieidintly calibrated images allows for a rela-
tive comparison of the performance of thédient calibration techniques.

To allow for comparison of source properties, we appliedsithrce extraction tool BDSM
(Mohan 2008) on all relevant images. BDSM performed a migtfpdimensional Gaussian
fit on islands of adjacent pixels with amplitudes above a ifigeithreshold based on thecal
image noiser, in the image. Multiple overlapping Gaussians were groupgédther into single
sources. We applied BDSM to all images, using the defautbetion criteria, except for the
following: a source detection requires at least 4 adjaceet palues above 3o, with at least
one pixel value aboved .
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Figure 2.7: Greyscale plots of a.8 x 3.5 square degree area in the VLSS J1300-208 field centerecedirigint (40 Jy) point source 3C 283. All three
images have contours (black lines) overplotted at [0.188,00.83, 1.16, 1.50] JyLeft Image after self-calibrationmiddle image after field-based
calibration, andight: image after SPAM calibration.
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Source counts

Due to the non-Gaussian character of the phase-inducddlsédeoise, the source catalogs will
contain spurious detections. To suppress these, we rensovgdes with a peak flux smaller
than 50 from the catalogs. The remaining number of catalog entriedisted in Table 2.2.
Additionally, each catalog was cross-associated agdirdiVSS catalog, which has a slightly
higher resolution (4%). For an average spectral index-68.8, the NVSS detection limit is at
least 10 times lower than for the VLSS. At the risk of missingrecidental ultra-steep spectrum
source, we determined the source fraction that has an NV8&@gart within an 80radius
(one VLSS beamsize), which are also listed in Table 2.2.

For the simulated J09@@98 data set, all 91 input sources are detected and matchatag
NVSS counterparts, regardless of the calibration methaak © the low noise levels and the
lower limit of 1 Jy on the input source catalog, all sources diectively > 1000 detections.
None of the sources had more than one Gaussian fitted to jititel¢ise freedom to do so.

For the real J090£398 data set, the higher in the FBC image is reflected in a smaller
number of source detections as compared to SC and SPAM. £Ctsistightly more sources
than SPAM, despite the slightly higher However, there is a very large fraction of sources in the
SPAM catalog that has an NVSS counterpart, significantydathan for both the SC and FBC
catalogs. This suggests that the SPAM catalog is much legsiminated by false detections
than the SC and FBC catalogs, resulting in a larger absoluteer of true detections.

This is further strenghtened by the results from the read01308 data set. For this test case,
the SPAM image has the largest number of source detectiaganAthe SPAM catalog has the
largest fraction of associations with the NVSS catalogstimae fraction as with the J096898
data set. In contrast, the fraction of NVSS counterpartStoiand VLSS have both gone down.
This is best explained by an increase in (non-Gaussianpsid@oise in the image background
due to calibration errors, which corresponds with the okeincrease iir.

Source peak fluxes

The presence of residual phase errors after calibratiom@ase an unresolved source shape to
deviate from a point source shape. The source flux is relligéil over a larger area and the
peak flux of the source drops. At8B0@esolution, most sources in a VLSS field are unresolved.
Therefore, a mean increase of source widths over the paimtsavidth is a direct measure of
ionospheric conditions. This argument was used in the elezBon of data sets for our test
cases.

For significant source deformations or low SNR sources,rdetation of the shape of in-
dividual sources is subject to large uncertainties (e.gnddn 1997). Because determination of
peak fluxes is much more robust, we use these for a relativpaason of calibration accuracy.
Starting with the original catalogs as produced by BDSM, wsoaiate sources between the
undisturbed, FBC, SC and SPAM catalogs that lie withifi 80the same NVSS source and has
a peak flux larger than& in at least one of the two catalogs.

For the simulated J09@@398 data set, the true peak fluxes of all 91 sources are known. A
comparison between peak fluxes from the undisturbed imag¢heninput catalog identifies a
small < 1 percent) CLEAN bias of 3.6 mJy beam(e.g., Condon et al. 1994, 1998; Becker
et al. 1995). Ignoring the image noise dependency of CLEAad$ bive applied this small cor-
rection to the peak fluxes in the undisturbed, SC and SPAMcsotatalogs before proceeding.
Figure 2.8 shows a comparison of the measured-to-input f@akatios for sources in the SC
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Figure 2.8: Peak flux ratios in the simulated JO9&D8 field. Left Peak fluxes of 91 extracted sources were measured in theadidfation image and
the SPAM image, corrected for a small CLEAN bias and dividgdhe input model peak fluxes. The size of each dot scales hittnput model peak
flux, ranging from 1.02 to 26.7 Jy. Ideally (without phaseoes), the peak flux ratios would be scattered aroand (solid lines) due to image noise
dependent errors in the peak flux determination. Insteadpéak flux ratio distributions along the x- and y-axis aret@eu around 0.995 and 0.996,
respectively (dotted lines), which is a direct result of tegidual phase errors. The smaller and larger scatterftiibdiSon of SPAM- and self-calibration
peak flux ratios is consistent with peak flux determinatiacturacies due image background noise lewlddle: Peak flux ratios from the SPAM image
as compared to the input model sources, plotted as a funatitre residual RMS phase error after SPAM calibration. @lated is the theoretical Strehl
ratio (solid line) as given in Equation 2.6. For larger RM&ph errors, the measured peak flux ratios do not follow thar¢tieal strehl ratio curve. This
indicates that systematic phase errors dominate the I&#S phase errorsRight Same peak flux ratios as middle plot, now as a function of labeso
position dfset between extracted sources in the SPAM image and thernmpdel (see Figure 2.11). The presence of a strong cormelatithcates that
residual phase gradients dominate the larger RMS phasserro
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and SPAM images. The mean peak flux ratio for both images isoappately equal and just
slightly smaller than one. The larger scatter in the SC peaadefl is consistent with a higher
o. Using Equation 2.6, the random part of the mean RMS phase fairboth SC and SPAM
is estimated at 5 to 6 degrees. This value is comparable toliberved RMS phase error over
large parts of the SPAM image (Section 2.4.2).

To study the nature of residual RMS phase errors after agjmic of SPAM, we plot the
RMS phase errors at the source positions from Figure 2.6vaga@8PAM-to-input peak flux ra-
tios (Figure 2.8). For Gaussian random phase errors, tHeffiearatio is expected to decrease
with increased RMS phase error as described in Equationt2dBvever, the discrepancy be-
tween the data points and Equation 2.6 indicates that fgetdRMS values the phase errors are
predominantly systematic rather than random.

For the real J09068398 data set, Figure 2.9 shows a comparison of peak fluxessoca
ated sources in the SC, FBC and SPAM catalogs. There is a gatthrbetween peak fluxes
measured in the SC and SPAM catalogs. For high SNR sourcesi¢ak flux above 1 Jy, the
SPAM peak fluxes match on average within 1 percent with the &k fluxes. Similarly, SC
and SPAM peak fluxes are on average 10 percent higher than EBICflnxes. The systematic
increase of peak fluxes for SC and SPAM as compared to FBC foy mare than the calibrator
sources denotes a more accurate calibration over large giattie FoV. Towards the low flux
end, source detections are slightly biased towards theématty the highest noise level, which
is the FBC image.

Figure 2.10 shows the same comparison of peak fluxes for #id1800-208 data set. For
high SNR sources with a peak flux above 1 Jy, the SC peak fluxebyafar the smallest,
while FBC and SPAM peak fluxes are on average higher by 15 arnuk&knt, respectively.
The relative loss of peak flux in the SC image is a clear inthoatdf the break-down of the
assumption of isoplanaticity across the FoV. Under the itimmg that clearly need direction-
dependent corrections, the SPAM peak fluxes are on averagre@mt higher than the FBC peak
fluxes.

Astrometry

When the time-average of residual phase errors towards r@esgontains a non-zero spatial
gradient, the source will appear to have shifted its pasiticthe final image (see Section 2.2.2).
This gradient may indicate a limitation of the calibratiomael to reproduce the ionospheric
phase corruptions (e.g., in the absence of nearby calig)attut may also be introduced by the
peeling process. The latter occurs when a peeling souredsmntered to the wrong catalog
position (see Section 2.3.3). Because such an error prtgsigdo the calibration model, many
sources in the vicinity of the peeling source may aldesdrom a systematic astrometric error.

For the simulated data set, the peak positions of sourcegtasniined by BDSM were
compared against the positions of counterparts in the inmdel. For the real data sets, we
compared against the NVSS catalog instead. When compagaigst NVSS positions, appar-
ently large position fisets may occur due to resolutiorfidrences and spectral variation across
the source. Averaged over a large number of sources, thessgsoshould have no preferential
orientation. In contrast, a residual phase gradient in &iteviewing direction is expected to
cause systematidisets for groups of sources in a certain preferential divacti

For the simulated J09@(398 data set, Figure 2.11 shows that the positions for botarsiC
SPAM are accurate to within 107, except for a small tail o 15 SPAM sources that have
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Figure 2.10: Peak fluxes in the (real) J1300-208 fielasft Peak flux comparison for 247 sources detected in both tfieakbration and SPAM images.
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Figure 2.11: Position dfsets in the simulated J098898 field: Left Offsets between the measured source
positions in the self-calibration image as compared torpetimodel.Right Same for the SPAM image.
In both cases, the distribution around the origin is nonsS&n. For the SPAM image, the tail of points
extending roughly northwards indicates the presence dfigient phase gradients in local parts of the
SPAM image. All source positionfisets fall well within the size of the 80restoring beam (dotted line).

somewhat largerfisets. These sources are all positioned near the edge of YhevRere the
RMS phase error is large (Figure 2.6). Figure 2.8 also cosfilms by the clear correlation
between RMS phase error and absolute posititsets.

For the real J0900398 data set, the source positidfisets for SC, FBC and SPAM relative
to NVSS catalog positions are plotted in Figure 2.12. Thgdascatter as compared to the sim-
ulated J0908398 data set can be the (combined) result of less accurat®paseasurements
due to higher image noise, resolution and spectif&inces between the observations and the
NVSS catalog or larger residual RMS phase errors after redidn. The observed scatter for
SC is centered around a point that t§set from the origin by~ 5”, which is either caused by
inaccuracies in the initial sky model or during the selftmaltion process (Section 2.3.2). The
scatter of both FBC and SPAMisets is centered close to the origin. The RMS of the scatter
around the mean positiorffeet is 10.8 for both FBC and SPAM (despite the apparently larger
scatter for SPAM, which is due to a larger number of data gdiitoth smaller than the 11.9
for SC.

For the real J1300-208 data set, the source positisets for SC, FBC and SPAM relative to
NVSS catalog positions are plotted in Figure 2.13. The pws#catter for all three methods is
significantly larger than for the real J096898 data set, and all ffier from systematic position
offsets in varying degrees of severity. The positidisets in the SC image have a seriously
distorted distribution, which includes a large tail of ptsithat extends roughly southwards. This
indicates the presence of varying systematic soufisets over the whole FoV. The distribution
of position dfsets in the FBC image is more compact but also asymmetridgsambroximately
centered around a point that+4s 10" offset in northward direction from the origin. A large
number of the SPAM positionftsets are clustered near the origin, similar to the real 36398
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Figure 2.12: Position dfsets in the real J090@98 fieldLeft Offsets between the measured source positions in the sdifatidin image as compared to

the NVSS catalogMiddle: Same for the field-based calibration (VLSS) imaBght Same for the SPAM image.
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data set, but there is an additional tail of points that rimgghly northwards. The RMS of
the scatter around the mean positidfset is 20.7, 16.5” and 14.8 for SC, FBC and SPAM,
respectively, which confirms the apparently strongestetusy of points in the SPAM position
offset plot.

Systematic positionfésets in the images can be reduced by distortion and reggddithe
images. To this purpose, Cohen et al. (2007) fit a fourth aféenike polynomial to the (time
constant) position fisets of typically more than 100 sources in the FBC imagesefihSS.
They estimate that, after correction, the final residuaitjpwserror in the full VLSS catalog due
to the ionosphere is 3” in both RA and DEC.

2.5 Discussion and conclusions

The SPAM method for ionospheric calibration has been stglbggested on one simulated and
two carefully selected visibility data sets of 74 MHz obsgions with the VLA (taken from the
VLSS; Cohen et al. 2007). From the results of these test casedraw the following conclu-
sions:

(i) A proof-of-conceptis given for severalfierent techniques that were incorporated in SPAM
calibration. The peeling technique (Noordam 2004) was esfct in providing relative mea-
surements of ionospheric phase rotations in the directiGeeeral bright sources in the FoV.
The Karhunen-Loeve phase screen (van der Tol & van der Ve@m)2at fixed height was able
to combine these measurements into a consistent modehpestamp. For relatively bad iono-
spheric conditions, it was demonstrated that the iono$pleatibration cycle (repeated iono-
spheric calibration and subsequent imaging; Noordam 200dyerges within a few iterations
to a calibration of similar accuracy as under relatively d@anospheric conditions (for which
one iteration was dficient).

(ii) lonospheric calibration with SPAM is more accuratertlibe existing self-calibration (e.g.,
Pearson & Readhead 1984) and field-based calibration (Cettal. 2004) techniques. Even
for relatively compact array configuration like VLA-B and Bnsignificant improvements in
image quality are obtained by allowing for higher-ordez.(imore than a gradient) spatial phase
corrections over the array in any viewing direction. In tleeuiting images, we obtained dy-
namic range improvements of 5 to 45 percent and 70 to 80 peuceter relatively good and
bad ionospheric conditions, respectively.

(iii) Although the mean astrometric accuracy of source f@ss in SPAM images is similar to
or better than for self-calibration and field-based catibrg systematically larger astrometric
errors are present in regions of the output images of abiion methods. This is caused by
a shortage of available calibrators in these regions anitiguees inaccuracies in the reference
source catalog used for calibration.

The 65 mJy beant noise levels in the SPAM images match the lowest noise |efeise
more than 500 images that define the VLSS survey. A poteritihlation of the average noise
level from 100 mJy bean to 65 mJybeamt for the full VLSS survey would significantly
increase the number of source detections frer®,000 to about 120,000 (an increase~of
75 percent), but also it would greatly enhance virtuallyrg\sseience goal. For example, using
the radio luminosity function for high-luminosity radio lgaies from Jarvis et al. (2001), the
estimated number of detectable HzRGs in the VLSS would aszdy 65 percent, but also
the maximum redshift would increase. For a luminous radiexgawith a luminosity of 2x
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102 WHz tsr? at 74 MHz, the redshift limit would rise from = 5.7 toz = 6.8. Another
example is the detection and study of cluster radio halogd#svailable halo population models
(EnBlin & Rottgering 2002; Cassano et al. 2006), the guaiieid noise reduction would roughly
double the number of detectable halo systems.

For the VLSS, the estimated theoretical thermal noise le#e&d5 mJy beam® is still a
factor of two lower than the average background noise lefvel 85 mJy beamt in the SPAM
images. From inspection of the SPAM images we cannot ideatifobvious single cause for
this. Therefore, similar to Cohen et al. (2007), we expeetrdmaining excess noise to be the
combined result of severalftkrent causes, including residual ionospheric phase eaftes
SPAM calibration, but also residual RFlI, collective sidmaoise from many non-deconvolved
sources (too faint or outside the FoV) and variable sourgdiaunde errors (e.g., due to pointing
errors and non-circular antenna beam patterns; see Blzateggl. 2008).

The SPAM test results indicate that the ionospheric caiitmaaccuracy may be further im-
proved. The typical model fit RMS phase error per antenna db280 degrees for real data
sets is much larger than the 3 degrees for the noiselessaggduilata set. There are several
possible sources of error, either in the peeling phase ciiores or the ionospheric phase model.
Noise in the visibilities (either thermal or non-thermaipntamination from other sources, in-
accuracies in the peeling source model and undersamplitigedastest phase fluctuations are
factors that degrade the accuracy of peeling. Also, thespheric phase screen model may be a
poor representation of reality, either because it is indetege.g., absence of vertical structure)
or the fixed model parameters are chosen poorly (e.g., streight, spectral index of phase
fluctuations). Several of these issues will be addressadimd work (Section 2.6).

The potential problems with the peeling technique raisegtlestion whether one should
use alternative methods. Apart from the precautions desgin Section 2.3.3, we have found
little means to improve the accuracy of the peeling processifgle sources any further. One
unexplored option is to peel sources in groups, e.g. idergifplanatic patches of sky with a
large enough total flux density from multiple sources. Twegible alternatives approaches to
peeling are: (i) simultaneous self-calibration towarddtiple sources in the FoV, or (ii) fitting
the ionosphere model directly to the visibilities ratharitlusing peeling as an intermediate step.
Although these alternative approaches have not been tegieslin practice, we anticipate little
improvement over our current accuracy. Theoreticallyatige peeling converges to the same
solution as simultaneous self-calibration (van der Tol.e2@07). A direct fit of the ionosphere
model to the visibilities is, similar to self-calibratidniased towards accurate solutions in the di-
rection of the apparently strongest source in the FoV. Algfonot conclusive for this approach,
tests with SPAM show that using even a moderate flux-baseghtieg into the ionospheric
phase model fitting of peeling phase corrections introdacstsong bias towards the brightest
source, while calibration accuracy towards other peeledcss degrades severely.

For the existing and future large low-frequency radio ifg@mmeter arrays such as VLA-
A, GMRT, LOFAR, LWA and SKA, the need for a direction-depenti®nospheric calibration
method is evident. Based on the results presented in thigtehdt is dificult to draw quan-
titative conclusions on the achievable calibration accyifar these arrays. If a SPAM-like
calibration algorithm is to be used in a very high signahtose observing regime under quiet
to moderate ionospheric conditions, it seems likely thsitgal RMS phase errors in the order
of a few degrees could be achieved, comparable to the SPAMtsam the simulated VLSS
data set.

When relying on the array itself to provide the necessarysmeaments to constrain iono-
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spheric correction models, ionospheric calibration reggian array layout and sensitivity that
allows for sampling the ionsphere over the array at the aglespatial scales and time resolu-
tion. The spatial sampling is determined by the instantas@derce point distribution (or more
general, the distribution of lines-of-sight through thadsphere), which depends on the array
layout and the detectable calibrator constellation. Farrkudesign of low-frequency arrays, it
is recommended to optimize the array layout not just forrgdie arguments (in general, cen-
trally dense and sparse outside for good UV coverage), batfat ionospheric calibrability (in
general, both uniform and randomized).

2.6 Future work

To test the robustness and limitations of the method, it cesgary to apply SPAM calibration
on a wide variety of data sets afiirent (low) frequencies, obtained withfigrent arrays under
different ionospheric conditions. Our highest priority is &t t8PAM on observations from the
largest existing LF arrays; the VLA in A-configuration ané BMRT. Data for these tests have
been obtained and tests are currently in progress. One fargqossible limitation is the use of
a 2-dimensional phase screen to represent the ionospherplawto expand the SPAM model
by including multiple screens atféirent heights and compare the resulting image properties
against the current single screen model.

Another limitation of the current implementation is the abse of restrictions on the time
behaviour of the model. Antenna-based peeling phasedyckaw a coherent temporal be-
haviour, which is likely to exist for physical reasons. Thauld be used to reduce the number
of required model parameters and suppress the noise prapaffam the peeling solutions.
We are currently investigating the possibilities of fogitne SPAM model to be continuous in
time.

Several of us are currently involved in setting up a simataframework in which one has
full control over the sky emission, ionospheric behaviawd array characteristics when gener-
ating artificial low-frequency observations. Like in thettease on simulated data presented in
Section 2.4, this allows for direct and quantitative congmar between the distorting ionosphere
model and the recovered ionospheric phase model by SPAM |aliég@use this setup to further
test optimize SPAM calibration for a broad range of ionosgheonditions.
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2.7 Appendix: Derivation and interpolation of the KL base
vectors

This Section contains an outline of the derivation and patation of the Karhunen-Loéve (KL)
base vectors that are used to describe the ionospheric ptrassn in SPAM. The KL technique
is adopted from the work by van der Tol & van der Veen (2007).&given stochastic model of
spatial electron density fluctuations in the ionosphere difierential phase rotation on rays of
passing radio waves can be described by a (zero mean) igoptogse screep(p) with a given
spatial covariance function

Cyo(r) = (H(Po(p+ 1)), (2.25)

where(...) denotes the expected value ané |[r| is the length of vector. In Kolmogorov
turbulence theory, a phase structure function is define&asdation 2.5)

Dy () = <[#(P) — #(p+ 1], (2.26)

The structure function and the covariance function ardedlthrough

Dys(1) = 2[Cyy(0) = Cyy(r)] & Cyylr) = Cyy(0) - %Dw(r), (2.27)

whereC,,(0) = 0'5) is the phase variance. The phase structure function of @ plave that
passed through a turbulent layer is found to behave as a gawaver a large range of spatial
scales (see Section 2.2.1)
Dyy(r) = (r/rg)”, (2.28)
wherer , is a measure of the scale size of phase fluctuationy amthe power-law slope.
Because the domain @fis a limited set ofP discrete ionspheric pierce poingswe switch
to matrix notation. The elements of the x P) phase covariance matrix are given by

C¢¢[i’ 1= C¢¢(rij), (2.29)

with p, p, € {p} andrij =Ip - pl. The symmetric covariance matrix can be decomposed into
C,p = UAUT, (2.30)

where the columns ofR x P) matrix U contain the orthonormal eigenvectors(%, UT is the
transpose otJ and the P x P) diagonal matrixA contains the eigenvalues. The eigenvectors
in the columns olJ are a suitable set of base vectors to describe the phase sdréw pierce
points{p}. The eigenvalues on the diagonal dfare a measure of the variance of the eigen-
vector codficients. Reducing the fitting order is an arbitrary, but neagsstep. An optimal
subset of eigenvectors is determined by selecting onhethdth the largest eigenvalues, as the
codficients with the highest variances are the most significatitérmodeling problem.

When the fitting order is reduced frofito P < P, we are left with a subset of eigenvectors
in the columns of P x P) matrix U, and eigenvalues on the diagonal % P) matrix A, for
which

Cyy ~ UAOQT. (2.31)
The phase screen at the pierce point locations can be appated by

® ~ Uq, (2.32)
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where we have denoted the phases and eigenvectfiroieets in matrix notation a® (P x 1)
andq (P x 1), respectivelyq is unknown and needs to be solved for by use of a non-linesr lea
squares method using Equation 2.24. Whes determined, the phase screen can be evaluated
at arbitrary pierce point location®} through Kriging interpolation (Matheron 1973):

D= cwc;;qu (2.33)

wherecw is the qS x P) covariance matrix betweeip} and{p}. Inversion of the fuIICq,q, can

be approximated using o
C,s ~ UAOT. (2.34)

The elements of the covariance matrix can be calculated) Ejnations 2.27 and 2.28. For
our application, the absolute value f is not relevant because we only require the relative
eigenvalues for the order reduction. The elements ofBhe IP) structure matrix are given by

Dyyli. i1 = Dyy (- (2.35)

The relation between the structure matrix and the covagiamatrix is given by

1
— 2117
Cyy = 75117 = 5Dy, (2.36)

with 1 a (P x 1) vector containing ones. The phase variance ter@are removed from the
equations by explicitly removing the mean phase from thé/iddal phases through the substi-
tution

dp—>¢ =p—(p) = <I>—>(I>'=(]I—%11T)<I>, (2.37)

wherel is the P x P) identity matrix. Applying this substitution to the covanice matrix yields

1 : 1 1o\ L 1, .¢
Cyo =(E—511 )CM(]I—Ell):( —511)[—5% (}1—511 : (2.38)

Thea-i terms have dropped because of the properties

1 1
(I1- EllT)l =0, 17(1- EllT) =0 (2.39)
For Kriging interpolation, a similar substitution is pemfieed as in Equation 2.37:
O =P- (%if) o, (2.40)

with 1 a (P x 1) vector containing ones. The covariance matrix betw@grand {p} (Equa-

tion 2.33) now becomes
1 1.7\ 1 1, .1
Cop = ([—5% -(511 )[—§D¢¢D(H— 511) (2.41)

WhereDM is the @ x P) structure matrix betweetp} and{p}, calculated using Equations 2.28
and 2.35.




CHAPTER 3

lonospheric calibration of low-frequency radio
interferometric observations using the peeling scheme
[I. Method extensions & application to a larger array

Abstract. In the previous chapter, we presented a description anddsatts of SPAM (Source
Peeling and Atmospheric Modeling), a method for calibratad direction-dependent iono-
spheric phase rotations in low-frequency radio interfeztsio observations. By assuming a
time-constant instrumental phasgiset per antenna, and by representing the ionosphere with
a single phase screen model at fixed height, SPAM was ablgndfisantly improve the cal-
ibration accuracy of 74 MHz observations from the VLA in talaly compact configurations
(2 20 km baselines) as compared to other existing calibratiethads. In this chapter, we
present two extensions of the SPAM method: a multi-layeospimere model to represent the
vertical ionospheric structure, and an estimator for slestriumental phase drifts in the presence
of ionospheric phase fluctuations. We describe the datectiedusteps while applying SPAM
on archival 74 MHz observational data from the VLA in its mestended A-configuration (up
to 35 km baselines) during quiet ionospheric conditionsebt#on and removal of phase drifts
significantly reduces the RMS residual phase when fittingspheric phase models. The data
sets of two target fields are calibrated and imaged, usinly thet single-layer and multi-layer
ionosphere model. Image analysis shows an equal perfom@rbe single- and multi-layer
models in terms of background noise 80 mJy beam') and source peak fluxes, but a slight
(5—-10 percent) improvement in the overall astrometric esxxyiof the multi-layer model images
as compared to the single-layer model images. This outcem@risistent with the concept of a
smooth 3-dimensional ionosphere that is poorly represdnte single-layer model.

H. T. Intema, S. van der Tol, W. D. Cotton, A. S. Cohen,
[. M. van Bemmel, and H. J. A. Rottgering
To be submitted

49



50 Chapter 3. lonospheric calibration of LF radio obseoraill.

3.1 Introduction

For ground-based radio interferometry at low frequencie3q0 MHz), the Earth’s ionosphere
is one of the main sources of systematic error in the measneaf phases (e.g., Thompson
et al. 2001). The partially ionized gas (mainly the free &lats), permeated with the Earth’s
magnetic field, causes refraction and propagation delays$sipg radio waves (Davies 1990).
Because the ionosphere is dynamic and inhomogeneous,ftaetine index for radio waves
changes with position and time. This influences the ray patheoradio wave and the amount
of ionospheric phase rotation accumutaled along the rdy gdte phase rotation scales (approx-
imately) linearly with wavelength and with free electrogon density (total electron content,
or TEC) along the ray path. The presence of the magnetic fokld aomplexity by introducing
Faraday rotation, a fferential phase rotation between left- and right-polarizedes, which is
not considered further in this chapter.

An interferometer array measures phaskedénces to determine the direction of incident ra-
dio waves (e.g., Thompson et al. 2001). The ionosphere addeeential phase rotation to the
complex-valued visibility measurement on each baselitechvis the diference of the phase
rotation along two lines-of-sight (LoSs) from the two baselantennas towards the cosmic
radio source. Undaron-isoplanaticonditions, the dierential phase rotation on a single base-
line varies over the field-of-view (FoV). This is typicallge case for wide-field, low-frequency
observations. Calibration of the visibility measuremesatyuires direction-dependent, antenna-
based phase corrections. Calibration methods that yisddtithnindependenphase corrections
(like self-calibration; e.g., see Pearson & Readhead 1@@#}jherefore not work. For opti-
mal performance of existing and future low-frequency radierferometer arrays (e.g., VLA,
GMRT, LOFAR, LWA and SKA), it is crucial to have calibratiomgarithms available that can
properly model and remove direction-dependent ionosplprase rotations from the visibili-
ties.

There are currently two implemented calibration methodsddio interferometers that in-
corporate direction-dependent ionospheric phase carregtnamelyfield-based calibration
(FBC) by Cotton et al. (2004) arngburce peeling> atmospheric modelinSPAM; see Chap-
ter 2). Both methods attempt to measure, model and removitiosphere-induced phase
rotations in the visibilities. The direction-dependemtaspheric phase rotation is modeled with
a phase screen over the array. Both methods assume thastheriental phase phase contribu-
tion to the visibility phase is constant over time (up to a fesurs) and viewing direcion. This
seems reasonable, as the changes in the instrumentalsaghdéngth (e.g., due to temperature
induced cable length fierences) are very small compared to metre wavelengths.

FBC has been designed and used extensively for calibrafioelatively compact arrays,
mainly the 74 MHz VLA (Kassim et al. 2007) in B-configuration (1 km; e.g., Cohen et al.
2007). FBC assumes that the instantaneofisr@ntial ionospheric phase structure over the ar-
ray in any viewing direction can be accurately described lgyaalient, and that this gradient
varies smoothly with viewing direction. fEectively, the 3-dimensional structure of the iono-
sphere is integrated along an average LoS from the arrayai2talimensional phase gradient
screen at infinite height. The performance of FBC degradekerpresence of higher-order
phase structure over the array.

The SPAM method attempts to correct for higher order phasetstre over the array. As-
suming that the dominant phase rotations originate frommétdd height range in the iono-
sphere, SPAM combines the observed instantaneous dined¢ipendent, higher order iono-
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spheric phase structure over the array into a thin-layes@h@odel at a fixed height. By using
an airmass function to incorporate a zenith angle depergéne thin-layer phase model is in
effect again reduced to two spatial dimensions.

In this chapter, we attempt to relax two potentially limgiassumptions of the current SPAM
algorithm: the thin ionospheric layer and the stable imagntal phase. In Section 3.2, we dis-
cuss the limitations of a single-layer ionosphere modelSéation 3.3, we present a detailed
description of a 3-dimensional, multi-layer extensiontaf tonospheric model in SPAM. Sec-
tion 3.4 contains a description for estimating slow instemtal phase drifts. In Section 3.5,
we present the results of SPAM calibration on VLA 74 MHz obations in the largest A-
configuration using the extensions presented in Sectidhar®l 3.4. We compare the images
resulting from application of both the single- and multydaionosphere models. A discussion
and conclusions are presented in Section 3.6.

3.2 Limitations of the single-layer ionosphere model

In this section, we provide a rationale for using a 3-dimenal rather than a 2-dimensional
model to remove ionospheric phase rotations from radiafetemetric observations. We give
a basic description of the relevant ionospheric physicsndgJa simple model, we perform an
order of magnitude estimation of the error induced by regamsg the 3-dimensional ionosphere
by a 2-dimensional model.

3.2.1 lonospheric phase rotation

The ionosphere (e.g., Davies 1990) is a thick shell of pirtianized gas, extending roughly
from ~ 50 km height into outer space (1000 km). The free electron density, most relevant
for our problem, varies with time and location, influencedimhaby the Sun (direct photo-
ionization through radiation, particle injection throuthle solar wind). On average, the electron
density peaks at 300—400 km height.

A radio wave with frequency that travels from an extra-terrestrial soulcéowards a
ground-based antenrigexperiences a propagation delay, and therefore a phaseonotg,,
due to free electrons with density along its path through the ionosphere. By assuming that
the ionosphere is an unmagnetized, cold, collisionlessnpdaand the observing frequencis
much larger than the plasma frequency (typically 1-10 Mitd®),ionospheric phase rotation is

given by (Section 2.2.1)
3
¢y = Wf"ed" (3.1)

where the integral runs along the ray path through the idmarspfrom sourcé to antenna,
and wheree is the electron charge, the vacuum permittivitym the electron mass, arwthe
speed of light in vacuum. The integral on the right is the ooiuensity of free electrons along
the line-of-sight (LoS), or TEC. Measuring phase rotationsadio signals is a powerful tool to
study the ionosphere. lonospheric researchers distindgpgisveen vertical TEC (VTEC) along
a vertical (zero zenith angle) LoS, and slant TEC (STEC)@khoS at a non-zero zenith angle
(e.g., Smith et al. 2008). The related TEC unit (TECU) i8°162, a typical value for the VTEC
during nighttime. In daytime, the VTEC may locally incredmel—2 orders of magnitude (e.g.,
Davies 1990).
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On smaller scales, the coupling with acoustic-gravity veawvethe troposphere is known
to generate wave-like travelling ionospheric disturban@dDs) at 200—400 km height, with
wavelengths between 200-500 km, traveling horizontallspateds of 300—-700 knThin any
direction, giving rise to 1-5 percent changes in VTEC. Rlatibns on even smaller scales (e.qg.,
Cohen & Rottgering 2009) are less well understood, but acv to give rise to scintillations
in astronomical radio observations (e.g., Spoelstra & Yéingei 1995). These- 0.1 percent
fluctuations in TEC appear to originate from a turbulent fayeighly 100 km below the peak
in the electron density (van Velthoven 1990).

Aradio interferometer (or array) correlates the radio algmeceived from cosmic sources on
pairs of antennas (baselines) into complex visibility nueasents. Visibilities are approximate
spatial Fourier components of the apparent sky brighnesshiition (e.g., Thompson et al.
2001). The ionospheric phase rotation in the visibility ridoution of a sourcé, measured on a
baseline consisting of antennaand |, is the diferential phase rotation along the LoS fréro
i and the LoS fronk to j:

Pijk = b — Pik (3.2)
For a given viewing direction, the array is most sensitivdifterential ionospheric phase struc-
ture on horizontal spatial scales comparable or smallertthearray. Large-scale changes in the

ionospheric free electron density (e.g., during sunrisgioset) can cause steep phase gradients
to appear over the array in all directions, but these grachehges are generally easy to track.

3.2.2 Single-layer ionosphere models

Despite the true 3-dimensional structure of the ionosptZdémensional models with a screen
at a fixed, representative height above the earth’s surfage been used extensively to char-
acterize the ionosphere. Typically, these screens defa®TEC as a function of horizontal
ionospheric pierce point (IPR) The IPP is the position at which a straight LoS from a ground-
based observer towards an extraterrestrial source pidreereen. The mapping factor from
VTEC to STEC depends on the local zenith anglender which the LoS pierces the screen, and
is typically taken to be an airmass function:

VTEC(p)

STEC(.() = — 0

(3.3)

VTEC screen models are used for ionospheric research amadar navigation applications
(e.g., see Smith et al. 2008). The VTEC is most often deriveohfground-based STEC mea-
suments with the ionosphere being back-lighted by some rsalirce, e.g. a satellite. Two-
dimensional screens are mathematically simple, comjpuiaity cheap and can be constructed
with relatively few measurements. Smith et al. (2008) eatérthat under normal ionospheric
conditions (i.e. no solar activity and away from the Sunuiced ionized bubble over the geo-
magnetic equator) the RMS VTEC accuracy of 2-dimensionalsts is at best 1 TECU.
Reconstruction of the 3-dimensional electron densitycstine from TEC measurements is
more dificult but possible (e.g., see Bust & Mitchell 2008) iffscient STEC measurements
through the volume of interest are available for a varietyiefving angles. This yields more
accurate VTEC estimates (L TECU) at the cost of adding complexity to the model. Global 3
dimensional models for the ionosphere are publicly avégléb.g., the International Reference
lonosphere or the US-TEC ionosphere model; Bilitza & Reimi2008; Fuller-Rowell et al.
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2006). Typically, in the absence of a dense constellatigatd#llites and ground-based receivers,
the spatial resolution of 3-dimensional ionosphere modétsthe order of 50—100 km at best.

Current low-frequency radio arrays (e.g., VLA and GMRT) ac¢ equiped with dedicated
(GPS) systems to measure the local ionosphere over the & s, the currently best achiev-
able accuracy and spatial resolution would not hiicent to directly calibrate the instrument,
but could provide a starting point for further calibratiariians (Noordam 2008). For a VLA ob-
servation at 74 MHz, a eferential TEC accuracy of 0.01 TECU is equivalent to an iohesic
phase rotation of 1 radian (Equation 3.1). For an extremely smooth ionospreeigobal
model with a 1 TECU error over 100 km could calibrate a 1 km liaséo ~ 1 radian accuracy
at 74 MHz. The presence of smaller scatel(00 km) structure (e.g., Cohen & Rdttgering 2009)
will cause the this calibration accuracy to deteriorate.

For high accuracy calibration on small spatial scales, mr@uay relies on direct calibration
against cosmic radio sources to derive an accurate modelfospheric phase rotations. Under
the assumption that the small-scale phase fluctuationgnatggfrom a thin layer below the
electron density peak, SPAM calibration contains a 2-disi@ral phase screen model that has
been placed at 200 km height during successful initialiiggsee Chapter 2). The RMS residual
phase error after model fitting is 20 to 25 degrees at 74 MH4¢lwimcludes the propagated
error from the ionospheric phase measurement. This camelsio a dierential TEC accuracy
of 3.5x 103 TECU over an 11 km array. The SPAM model yields no informatiarabsolute
TEC. When assuming the RMS error is dominated by residudignés, the RMS gradient error
is 10" TECU knt! for a typical baseline length of 3.5 km.

The 2-dimensional SPAM model (SPAM2D from here on) mimidke integrated phase
effect for a thin, turbulent layer of free electrons, much tleinthan the scale size of dominant
electron density fluctuations in the ionosphere. An extendescription of this model is given
in Chapter 2. For the discussion here, it ish®ient to note that the phase modglp, ¢) is
constructed in a similar way as the VTEC screens (Equatighn 3.

¢(P)

o0 = 2o (3.4)
For a given antenna position, source position and layehhgigand/ are fully determined (see
Figure 2.2). The phase screg(p) describes the horizontal phase structure. The airmass ter
1/ cosg) extends the horizontal phase structure over some limietical range. Equation 3.4
is combined with Equation 3.2 to produce model phafiedinces. The free model parameters
contained withiny(p) are determined per integration interval by non-lineasiesguares (NLLS)
fitting of the model phase flerences against measurements of tiffedintial ionospheric phase
rotations in several viewing directions. The latter estisaare derived from individual phase
calibrations on available calibrator sources in the Fo¥échhique known ageeling(Noordam
2004).

3.2.3 Phase errors induced by a single-layer ionosphere meld

In SPAM2D, we have approximated the phasie@s of the 3-dimensional ionosphere by a
2-dimensional phase screen at one height. In this sectioestimate the order of magnitude
of the phase errors that may arise from this incomplete sgmtation. The state of the iono-
sphere is highly variable over space and time, therefore tteenat to obtaining amverage
error estimate. To this purpose, we use an empirical errmoetion by Smith et al. (2008) that
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X 0 1 2 3

a, -64.4297 0.0942437 1.39436  -0.196357
b, -64.3659 0.104974 1.41152 0.000463341

X

Table 3.1: Fitted values for the empirical function in Equa-
tion 3.6, withhin km and¢ in degrees (from Smith et al. 2008).

describes the average error in 2-dimensional screen madhaa converting (mapping) from
VTEC to STEC. This function is derived by fitting against age mapping errors, obtained by
ray-tracing through the 3-dimensional US-TEC ionospheodeh (Fuller-Rowell et al. 2006).
The error function can also be used for more accurate mapfindfEC to STEC than the
simple airmass relation in Equation 3.3. The accuracy fdividual cases is given to be 30 to
50 percent better thar/ tos ¢).

The empirical error functiorf is defined as the relative error of the mapped STEC (Equa-
tion 3.3) as compared to the true STEC (Smith et al. 2008):

= [VTEC ~ STEC|/STEC (3.5)

0s()
The functionf depends on both the chosen screen hdigirtd the zenith anglgat the IPP:

f = (a+bh
a = aa,+tant(ay( + a)))
b = by(b, +tarm (b, (£ + by))), (3.6)

with the fitted values for the parametexsandb, given in Table 3.1. The valid zenith angle
domain runs approximately from 0 to 65 degrees.

Our application diers in that we aim to solve fatifferential ionospheric phase rotation
along the two LoSs for each baseline rather than solvinglisolute TEC along a single LoS.
For the estimation of the phase error induced by the SPAM2deahave use the scenario as
depicted in Figure 3.1. A baseline consisting of two antsnrgand j observes a bright source
k. We assume that theftrential ionospheric phase contribution to visibility mesements
on this baseline in the direction of sourkean be accurately determined through calibration
on the source. A second baseline consisting of antehrzaml |’ observes a faint sourdé on
which calibration is not possible. A phase screen model stipmed at heighh to extrapolate
the ionospheric phase from (baseline-source pgijo i’ j’k’. The special configuration under
consideration causes the IPBsand p,, to coincide withp,,, andp. e respectively. With this
configuration we can evaluate th&ext of extrapolating the zenlth angles while keeping the
positions in the phase screen the same.

We derive an expression for the phase error that is intratlbgeextrapolating the model
fromijk toi’j’k’, which only varies the zenith angles. In this derivatior tbtal ionospheric
electron contentis assumed to consist of a bulk componémagmooth spatial electron density
distribution on large scales (several 100 km), and a thipuient layer containing smaller-scale
fluctuations. Because ionospheric phase rotation is lim@EC, and the SPAM2D model is
linear in its free parameters, the modeling of the total &pf®re can be separated into a bulk
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Figure 3.1: Schematic overview of the calibration geometry used foimegting the phase error from
representing a smooth 3-dimensional ionosphere with tAdVEP single-layer model. Two antennaand
j,at distan(:«eiij from each other, form a baselingthat observes calibrator sourceThe SPAM2D model,
consisting of a single-layer model at heidhtis fitted to the measurableftérential (bulk) ionospheric
phase rotations at the IPRp}, assuming a Acos ) airmass dependence. For a second baséljhe
observing a sourck at angular distangg,,, from sourcek, sharing the same IPPs, the SPAM2D model is
used to predict the ffierential phase rotation for this baseline. For a bulk iohesp with constant VTEC,
the prediction will difer from the real dferential phase rotation, because the true airmass depanden
more complex than/lcos ¢).
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part and a turbulent layer part. We assume that the SPAM2ehiga@ccurate in reproducing
and interpolating the phase contribution originating fritva turbulent layer, therefore we only
consider the bulk contribution.

The (diferential) ionospheric phase rotatiqu due to the bulk on a baseline consisting of
antennas and j, looking towards sourck (see Figure 3.1) is given by (Equation 3.2)

O = i — S (3.7)

The expression fojs:?j,k, on baselin& j’ looking towards sourc is similar. For the ionospheric
volume of interest, we assume that the VTEC is approximatelystant. Due to the linear
relation between TEC and phase rotation (Equation 3.1),amerewrite Equation 3.5 in terms
of phase:

i
[1-f(h,g)cosE,)’

with ¢ the constant bulk phase rotation along a vertical LoS. Fierdarivation, we combine
Equations 3.7 and 3.8 to estimate the ‘true’ ionosphericsphatation that is measured on
baselindj towards sourc&. Again, this is similar for baseliniéj’ looking towards sourck.

Accurately fitting the SPAM2D model (Equation 3.4) to the s@&d ionospheric phase
rotationgf, yields

¢ﬁ< = (3.8)

B gbb(p,k) ¢b( pjk)

b
b _ - ) 3.9
Pii cos¢,)  cos¢;) (3.9)
Based on this fit, the predicted phase rotation for this laeséd
. (p) 2Py
b = s — —— (3.10)

cos(;) cos@“j,k,)’

\évhere we have useg,,, = p, and Pk = P The absolute error in this prediction is defined
y
ABR e = 180 1 — B0 e (3.11)

With the expressions above we can evaluateatherageerror induced by the use of a 2-
dimensional screen. For individual situations, the erraynmcrease by a factor of a few. Be-
cause fitting to dierential phase (Equation 3.9) allows for an arbitraifget to be added to the
model, we assume a zero mean phase for the model near the p@nts. By positioning an-
tennag, j,i’, j’ on a plane through sourcks’ and the center of the Earth, the change in zenith
angles (or shift in baseline; see Figure 3.1) can be easiked to the angular separatigp,
between sourcdsandk’. The maximum possible value gf, is either determined by the size
of the FoV or the size of the array.

For the 74 MHz VLA in A-configuration, we have calculated theoe for a single-layer
model at 300 km height for fferent values of zenith angle, VTEC, baseline length andlangu
separation. For the default SPAM2D height of 200 km, the rivapfunction in Equation 3.8
appears to be less accurate for large55 degrees) zenith angles. We found that our error
estimates change very little with screen height, therefi@eise 300 km instead. Both the FoV
and the angular extend of the array as seen from a screert b&€8§J0 km are both- 10 degrees.
The maximunpg,,, will be smaller than this, because a typical FoV containstipiel calibrator
sourcegk} and becauskothantennas of a shifted baseline are bound to the array diorensi
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The estimated phase errors for a 2-dimensional phase stwad#l are plotted in Figure 3.2.
Except for the zenith angle, the default parameter valuss ¢aption) are chosen to be at the
high end of a range of typical values. Most apparent is thepstise of the error for zenith
angles above 50 degrees. Furthermore, a significant increase of the isrtoibe expected for
extremely large VTEC values-(100 TECU) during an ionospheric storm. Under more typical
situations (the default values), the error estimate is dotanbe in the order of 10 degrees or
less. Apart from the anticipated linear relation betweaonreand VTEC, there also exists a
(approximate) linear relation between the error and bofelx@e length and angular separation
over the parameter domains investigated here. The linéatiaie between error and baseline
length causes a phase gradient over the array, which r@salisapparent position shift of source
k’. This dfers an explanation for the systematic source posititeets that were observed in
Chapter 2 for image regions without calibrators.

In general, the error estimates for 74 MHz observations shatveven under the most ideal
ionospheric conditions, the use of a 2-dimensional phaseacan lead to significant predic-
tion errors when observing towards higher zenith anglesndeuionospheric conditions with
increased VTEC values. In the additional presence of itezgertical electron density varia-
tions, the 2-dimensional representation will degradenent This provides a strong argument
for using a 3-dimensional representation of the ionosph&rés argument holds for observ-
ing frequencies up to a few times 74 MHz, because even thdwgkrror scales linearly with
wavelength (which follows directly from Equation 3.1), @rcstill be significant for high zenith
angles and larger VTEC values.

3.3 The multi-layer ionosphere model

In this Section, we describe the multi-layer ionospherideiextension of the SPAM iono-
spheric calibration method (SPAM3D from here on).

3.3.1 Towards a multi-layer model

The problem of astronomical imaging in the presence of apiesc turbulence has been ad-
dressed for many years in optical and near-infrared astngn®o overcome the typical optical
seeingresolution limit of~ 1” due to tropospheric turbulence, large ground-based tebesc
have been equiped with adaptive optics systems (AO; e.gdyHE998) that track the atmo-
spheric distortion of a (possibly artificial laser) guidarsh the target field, and change the shape
of a deformable mirror in real-time to correct the distorteavefronts. This generally leads to
significant improvements in image resolution near the gatdg but performance decreases at
larger distance. The development of telescopes with isangdields-of-view £ 10') also trig-
gered the development of multi-conjugate adaptive optSAQO; e.g., Esposito 2005). This
technique uses multiple guide stars to allow for signific@atefront corrections over a larger
sky area, using multiple deformable mirrors to represatiient layers at dierent (conjugate)
heights in the troposphere. This technique has been sudgdskted on several selected fields
(Marchetti et al. 2007).

The concept of dividing the vertical dimension of a distogtiatmospheric volume into a
number of representative layers has also been proposedrfospheric modeling. Airplane
navigation in the United Stated is aided by the Wide Area Aegtation System (WAAS),
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Figure 3.2: Plots of the estimated filerential phase errak¢ (Equation 3.11) for an ideal single-layer
ionosphere model in the presence of a bulk ionosphere, @sguaconstant VTEC over the relevant
domain. These plots are based on the 74 MHz VLA in A-configomafor a layer height of 300 km. The
default parameter setup (see text) is a baseline length &flCan angular separatighof 2 degrees, a
VTEC of 10 TECU and a zenith angle of 45 degrees. Note thatehé@lzangle used here is the (mean)
zenith angle at the antennas, from which the zenith anglé®dPPs is derived. For each plot, one of the
parameter was varied, while the others were kept consifog.left Phase error as a function of zenith
angle. Top right Phase error as a function of angular separaggioBottom left Phase error as a function
of baseline lengthBottom right Phase error as a function of VTEC. Note that the verticdleschhanges
between plots.
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which includes a thin-layer ionosphere model for corregpnopagation delays in GPS-signals.
Blanch et al. (2004) propose a generalization of the ionespmodel by introducing multiple
(statistically independent) thin layers at represengdtigights. The total propagation delay for
any (straight) LoS from GPS satellite to receiver is assutnéa the sum of the contributions of
the individual layers. Infect, the TEC integral (Equation 3.1) along the LoS throughidimo-
sphere is replaced by a simpler sum. For two test cases odatsglthe multi-layer ionosphere
model reduces the VTEC estimation error by 30-50 percenbagpared to the single-layer
model (Blanch et al. 2004).

3.3.2 lonospheric multi-layer phase screen model

In this section we present a mathematical decription of thiifayer model as implemented
in SPAM3D. An individual layer in SPAM3D is similar to the gjle-layer model in SPAM2D.
In this section we describe only those elements that areetetedexpand from a single- to a
multi-layer configuration. Chapter 2 contains an extendegription of the single-layer model,
therefore we refer to this chapter for background infororati

The original SPAM2D single-layer model was designed to haemain properties to aid
model fit convergence and interpolation: (i) the model bastors are orthogonal on the discrete
IPP domain, (ii) model order reduction leads to minimal d&en from the assumed statistical
behaviour, (i) interpolation retains the assumed diiatis behaviour, (iv) the model has most
spatial structure near the IPPs and converges to zero & thstance. For the construction
of a 3-dimensional model, it is highly desirable to maintdiase characteristics while adding
more freedom to the model to represent the vertical stractDue to the similarities in model
setup, we can apply the multi-layer approach of Blanch €28&l04) to the SPAM model. This
approach sustains the important properties of the SPAM2Deimentioned above into the
SPAM3D model. This approach has two additional importanpprties: (i) each free model
parameter applies to all layers simultaneously and doebawa to be arbitrarily assigned to a
single layer, and (ii) the model base functions are orthafjover the integrated vertical model
structure, therefore there is intrinsically no redundapetyveen model layers.

SPAM has been extended with a multi-layer ionospheric piraskel that allows for multiple
independent phase scregp8) to be positioned at representative heigfils compliant to the
WGS84 standard (NIMA 1984). For a single visibility timeental (we omit the time subscript
n here), the total (integrated) ionospheric phase rotagjpifor a radio wave traveling along a
given line-of-sight (LoS) from antennato sourcek is modeled by a weighted sum of phase
rotations induced by piercing through the individual phsseens:

P"(Ph)
by = Zh:Wh¢irl]< = Zh:Wh cos é;l)’ (3.12)

wherew, is an arbitrary weight assigned to each layer (withw, = 1), y:flf( the coordinates of
the IPP at height, andgi'f< the zenith angle of the LoS at the IPP.

In this model we assume that the LoSs are straight, while atityethey are bent due to
variations in the refractive index along the ray paths. T firder, moderately large refractions
(say,< 10 degrees) that are common for all antennas and constasisatie FoV can be repre-
sented by the multi-layer model by horizontally shifting tlayers and scaling the amplitude of
the horizontal phase structure per layer to incorporateliamge in airmass. To some extend,
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variations across the array and across the FoV can be in@degbinto the horizontal phase
structure of the layers, but may result in inconsistencigsvben (nearly) crossing LoSs and
less accurate interpolation.

Using the Karhunen-Loéve (KL) transform, an optimal sdiade ‘functions’ can be derived
to define the (total) ionospheric phase mogleFor this, we calculate the phase covariance of
the multi-layer model. A first step in this calculation is tefihe the statistical behaviour of
individual layers. Each phase scregirepresents a thin layer of (zero mean) turbulent electron
density fluctuations. Following van der Tol & van der Veen({2}) the stochastic model for
each layer is defined in terms of a power-law phase structureibn

D,(r) = ([o"(P") — #"(P" + 1% = (r/rh)™, (3.13)

where(...) denotes the expected values= |r| is the length of a horizontalftset vector in
the screenrg1 is a measure of the scale size of phase fluctuationg/gigla power-law slope.
Both rg andy, are layer parameters that need to be specified by the usear.cdnivenient to
use the same values fog’ andy, for all layers. This causes the phase structure function of
the full model to have the same shape as the structure funcficndividual layers (Roddier
1981), which can be made to match observations. Similar V2D, we usey, = 5/3 (pure
Kolmogorov turbulence) an[g = 1 (although the actual value is irrelevant in our model).

The phase covariance functiﬁ)fja,(r) for each layer is given by

Cha(r) = (" (F)e"(P" + 1)) (3.14)
The structure function and the covariance function ardedlthrough

Ch,(r) = Ch,(0) - :—ZLD2¢(r), (3.15)

Wherecg¢(0) is the phase variance.

For a finite set of LoSs of flierent antenna-source pali$, k)}, the data domain o is
discrete, therefore we switch to matrix notation. The pleasdributions of one layer can be de-
scribed by a phase vectd" = [...¢"(p})...]7, where" denotes the transpose. Equation 3.12
translates into

® =3 wA"", (3.16)
h

with A" a diagonal matrix with the /icos jS'l‘() airmass terms on the diagonal. We can construct
a structure matri>li)[;qj with elements

Df,[a. b] = D, (1eh - d). (3.17)

wherea, b € {(i, k)} are antenna-source pair indices. Appendix 2.7 containsipa¢o translate
the phase structure matrlD% into a phase covariance mat(bg¢ with elements

Chyla.b] = Ch, (P - F). (3.18)

Under the assumption of independence between layers,tdi@hmase covariance matie,, of
radio waves that travel through the multiple layers at nomzenith angles is a combination of
the covariance matric@;¢ of the independent layers (Blanch et al. 2004):

Cyy = ) WEA"CE AN, (3.19)
h
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An optimal set of model base vectors are derived by perfagraimliscrete KL transform
(singular value decomposition) on the total phase coveeamatrix defined in Equation 3.19

C,p = UAUT, (3.20)

where the columns dfl contain a complete set of orthonormal base vectdtss the transpose
of U and the diagonal matrix contains measures of the variance of the base vect@iceats.

The initial complete set of KL base vectorslhis arbitrarily reduced in order by selecting
a subset) based on the magnitude of the variances (principal comp@metysis). The subset
should be large enough to accurately reproduce the phassunee@ents obtained by peeling
bright sources in the target FoV. The discrete phase vaBtatong individual LoSs is repre-
sented by a linear combination of the dominant base vectors

® = Uq. (3.21)

The elements of vectay are the free model parameters, containing ondhaient per base
vector. Similar to SPAM2D, the cdigcients inq are determined by fitting Equation 3.21 against
the peeling phase measurements. This is described in oheSsttion 2.3.4.

If q can be determined accurately, then the ionospheric phadelrfiequation 3.21) repro-
duces the phase rotations in the direction of the peeledesuinterpolation of the phase model
to arbitrary viewing directions is done by Kriging interptibn (Matheron 1973). Using Equa-
tions 3.13 and 3.17, we calculate the structure mmgig(between the LoSs towards the peeling

sourcedk} and the LoSs towards the sourqfe}s,of interest. Following the method described in
Appendix 2.7, we derive the covariance matr'jgjg]j from the structure matrix. The interpolated

phase corrections for the arbitrary viewing directionsthen given by

® =C, C,i®. (3.22)

3.3.3 Reconstruction of individual ionospheric model layes

The base vectors of the multi-layer ionosphere model asritbestcin Section 3.3.2 represent
theintegratedphase behaviour of the model. They are somewhat similardiongnsional base
functions that are integrated along LoSs through the ratex@ume. The use of multiple layers
is mainly a mathematical tool to derive the ‘integrated’'dasctors. The fitted model parameters
g relate to these integrated base vectors, therefore aressigined to individual layers. The
gualitative d€fect of assigning a higher weight to a particular layer is tekttively more structure
is allowed in this layer, which propagates into the integadiase vectors.

This section contains a recipe for reconstructing the pkaseture of individual layers in
the multi-layer ionosphere model (which is a form of ionosptitomography). This may proof
to be a useful tool for studying the ionosphere. However,ranst be cautious with the inter-
pretation of the fitted semi-empirical multi-layer modehieh doesn’t necessarily correspond
to reality.

The inversion of a 2-dimensional phase measurement intdimm8nsional phase structure
is generally non-trivial (e.g., Bust & Mitchell 2008). Thertents of individual layers can be
estimated by Kriging interpolation, for which we require laage covariance matrix per layer.
Equation 3.19 defines the total phase covariance mélfjxas a combination of the phase
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covariance matrice@2¢ per layer (Equation 3.18). Kriging interpolation to an widual layer
yields

= w,C},A"C,;®. (3.23)

This approximation obeys Equation 3.16:
thAh(I)h ZWZA ch,A"Clo = C,,C.lo = o, (3.24)

where we used Equation 3.19.

3.4 Instrumental phase drift estimation

One of the main assumptions in the SPAM calibration schentieaisinstrumental and iono-
spheric phase rotations are separable on their spatialemmgloral behaviour. Antenna-based
instrumental phase rotations are assumed to be constdmtinvé and viewing direction, while
ionospheric phase rotations are assumed to vary with bothr.efended (5—10 hour) low-
frequency radio observations with both VLA and GMRT, we hawéced significant 20 de-
grees) phase drifts of one or more antennas over the obgetuirthat appear to originate from
the instrument rather than ionosphere. We have also idehtifistinct phaseftsets for some
antennas, which are probably the result of inaccuraciekeriritial estimation of the instru-
mental phasefsets (Section 2.3.1). To improve the modeling accuracy mbspheric phase
rotations, these drifts andfgets need to be removed.

In SPAM we have used the direction-independence as an adlitconstraint to estimate
residual instrumental phasé&setsA¢™" per visibility time intervaln. Under the assumptions
that (i) the residual instrumental phasésets for the majority of antennas are relatively small,
and (ii) SPAM fits reasonably accurate phase mod®lsto the peeling phase correctiop®',
the residual instrumental phaséset on a particular antenna can be estimated by calculating
the mean fiset between the phase model and the peeling phase solutitesamtenna towards
multiple calibrator sources:

S~ ((d5 — dim) Mod 2t — (¢S5 — ¢iom) Mod 20} ). (3.25)
The averagé. .. )iz estimates and removes thffset between the model and the peeling phase
correction towards each calibrator source.

The estimated residual instrumental phaffsai for single antennas as a function of time
(Figure 3.3) generally shows a scatter of points centeredrat a slowly changing phase com-
ponent. Interpreting these as noise and instrumentalualsghase, respectively, we apply a
median window filter with a width of 1 or 2 hours to extract thewdy changing component.
If at least one antenna shows a significant (sa&l0 degrees) residual instrumental phaeed
during the observing run, the slowly varying instrumentaages are corrected for in both the
visibility data set and the previously obtained phase neasants to which the phase model was
fitted. Repeating the model fitting to the corrected phasesnrements can lead to significant
reductions in the RMS phase residuals (see Section 3.5.2).
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Figure 3.3: Plots of the systematic phasisets after model fitting of four selected antennas as a fumofitime, using the method described in Section 3.4.
These estimates were derived from the observation on NGE d8@resented in Section 315ft The phase fisets for individual visibility time stamps
are noisy, but the underlying trends are clearly visitikéght Median window filtering over dficient long time scales isolates the trend from the noise
VLA antennas E40 and N72 have distinct constdigeis that probably resulted from a poor initial instrumepkease calibration. The systematic phase
offsets for antennas W72 and W48 appear to be phase drifts thetade from the instrument itself. These observed tremesralependently derived and
cofirmed from the alternated observation on NGC 4631.
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VLA project code AE119

Date March 7, 1998

Time range 03:46-12:11 IAT
Target field coordinates:

- NGC 4565 1936M23.705 + 26°1329.81”
-NGC 4631 1%40M56.379 + 32°31'33.09”
Time per target 159 minutes
Integration time 10 seconds
Frequency 73.8 MHz
Bandwidth 1.54 KHz
Channels 63
Polarizations RRLL

Calibrator Cyg A

Time on calibrator 3.5 minutes

2 The local time at the VLA is Mountain Standard Time
(MST = IAT - 7).

Table 3.2: Overview of the test case observations.

3.5 Applications

To test the performance of the multi-layer model and phaiesdtimation in SPAM, we apply
SPAM calibration to archival VLA 74 MHz observations in thecAnfiguration, which is the
largest low-frequency array presently available. We camparformance of SPAM3D against
SPAM2D calibration by analyzing the resulting images. Th&adeduction and results of these
test cases are described in detail. Because data redudtiorS®RAM differs from other ap-
proaches (e.g., Lazio et al. 2005), this description mayesas a template.

3.5.1 Data selection

For our tests we chose to re-process the visibility data @etsvo target fields, NGC 4565
and NGC 4631, that were used by Cohen et al. (2004) to prodhecddepest high-resolution
74 MHz maps to date. Details for this observation are givemable 3.2. The original data
processing included a phase calibration of each target digéinst a model derived from the
NVSS source catalog (Condon et al. 1994, 1998) before ampfigld-based calibration (Cotton
et al. 2004). Adding this initial phase calibration stepi®¥wn to yield better quality images in
some cases, even when it undermines the assumption of anbimstrumental phase in field-
based calibration. The two resulting images of the paytiallerlapping fields yielded a total
of ~ 1000 source detections atr5 Cohen et al. (2004) qualify the ionospheric conditions as
‘favourable’. The background noise level in the center afreimnage is~ 35 mJy beam'. The
resulting images show signs of residual calibration erieesause there are ring-like and radial
patterns present in the image background near bright seurce
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3.5.2 Data reduction

For the data reduction, we adopted the same imaging paresastesed by Cohen et al. (2004).
After extracting the publicly available visibility datatseom the VLA archivé, it was loaded
into NRAQ’s Astronomical Image Processing Sofware (AIP8dR & Greisen 1994) package.
For convenience, we discuss the further data reductiominstef one target field, although this
actually applies to both target fields.

Instrumental calibration

The Cyg A data was manually flagged for radio frequency ieterice (RFI) and bad baselines
based on excessive visibility amplitudes. To remove iohesp phase rotations towards the
calibrator, a small subset of central frequency channetsusad to calibrate the antenna-based
gain phases against a Cyg A madeh the visibility time resolution. Normalized bandpass-cor
rections were determined using the same data and model tehilgorarily applying the phase
calibration. Both the phase corrections and bandpassatimms were applied while calibrating
the antenna-based gain amplitudes against the model, aléifigquency channels. The time-
constant amplitude and bandpass corrections were appli€gd A and the target field. Next,
the target field data was manually inspected per baselirgettify and flag excessive visibility
amplitudes (mostly RFI).

To remove the constant phaséset between RR and LL polarization, a second phase cali-
bration of Cyg A against the model was done at the visibilityetresolution using the full band.
The phase corrections for both polarizations were sulada(®R-LL) and time-averaged per
antenna. These averages were applied to the LL polarizatiGyg A and the target field, after
which the RR and LL visibilities were combined into stoke3d.reduce storage and process-
ing, each three frequency channels were averaged togetkalting in 21 frequency channels
of 73.2 KHz each.

To remove the antenna-based instrumental phfisets, a third phase calibration of Cyg A
against the model was done at the visibility time resolutidimne phase corrections were fil-
tered to separate instrumental from ionospheric phaseibaotions, by fitting simultaneously
for time-constant fisets and time-variant spatial gradients over the arrayti@®e2.3.1). The
time-constant instrumental phas@sets were applied to the target field. At this point, the tar-
get field data is assumed to be instrumentally calibrateckgbfor an unknown spatial phase
gradient over the array.

Initial target field calibration and imaging

After instrumental calibration, the astrometry for thegetrfield was restored by phase calibrat-
ing on a 30 second time scale against a source model cogsigtpoint source representations
of 30 bright sources. The source flux densities and positi@ars taken from the VLSS catalog,
selecting only sources within one primary beam radius filoerpiointing center, and scaling their
absolute flux densities to apparent flux densities by migtgibn with an axisymmetric primary
beam pattern (e.g., Lazio et al. 2005). The calibration plcasrections were applied during the
first imaging of the primary beam area (Table 3.3), followgdsbveral rounds of phase-only
self-calibration. Because it is crucial to keep the insteatal calibration intact, the calibration

Lhttps://archive.nrao.edu/archive/archiveproject.jsp
2Obtained fromhttp://lwa.nrl.navy.mil/tutorial
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Target field diameter 1429

Pixel size 5.7

Weighting robust
Wide-field imaging polyhedron (facet-baskd)
Deconvolution Cotton-Schwab CLEAN
Number of initial facets 475

Facet diameter 0.81

Facet separation 0.67

Restoring beam circular 25

2 Briggs (1995)
b Perley (1989a); Cornwell & Perley (1992)
¢ Schwab (1984); Cotton (1999); Cornwell et al. (1999)

Table 3.3: Overview of imaging parameters for both target
fields (NGC 4565 and NGC 4631).

phase corrections were stored in tables and temporariljeapphile imaging (instead of being
applied directly). Per antenna, time ranges that showezhigxent phase calibration corrections
(i.e., without any notion of time continuity) were flagged.

The VLA antennas are sensitive to flux coming from directian®utside the primary beam,
mainly because of large sidelobes due to a relatively snmddirmna diameter (25 meter is just
over 6 wavelengths at 74 MHz), and because scattering ofsaavile primary focus support
legs (Kassim et al. 2007). Because the dirty beam sidelotierpascales radially with wave-
length, bright outlier sources can induce noticeable shipatterns in the target field image at
this frequency. This potential problem is addressed in tepss (i) subtraction of bright sources
within a few primary beam radii of the pointing center, anyigubtraction of extremely bright
sources at (possibly) very large angular distances frorpdiring center.

For the first step, the final imaging round in the phase sédifi@dion loop on the target field
included~ 30 additional facets centered at the positions of very hNgIBS sources outside
the primary beam area, up to four times the primary beam sa@ixcept for Vir A, which is
processed in the second step). If detected (typically Selifces), the CLEAN models of these
outlier sources were subtracted from the visibility datalevtemporarily applying the self-
calibration phase corrections. None of the apparent sdluxes was large enough to require
peeling.

For the second step of outlier removal, the updated sourcelm@vere subtracted from the
flagged target field data. The residual data was used to imagddifional facets at large angular
distance from the target field, centered on the Sun and 8mgtyebright sources, namely Cyg A,
Cas A, Tau A, Vir A, Ori A, Sgr A, 3C 123 and 3C 10. For imaging atetonvolution of each
source, we used the visibility time ranges during the obisgrwun for which the source was
above the local VLA horizon (assuming a locally flat Earth &rbring source refraction). For
both target fields, only Cyg A and Vir A were detected, at 87 addlegrees distance from
NGC 4565, and 82 and 20 degrees from NGC 4631, respectivelyedially Vir A generated
significant sidelobe noise in the NGC 4565 image (Figure.3Bbth Cyg A and Vir A were
peeled and subtracted from the target field visibility daigain taking into account the time



Figure 3.4: Example of the fect of bright outlier removalLeft South-west boundary of the NGC 4565 field before outlieraesth This image contains
considerable background structure (near-vertical sigipdue to the presence of Vir AMiddle: Image of Vir A as derived from peeling, imaged at
14 degrees from from the field cent&ight Same as left but with Vir A subtracted, which significantyguces the background structure.
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ranges for which these sources were above the horizon.

The resulting target field data, with the outlier sourcedrsudbed, was phase (self-)calibrated
and imaged, after which the source model was subtractedtfremisibility data. This residual
data was inspected per baseline to flag visibilities withesgve amplitudes. Time-frequency
blocks that had a large fraction of visibilities flagged wéegged completely. The resulting
flagging tables were transferred and applied to the (notractied) target field data, followed
by re-imaging.

lonospheric calibration and imaging

To suppress the direction-dependent calibration erroestduonospheric phase rotations, we
applied SPAM calibration to the target field data, followthg recipe in Section 2.3. Each target
field data set was processed for two calibration cycles ubi@gingle-layer model (SPAM2D).
The second cycle was then repeated using the multi-layeeh(8&8AM3D) on the same peeling
phase corrections. For SPAM2D we used the same model et the previous test cases
described in Section 2.4, using a screen helght 200 km and a phase structure function
power-law exponeny = 5/3. For SPAM3D, we used a multi-layer model with the dominant
layer (with the largest weight) &t = 200 km and two additional layers (with smaller weights)
to add a simple vertical structure (see Table 3.4), ugirg5/3 for all layers. This multi-layer
setup is a very crude representation of a typical vertieadtebn density profile (e.g., Smith et al.
2008).

The data processing steps in Section 3.5.2 yielded perttiéefe(i) an instrumentally cali-
brated, flagged visibility data set with outlier sourcesmegsed, (ii) a table with self-calibration
phase corrections, (iii) a deconvolved target field image(ar) a target field source model. This
data was used as an initial estimate to start the SPAM c#binraycle, consisting of the follow-
ing steps:

1. Subtract the source model from the visibility data whiplging the phase calibration.
Peel apparently bright sources.

2. Fit an ionospheric phase model to the peeling solutioesnd¥e systematic (instrumen-
tal) phase drifts.

3. Apply the model phases during re-imaging of the targed fiel

Compared to Chapter 2, the cycle is changed by adding to stapi@strumental phase drift
estimation as described in Section 3.4.

The peeling step typically yielded 15 sources for which direction-dependent phase calibra-
tion corrections could be obtained. The SPAM model was fittettie peeling phase corrections
using the arbitrary number of 20 free parameters for all dsusf processing. The instrumental
phase drift correction was mainlyfective in the first SPAM cycle (see Figure 3.3 for an exam-
ple), reducing the typical RMS residual phase frem0 to~ 30 degrees. The systematic phase
drifts in the second cycle were negligible for both SPAM2DI &PAM3D.

Figure 3.5 shows the RMS phase residuals after fitting theM&PAmodel to the peeling
phase corrections in the second calibration round of the MG®1 field. The RMS increases
significantly at the edges of each 10 minute time block, wigctaused by an increase of the
peeling phase interval for weaker sources. For many peel@dess the phase corrections are
initially determined each 1 to 2 minutes, followed by a tirmeampling to the visibility time grid
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Field name NGC 4565 NGC 4631
Peeling sources 17 13
Model layer heights (weights):

SPAM2D: 200 km (1.00) 200 km (1.00)
SPAM3D: 100 km (0.25) 100 km (0.25)

200 km (0.50) 200 km (0.50)
400 km (0.25) 400 km (0.25)
RMS residual phase [degrees]:

SPAM2D 308+ 3.6 2766+ 4.79
SPAM3D 301+36 2703+ 4.71
Total flagged data fraction:

SPAM2D 0.33 0.25
SPAM3D 0.32 0.25

Table 3.4: Overview of the SPAM processing parameters
for both target fields (NGC 4565 and NGC 4631).

of 10 seconds. At the edges of each time block, the accuratyeatsampled phase corrections
diminishes because the resampling includes a phase eldtiapdowards the edges beyond the
outer initial phase corrections.

Visibility time stamps that had a RMS residual phase highant40 degrees were discarded
(see Figure 3.5). In two calibration cycles, this removedtzstantial ¢ 30 percent) fraction of
the data, mainly during the final 3 hours of the observing fieor. both fields, the mean RMS
residual phase for SPAM3D is slightly lower than for SPAMZa¢ Table 3.4).

3.5.3 Output image comparison

Because there is no information available on the true iomeginduced phase rotations, we
analyze the output images from the SPAM2D and SPAM3D cdlidmanethods to determine
the relative performance. It is not our goal to repeat thédpth comparison against field-based
calibration (for this, see Chapter 2). However, we do penfeome basic sanity checks against
one of the two target field images from Cohen et al. (2004), etarNGC 4565. We label
this as field-based calibration (FBC), but in reality it isp@$sibly suboptimal) combination of
field-based calibration after applying a time-variablegsaalibration.

Residual ionspheric phase errors can generate severatidir@lependent types of image
artifacts. Because the images are generated from vigbiliheasured over an extended observ-
ing session, all time-varying residual phase errors araraotated into time-averaged artifacts.
Both image background and source properties are inspemteditience of these artifacts. For
convenience, none of the analyzed images have been calfecimary beam attenuation, so
the background noise is approximately flat.

A non-zero mean phase gradient over the array towards aesocauses an apparent position
shift of the source. Any non-zero mean higher order phasetstre causes a deformation of
the source. Both a zero-mean time variable phase gradidritigher order phasetects cause
smearing and deformation of the source image, and constyuwenreduction of the source
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Figure 3.5: Example plot of the RMS residual phase as a function of \igihime stamp for the SPAM3D model fit on the peeling solngoof the
NGC 4631 field. All time stamps with phase residuals largant#0 degrees (dotted line) were discarded. The points eeadegrees (solid line) are the
difference between the SPAM3D and SPAM2D RMS phase residugdd(#P-SPAM2D).
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Field name NGC 4565 NGC 4631

Mean background noise [mJy beam*]:

FBC 33.1 -

SPAM2D 29.6 32.6

SPAM3D 30.3 325

Number of sources within a 6 degree radius with a peak fluxgs:
FBC 559 -

SPAM2D 605 572

SPAM3D 584 582

50~ source count (and fraction) with an NVSS counterpart wigoM:
FBC 511 (0.916) -

SPAM2D 568 (0.939) 549 (0.961)

SPAM3D 550 (0.942) 556 (0.957)

Table 3.5: Overview of results from calibrating and imaging two teskfsewith
field-based calibration (FBC) applied, single-layer SPABPAM2D) calibration
applied and multi-layer SPAM (SPAM3D) applied.

peak flux (e.g., see Cotton & Condon 2002). In the presencemef-varying residual phase
errors, the source model subtraction during CLEAN decarniah is incomplete because the
average, apparent source model from the output image mrididt and because the visibilities
on individual time stamps deviate from the model visikgktidue to the phase errors. Therefore,
part of the image background noise level consists of resgldalobes. The local sidelobe noise
increases with both the RMS phase error and the local soureadéinsity. We use both the
source peak fluxes, source peak postions and the backgroisedfar our analysis.

To allow for comparison of source properties, we appliedsiigrce extraction tool BDSM
(Mohan 2008) on all relevant images. BDSM performs a mudtildimensional Gaussian fit
on islands of adjacent pixels with amplitudes above a sgekifireshold based on thecal
image noiser, in the image. Multiple overlapping Gaussians are groupgétteer into single
sources. We applied BDSM to all images, using the defautteiibn criteria (which includes
that a source detection requires at least 4 adjacent pikeésabove 3 , with at least one
pixel value above & ).

Image noise

For all relevant output images, the mean image backgroun8 M simply noise} was de-
termined by fitting a Gaussian to the histogram of image pigdiles from the inner quarter
radius of the FoV where most apparent flux is (see Table 3&)béth fields, the noise levels
for SPAM2D and SPAM3D are approximately equal. The SPAM edésels are- 10 percent
lower than for FBC. Visual inspection of the images per figldvss that there is very little dif-
ference in background structure between SPAM2D and SPAMBB FBC image has relatively
more traces of deconvolution errors near the brighter ssutttan the SPAM images.
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Counterparts at 1.4 GHz

Table 3.5 contains the number of sources cataloged by BDSMma 6 degree radius from the
field center, with the additional constraint that the peak fuat least 5 times the mean back-
ground noise. Additionally, each catalog was cross-idiedtagainst the NVSS catalog (Condon
et al. 1994, 1998), which has a lower resolution”(4but also a much lower detection limit (at
least 5 times lower for an average spectral index@8). Table 3.5 lists the number of sources
(and fractions) that have an NVSS counterpart withifi.6This limit gives siificient room to
accomodate resolution issues (e.g. single source in NVg8trbe double in 74 MHz images)
while introducing very few false associations (Cohen eR@07). For the SPAM methods, the
association fractions are slightly higher for the NGC 468ldfiwhich makes the total number of
associations for both fields roughly equal. FBC has a slidbtver association fraction, which
results in~ 8 percent fewer associated sources as compared to SPAM2SRAM3D. To
minimize contamination with fake detections, we continue analysis with sources that have
an NVSS counterpart, thereby risking the loss of an inciaaritra-steep spectrum source.

Peak fluxes

To compare source properties from thé@lient calibration techniques, the available catalogs
for each field are individually cross-identified with a’66earch radius. The peak fluxes of
associated sources are plotted in Figure 3.6. We use peasfhather than integrated flux
densities because of the larger uncertainties in the detation of the latter, and because most
sources are unresolved at'2Eesolution (Cohen et al. 2004). For each field, there is a tigh
match between source peak fluxes from thedént calibration methods. For sources that have
peak fluxes> 100 in both catalogs, the mean peak flux ratio lies within 2 peroéanity. The
relatively high association fraction and relatively tigieak flux correlation between SPAM2D
and SPAM3D is expected to be strongly influenced by the com®R#M data reduction steps.

Astrometric accuracy

Despite the 45 resolution of the NVSS, the RMS position error for NVSS sesrbrighter than
15 mJy is better than”l The astrometric accuracy of extracted sources in the twiviAZ
target field images is expected to be worse, as they are likeye dominated by systematic
residual phase gradients after ionospheric calibratiee Bhapter 2). We estimate the astro-
metric errors in the target fields by comparing the peak jprsitof a subset af 300 compact
sources (gaussian wideh32.5”) against the peak positions of close NVSS sources (withfh 10
to minimize resolution mismatches). Note that a changiregspl index across a source may
add to the observed positionfidirence, but thisféect is equal for both the calibration methods
(SPAM2D and SPAM3D) under examination. The positiofiedences for both fields and both
calibration methods are plotted in Figure 3.7.

For both target fields and both SPAM versions, the positifieets are scattered around a
mean that is systematicallyfeet from zero bys 1” in roughly the same direction. Because
the astrometry for the whole field depends on the accuradyeodssumed (NVSS) positions of
the~ 15 peeled calibrators, it is most likely that a non-zero mgasition error in the assumed
calibrator positions causes the observed system#iBetpwhich is (by coincidence) similar in
amplitude and direction for both fields. We continue by remgthe systematicféset from all
catalog positions.
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Figure 3.6: Peak flux comparisons in the NGC 4565 and NGC4631 fiekft Peak flux comparison for 474 sources detected in both the &BLC
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field (bottom rowy as measured in the SPAM2D imagéft(columr) and SPAM3D imagegight columr,
using the NVSS catalog as a reference. The dotted line maeksize of the 25restoring beam.
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For the NGC 4565 field the measured RMS positifisets around the zero mean are 3.44
and 3.27 for SPAM2D and SPAM3D, respectively, and for the NGC 463 Wfible measured
RMS position dfsets are 3.24and 2.96, respectively. Removing the intrinsic 17 RMS
position error in NVSS would lower these values by 0. most, but this correction has little
consequence for our performance comparison. Bedincing the RMS positionfisets in
guadrature, we estimate that using SPAM3D instead of SPAMZoved the overall RMS
astrometric accuracy by 1.35and 1.07 for the NGC 4565 and NGC 4631 fields, respectively.

3.6 Discussion and conclusions

We have extended the ionospheric phase calibration metR8#JChapter 2) with a multi-
layer ionosphere model and an instrumental phase drifhasbir, in an attempt to improve the
calibration accuracy of wide-field low-frequency radiogrferometric observations. The SPAM
method has been succesfully tested on simultaneous, edeftiMHz VLA observations of
two fields in the largest A-configuration under quiet ionasticonditions. From this test case
we draw the following conclusions:

(i) The performance of the multi-layer ionosphere modelifsilar to that of a single-layer
model. Application of the multi-layer model resulted in aah{~ 10 percent), but still sig-
nificant improvement in the overall astrometric acuracy@sared to the single-layer model,
while no noticeable changes are observed in the backgranisd ar source peak fluxes. Global
distortions in the astrometry are induced by residual plgaadients that vary across the FoV.
For a single-layer model, we estimated that the presenc@afimensional smooth ionosphere
can cause systematic phase gradient errors, wiifeleta the astrometric accuracy. Although
not conclusive, an improved representation of the largdesg-dimensional ionosphere by the
multi-layer model can explain the improvement in astromethile the other image character-
istics should remain the same. This improved representati&y also be reflected in the small
reduction of the RMS phase residual after model fitting, Witian indicate a better consistency
between the astrometry of the calibrators and the muléfdayodel as compared to the single-
layer model.

(ii) The phase drift estimator was succesful in detecting moving several large antenna-
based phasefisets and drifts from the visibility data. This significanthduced the RMS resid-
ual phase after SPAM model fitting by 25 percent on average. The phaisets are probably
the result of an inaccurate instrumental phase estimation & relatively short calibrator obser-
vation. The phase drifts (up to 40 degrees over 8 hours foaatenna) are not known to have
a clear cause. Because the data reduction does not applyairadle phase corrections before
this estimator, and because the same phase drifts are edserivoth target field data sets, we
exclude the data reduction as a possible cause for the phiftse @he ionosphere itself is an
unlikely candidate, because of the persistent nature oplizse deviations and the absence of
the same phase structure on neighbouring antennas. Meahdaformation or communication
delay changes are unlikely, because the VLA is known to beg@ktable on much higher ob-
serving frequencies (also, a 40 degree phase change at 74Miézsponds to a significant path
length diference of 45 cm). Possibly, the phase drifts are induced in 74 MHz-ifipeeceiver
hardware at some antennas.

(iii) Our full data reduction, including SPAM ionospherialibration, generated images in which
the flux density scale is well matched to an earlier, indepahdata reduction by Cohen et al.
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(2004). There is no noticeable improvement in the peak fluxgisthe mean background noise
level in the central beam area has lowered-o}0 percent te- 30 mJy beam' . The improved
suppression of sidelobes appears to be the main reasorh imbicates a modest improvement
in phase calibration accuracy.

For our test case, replacing the SPAM single-layer modéi wimulti-layer model did not
lead to significant improvements in image quality like in @tea 2. It was noted by Cohen
et al. (2004) that the ionospheric conditions during thesolxtions of the test case data were
‘favourable’. The observations were performed mostlyaigiriighttime, which on average leads
to more quiet ionospheric activity (e.g., Cohen & Rottggr2009). Also, VTEC values are
generally low during nighttimey 1 TECU). Calibrating observations that were recorded durin
increased ionospheric activity may unambiguously showthkdrethe multi-layer ionosphere
model indeed performs better than the single-layer moded. multi-layer model accuracy may
also be improved by optimizing the set of parameters thahddfie model, like the number
of layers, the layer heights and weights, the phase stri¢tunction power-law exponent, the
number of free model parameters, etc.

To further explore the performance, robustness and limaitatof the SPAM method, we
will continue to process data sets obtained witliedent existing low-frequency arrays under
different ionospheric conditions. Developments for testingNbkh a simulated environment
are currently in progress. These test cases will be usedtitmiap the choice of model param-
eters for diferent observing conditions. We also investigate posséslito further extend the
SPAM calibration method, like including time evolution imetionosphere model.
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CHAPTER 4

Deep low-frequency radio observations of the NOAO
Bodtes field I. Data reduction and catalog construction

Abstract. In this chapter we present deep, high-resolution radiafiertemetric observations
at 153 MHz to complement the extensively studied NOAO Bsdteld. We provide a de-
scription of the observations, data reduction and sourta@agaconstruction. From our single
pointing GMRT observation of 12 hours we obtain a high-resolution (2& 22”) image of

~ 113 square degrees, fully covering the Bootes field regiontaybnd. The image has a
central noise level below 1.0 mJy beadmwhich rises to 2.0-2.5 mJy beamat the field edge,
making it one of the deepest150 MHz surveys to date. The catalog of 598 extracted sources
is estimated to be 95 percent complete at the 20 mJy level, while the estimaiathmination
with false detections is 1 percent. The low systematic RMS position error @4t facilitates
accurate matching against catalogs at optical, infrareldodimer wavelengths. Thefigrential
source counts, accurately measured down @0 mJy, are consistent with interpolated source
counts at 325 MHz for a mean spectral index-6£8, indicating that the dominant population
in this survey consists of AGN. Combination with availabkeg 1.4 GHz observations yields
an accurate determination of spectral indices for 417 ssudown to the lowest 153 MHz flux
densities, of which 16 have ultra-steep spectra with spkictdices below-1.3. The detection
fraction of the radio sources iK-band is found to drop with radio spectral index, which is in
agreement with the known correlation between spectralxiraael redshift for brighter radio
sources.

H. T. Intema, R. J. van Weeren, H. J. A. Rottgering, D. V. laslgd N. R. Mohan
Submitted to Astrononty Astrophysics
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4.1 Introduction

Surveying the radio sky at low frequencies B00 MHz) is a unique tool for investigating
many questions related to the formation and evolution ofsmagalaxies, quasars and clusters
of galaxies (e.g., Miley & De Breuck 2008). Low-frequencyli@observations benefit from
the steepness of radio spectra of various types of cosmio sadirces, such as massive high
redshift radio galaxies (HzZRGg, > 2) and dituse halo & relic emission in nearby galaxy
clusters£< 0.1).

HzRGs are amongst the most massive galaxies in the earlyetsei(e.g., Miley & De
Breuck 2008), usually located in forming galaxy clustergwatal masses of more than't®/
(e.g., Venemans et al. 2007). The mofitogent way of finding HzRGs is to focus on radio
sources having ultra-steep spectra (USS; Roettgering £98V; De Breuck et al. 2002). This
was recently reinforced by Klamer et al. (2006) who showed tthe radio spectra of HzZRGs in
general do not show spectral curvature, but are straighhc@urating on the faintest sources
from surveys made at the lowest frequencies is thereforéainas way of pushing the distance
limit for HZRGs beyond the present highest redshift of TN22201 az = 5.1 (van Breugel
et al. 1999) and probing massive galaxy formation into trechf reionization.

Galaxy clusters containing filise radio sources appear to have large X-ray luminosities
and galaxy velocity dispersions (e.g., Hanisch 1982), tvhie thought to be characteristics of
cluster merger activity (e.g., Giovannini & Feretti 200@&rdpner & Sarazin 2001). Synchrotron
halos and relics provide unique diagnostics for studyimgrttagnetic field, plasma distribution
and gas motions within clusters, important inputs to modéduster evolution (e.g., Feretti &
Johnston-Hollitt 2004). Cluster synchrotron emissionnewn to be related to the X-ray gas
and pinpoints shocks in the gas. Further, cluster radioganisisually has steep radio spectra
(e < —1), the radiating electrons are old and can provide fossibn@s of the cluster history
(e.g., Miley 1980).

Several low-frequency surveys have been performed in tlsg gach as the Cambridge
surveys 3C, 4C, 6C and 7C at 159, 178, 151 and again 151 MH®cteely (Edge et al. 1959;
Bennett 1962; Pilkington & Scott 1965; Gower et al. 1967;ddadt al. 1988, 2007), the UTR-2
sky survey between 10-25 MHz (Braude et al. 2002), the maente/LSS at 74 MHz (Cohen
et al. 2007) and the ongoing MRT sky survey at 151.5 MHz (€andey & Shankar 2007). All
these surveys are limited in sensitivity and angular regoiyumainly due to man-made radio
frequency interference (RFI), ionospheric phase disingtiand wide-field imaging problems.
Recent developments in data reduction techniques makesgilge to perform deeper surveys
(< 50 mJy beam') of the low-frequency sky at higher resolutiog 80”).

In this chapter we present deep, high-resolution GMBbservations at 153 MHz of the
NOAQ? Bobtes field. The Bootes field is a large @ square degree) northern field that has been
targeted by surveys spanning the entire electromagnetictgpm. This field has been exten-
sively surveyed with radio telescopes including the W3RT1.4 GHz (de Vries et al. 2002)
and the VLA at 74 and 325 MHz (Intema et ah preparation Croft et al. 2008). The large
northern NOAO Deep Wide Field Survey (NDWFS; Jannuzi & De99)provided 6 colour im-
ages B, R J HK) to very faint optical and near-infrared (NIR) flux limits.dditional, deeper

1Giant Metrewave Radio Telescope.
2National Optical Astronomy Observatory.
SWesterbork Synthesis Radio Telescope.
“Very Large Array.
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NIR images inJ Kg are available from the FLAMINGOS Extragalactic Survey (FUEX; EI-
ston et al. 2006), while additionalband images are available from ttigootes campaign (Cool
2007). The entire area has also been surveyed by Spitzerén #8 bands ranging from 3.6 to
160um (Eisenhardt et al. 2004; Houck et al. 2005). Chandra hasredthis area in the energy
range of 0.5-7 keV to a depth ef10-** ergs s cm2, yielding 3200 quasars and 30 luminous
X-ray clusters up to redshift ~ 1 (Murray et al. 2005; Kenter et al. 2005). The UV space
telescope GALEX has covered the Bootes field. All the 10 g@@xies brighter thaR < 19.2
and X-ray/ IRAC / MIPS QSOs brighter thaR < 21.5 have redshifts through the AGES project
(Kochanek et alin preparatior). Based on the shallow Spitzer data, 3 HzRGs with photometri
redshifts ofz > 4 have been identified in the Bootes field (Croft et al. 208830, Cool et al.
(2006) report the discovery of 3 quasars with spectrosaepishiftsz > 5, while McGreer et al.
(2006) found a quasar at= 6.1.

Given the size of the GMRT field-of-view (Fo\& 3.5 degrees) and angular resolution
(~ 25") at 153 MHz, the Bootes field is a well-matched region fordweting a deep sur-
vey. Combined with the existing multi-wavelength survegsr deep 153 MHz Bootes field
observations allow for a complete population study of f§int10 mJy) low-frequency radio
sources. For the data reduction, we used the recently de@ISPAM calibration software
that solves for spatially variant ionospheric phase roteti(see Chapters 2 and 3). This has
yielded significant improvements in the dynamic range anagenreliability of several VLA
74 MHz fields as compared to previously existing calibratisethods. In our initial analysis of
the 153 MHz source catalog we focus on determining sourcetsa@own to the detection limit,
and identifying steep-spectrum radio sources that areidatedHzRGs.

In Section 4.2, we describe the GMRT 153 MHz observationsdatd reduction. In Sec-
tion 4.3, we present details on the source extraction aradogatonstruction. Section 4.4 con-
tains an initial analysis of the source population. A distms and conclusions are presented in
Section 4.5. Throughout this chapter, source positiongiaes in epoch J2000 coordinates.

4.2 Observations and data reduction

In this section, we describe the observations and data tiedisteps that led to the production
of the 153 MHz image that is the basis of the survey.

4.2.1 Observations

The GMRT (e.g., Nityananda 2003) is an interferometer ctimgj of 30 antennas, with almost
half the antennas located at random positions within a aesdquare kilometer, and the remain-
ing antennas distributed in an approximate Y-shape. Thecoptanar configuration provides
baseline lengths ranging from 50 m up to 30 km, covering almost three orders of magnitude
in spatial scales on the sky. The 45 meter dish diameter nthke&MRT suitable for fi-
cient observing down to the lowest frequency (currently M83z). The diameter of the FoV
at 153 MHz, defined by the half-power beam width (HPBW) of widiial antennas, is 3.1 de-
grees, and the full width at half maximum (FWHM) of the syrdized beam is typically 2Qo
25”. At 153 MHz, the &ectiveness of the shortest baselines (mostly within thérakesquare)
is compromised due to the presence of strong RFI within tHeohserving bandwidth. Also,
the low observing frequency, in combination with the loitlade location of GMRT relatively
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Date June 3, 2005 June 4, 2005
LST range 12-20 hours  10-19 hours
local timé*range  20:00-04:00 18:00-03:00
Time on target 359 min 397 min
Primary calibrator 3C 286 3C 286
Time on calibrator 94 min 108 min

& |ndian Standard Time (ISB Universal Time (UT)+ 5:30

Table 4.1: Overview of GMRT observations on the Bootes
field.

near the geomagnetic equator, results in an increase dafptieoic phase rotations that vary with
time and viewing direction.

The Bodtes field was observed with the GMRT during two coatee nights (Table 4.1),
with the field centered at 132M05.75° right ascension ang34°16'47.5” declination. Visibili-
ties were recorded each 16.8 seconds in a single sideban@ bft8z centered at 153.1 MHz,
comprising 128 channels of 62.5 KHz each, in two circularapahtions (RR and LL). The
bandwidth was narrowed to 6 MHz by antenna-based bandpass filters to reduceffbet ef
RFI at the edges of the observing band. Observing in the Igp@ttannel mode allows for ex-

cision of narrow-band RFI in the observing band, and for céulyibandwidth smearing during
imaging.

During both nights, the target field was observed in time kdoof 36 minutes, alternated
with 8 minute observations on the calibrator (3C 286). Thatiresly high overhead in calibra-
tor observations was justified by the need to monitor the GMy&Stem stability, RFI conditions
and ionospheric conditions, and to ensure the consisteftbg dlux scale over time. The direc-
tional variation of ionospheric phase rotations betwedibicor and target field compromises
the astrometric accuracy when transferring the calibraltaise solutions. There were typically
27 antennas available during each observing run. A powkrréaat the start of the first obser-
vation night caused a 1 hour gfective loss of observing time.

4.2.2 Datareduction

The data reduction was performed in two stages. The firsestagsisted of ‘traditional’ cal-

ibration, in which the flux scale, bandpass shapes and plstsowere determined from the
calibrator observations, transferred to the target fietd,da&fter which the target field was self-
calibrated and imaged for several iterations. During theosd stage of the data reduction,
we made use of the recent SPAM software package (see Ch&paes 3) that incorporates

direction-dependent ionospheric phase calibration. Aitbet description of these stages fol-
lows below.
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Traditional calibration

We adopted a point source model for calibration against 3; ®8h a flux density of 31.01 Jy
on the Perley—Taylor 1999.2 sclavhich is derived from the Baars et al. (1977) scale for
3C 295. The following reduction steps were performed indépatly on the data sets from
both nights.

For the first phase of data reduction, we used the Astrondiimge Processing Sofware
(AIPS; e.g., Bridle & Greisen 1994) package, developed kyNhtional Radio Astronomy Ob-
servatory (NRAO). A first round of flagging consisted of rerabef dead and malfunctioning
antennas and baselines, systematic removal of the firsc®dds of each observing time blocks
due to potential system instabilities, and manual and serimated flagging of channels and
time ranges on individual baselines, based on excessietimes the RMS) visibility ampli-
tudes. An initial phase calibration was performed on 3C 286 thie highest possible (16.8 sec)
time resolution, using a small, (relatively) RFI-free chahrange. Bandpass calibration on
3C 286 (normalized to the same channel range) was followea bymbined amplitude and
phase (A&P) calibration on the same source on a 10 minutedoake. The bandpass, ampli-
tude and (combined) phase calibration was transferreetatiet field data. The outer channels
of the target field data were dropped due to excessive nos&E&h resulting in a 6.75 MHz
effective bandwidth.

The target field data of the first night was imaged (see Tal2lg tallowed by three rounds
of phase-only self-calibration & imaging (60, 30 and 16.8xw®ls time resolution, respectively)
and one final round of (60 seconds) A&P self-calibration & gimg using gain normalization to
preserve the flux scale. The data from both nights were A&Preded (normalized, 16.8 sec)
against this target field model, after which the target fietstel was subtracted from the visi-
bilities. The residuals were manually and semi-autombyifiagged per baseline for excessive
visibility amplitudes, after which the model was added bdldke resulting visibility data sets for
both nights were combined into one data set and imaged. The \the image background,
determined by fitting a gaussian to the pixel values of theritmalf of the (uncorrected) primary
beam area, is approximately 1.4 mJy beAmNear the brightest three sources with apparent
flux densities larger than 1 Jy, the background RMS is medduorke> 2.2 mJy beam!.

Direction-dependent phase calibration

Despite the good overall quality of the self-calibrated gmdrom the first stage, there were
significant artifacts present in the background near thghlbgources, limiting the local dynamic
range to a few hundred.

The time variations in the antenna-based phase corredtiomsself-calibration indicated
that the ionospheric conditions were relatively quiet dgrihe observations. This conclusion
was further strengthened by a visual inspection of the 153 NMihge, which showed many
relatively undistorted, compact point sources that mateh w source positions to those in the
1.4 GHz NVSS catalog (Condon et al. 1994, 1998). Howevempthsence of significantimage
artifacts near the brightest sources indicated that thgéngaality could be further improved by
including direction-dependent phase corrections thrdeighM.

The SPAM package uses the ParselTongue interface (Kettenis 2006) to access AIPS

5Defined in the ‘VLA Calibrator Manual’, available online tugh
http://www.vla.nrao.edu/astro/calib/manual/baars.html
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Field diameter ®° (?)

Pixel size vi4

Weighting robust 0.5%)
Wide-field imaging polyhedron (facet-basgd)
Number of initial facets 199

Facet diameter 87

Facet separation r
Deconvolution Cotton-Schwab CLEAN
CLEAN box threshold o

CLEAN depth 2

Restoring beam 26x 22" (78)

a\We map more than twice the HPBW diameter to allow for
deconvolution of nearby bright sources.

b Briggs (1995)
€ perley (1989a); Cornwell & Perley (1992)
d Schwab (1984); Cotton (1999); Cornwell et al. (1999)

Table 4.2: Overview of the wide-field imaging parameters.

tasks and files from the Python programming environmentigyitoviding a collection of high-
level tasks for basic calibration and imaging and for calilon of direction-dependent iono-
spheric phase rotations. SPAM measures the antenna-laissetion-dependent phase rota-
tions by peeling bright sources in the FoV (Noordam 2004)as&tes (constant) instrumental
and (time- and spatially variable) ionospheric phase dautipns, combines the ionospheric
phases into a consistent phase screen model, and predidgtstispheric phase corrections in
arbitrary viewing directions while imaging the FoV.

For our data sets, we noticed discontinuous phase behawvidhe calibration solutions
on several antennas that was clearly of instrumental ari§iPAM is able to correct for slow
instrumental phase drifts on a few antennas (see Sectigntitnot for abrupt transitions.
Self-calibration is relatively unconstrained and can sedbr antenna-based phase discontinu-
ities, but lacks directional variability. Applying bothlsealibration and SPAM would seem to
be a logical option, although the combinefteet is dificult to predict because self-calibration
invalidates the SPAM assumption of constant instrumeritasps. Under quiet ionospheric con-
ditions, when the phase structure over the array ffiedént viewing directions is dominated by
slowly varying gradients, self-calibration may approxteia solve for an overall phase gradi-
ent but not for any higher order phase structure. Applying\8Rfter self-calibration can be
considered as a perturbation to the overall gradient ctiorec

For the data reduction presented here, complementingakifration with SPAM resulted
in a significant reduction of background noise, most notiteaear the bright sources. The
self-calibrated data set (collapsed into 27 frequency cbBn& polarizations combined into
Stokes 1) and source model are used as an initial estimatartotilse SPAM calibration cycle,
consisting of the following steps:

1. Subtractthe target field source model from the visibdiya while applying the (direction-
dependent) phase calibration corrections (if availaliteel apparently bright sources.
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Calibration cycles 2
Peeled sourcés 24
Number of added facets 24

Layer heights (weights) 100 km (0.25)
200 km (0.50)
400 km (0.25)

Parametep? 5/3
Model parameters 20
Model fit phase RMS 192° + 3.0°
Peeling corrections applied yes
Reference catalog NVSS

a gpecified for the final (second) calibration cycle only.

b power-law slope of the assumed phase structure
function.

€ Condon et al. (1994, 1998)

Table 4.3: Overview of the SPAM processing param-
eters. For more information on the meaning of the
parameters, see Chapters 2 and 3).

2. Fitan ionospheric phase model to the peeling solutions.

3. Apply the ionospheric phase model phases during re-ingeafithe target field.

The total SPAM calibration consisted of two cycles, for whielevant parameters are given
in Table 4.3. We used the same imaging parameters as giveabile #.2, but centered an
additional 24 facets at the locations of the peeled sourcestimize pixellation &ects (e.g.,
Cotton & Uson 2008). The image background RMS in the innef blaithe primary beam
area is on average 1.0 mJy beamwhile the local noise near the brightest three sources is
1.45 mJy beam! . Because all three bright sources are located outside tB&\H®e expect that
the remaining background artifacts are dominated by \isitEimplitude errors due to residual
RFI, pointing errors and rotating, non-circular primaryabre patterns (e.g., Bhatnagar et al.
2008).

4.3 Catalog construction

In this section we describe the construction of the sourtalag that was extracted from the
153 MHz image of the Bootes field. The resulting image afteAd calibration was scaled
down by 4 percent to incorporate a correction to the flux catir scale (see Section 4.3.4).
Next, the image was corrected for primary beam attenuatitmascircular beam mod@|

A6, v) =1-4.041036v)? + 76.2107(0v)* — 688 10°3(6v)® + 2203 103(6v)8,  (4.1)

whereg is the angular distance from the pointing center in arcneéiswndy the observing
frequency in GHz. As the fractional bandwidth is small4 percent), we use same the central

8From the GMRT User Manual.
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Figure 4.1: The grayscale map represents the local background RMS asureédain the (pri-
mary beam corrected) Bootes field image. The overplottetocws mark lines of equal RMS at
[1.0,1.4,2.0,2.8,4.0] mJy beam' (white above 2.0 mJy bearh). The local enhancements in RMS coin-
cide with the positions of the brightest sources.

frequency (153.1 MHz) beam model for all frequency chann&lse image area is limited to
A(6,v) > 0.3 to reduce the propagation of inaccuracies in the primaayrbenodel and to limit
the increase of background noise near the edge. This yieldsidar survey area of 11.3 square
degrees. Figure 4.1 shows a map of the local background RM®@ afrcular survey area, which
has a large central area with a background RMS less than ¥.beadt?, a global increase of
the local noise to 2.0-2.5 mJy bealmwhen moving towards the field edge, and several small
areas around bright sources where the local noise is appabely twice the surrounding noise
level. The overall background RMS was found to be 1.7 mJy béam

For an observation of 10 hours, the theoretical thermal noise level for the GMRT at
153 MHz is estimated to be 0.2 — 0.3 mJybeam! (7). For our observation, the measured
noise level in the central part of the field is a factor of 3 t@fer. We think this discrepancy

"Derived from the GMRT User Manual.
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is mainly due to the combined result of residual RFI and reaidalibration errors, because of
the systematic patterns that remain visible in the imagé&dpracind. Pointing errors and non-
circular symmetry in the primary beam pattern are likely éothe main cause for the residual
sidelobe noise, most apparent around the bright sourags Bhatnagar et al. 2008).

Although we used multi-frequency synthesis, the 0.25 MHdtkwof individual frequency
channels causes bandwidth smearing during imaging. Applthe standard formula (e.g.,
Thompson 1999) to our case, the radial broadening of soatdbs edge of the field (at 1.9 de-
gree from the pointing center) is estimated to-be 1”, which is half the minor axis of the
restoring beam. Similarly, the visibility time resolutiofn 16.8 sec causes time average smear-
ing in the order of~ 8” at the field’s edge. This may appear problematic, but the ritajo
of sources are detected within the inner part of the primagnb (both &ects scale linearly
with radial distance from the pointing center), and theltbt density of smeared sources is
conserved.

4.3.1 Source extraction

We used théBlob Detectioné Source MeasuremefBDSM) software package (Mohan 2008)
to extract sources from our image. With our settings, BDSkhestes the local background
noise levelr, over the map area, searches for peakso , expands the &, detections into
islands by searching for adjacent pixel8 o, (rejecting islands smaller than 4 pixels), fits the
emission in the islands with gaussians, and estimates thedinsities, shapes and positions of
sources (including error estimates) both by grouping dcdditjaussians into sources and by a
direct moments analysis of the island pixels. These detectiteria were found to include very
few fake sources (see Section 4.3.2). Uncertainties indbece flux density, position and shape
measurements are estimated following Condon (1997).

BDSM detected 644 islands, for which the 935 fitted gaussiare grouped into 696 dis-
tinct sources. Of these, 499 sources were fitted with a si@lssian. Visual inspection of the
image, complemented with a comparison against a very ddeBHz map (see Section 4.3.3),
resulted in the removal of 16 source detections in the neamity of six of the seven brightest
sources. We also removed 4 sources that extended beyondghetthe image. To facilitate
total flux density measurements at the high flux end, we coetbinultiple source detections
in single islands, and manually combined 50 additional s®@dletections that were assigned to
different islands but appeared to be associated in either thel#z3mage or the deep 1.4 GHz
map. The combined flux density is the sum of the individual ponents, while the combined
position is a flux-weighted average. Error estimates of th&tipns and flux densities of the
components are propagated into error estimates of the ceulflux density and position. The
final catalog consists of 598 sources.

4.3.2 Completeness and contamination

We estimated the completeness of the 153 MHz catalog bymeirig Monte-Carlo simulations.
The source extraction process generated a residual imagewhich all detected source flux
was subtracted. For our simulation, we inserted 1000 aatiffoint sources into the residual
image, and used the same mechanism as described in Se8tibitodextract them. The artificial
source positions were selected randomly, but never witbih & another source, a blanked
region (near the image edge) or-al0 mJy residual. The source peak flu&svere chosen
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Figure 4.2: Detection fractions as a function of fluxeft Result from 20 Monte-Carlo simulations, in
which 1000 point sources with varying fluxes were insertéd the residual image, followed by a source
extraction. The horizontal axis denotes the input (peaky. flithe solid line is the average detection
fraction, and the dotted lines denote the incertainty.Right Result from scaling the peak flux and total
flux density of a subset of high/lS sources with varying sizes down to the detection limit, apglying
the 50 detection criteria. The dashed line is the detection foactis a function of peak flux, the solid
line is the detection fraction as a function of total flux dgnsnd the dotted line is the dashed line shifted
in flux by 15 percent to approximately match the solid line.

randomly within the range 3 mJy to 3 Jy, while obeying the se@ount statistidN/dS o« S715,
which produced statistically flicient detection counts in all logarithmic flux bins (excepttie
highest flux bins) The simulation was repeated 20 times tadavgthe accuracy and to derive
error estimates. The detection fractions are plotted imfeigt.2. From this plot, the estimated
completeness is 70 percent at 10 mJy and99 percent at 20 mJy.

In this approach we have ignored severfibets that may influence the detectability of
sources, such as (i) the intrinsic size of sources, (ii)bcation errors, and (iii) imaging and
deconvolution. The source detection algorithm uses a pet@ction threshold. Sources that are
resolved or are defocussed due to calibration errors wéllgfore have a decreased probability
of detection. We have not attempted to model for the angudar distribution of sources at
this frequency. However, previous observations show tietntajor fraction of low-frequency
sources are unresolved-a5” resolution (e.g., Cohen et al. 2004; George & Ishwara-Ctreand
2009). In our catalog, more than 90 percent of the sourcesaapip have simple, near-gaussian
morphologies. Assuming the angular size distribution afrses changes slowly with source
flux density, and assuming that calibration and imaging simgaffects all sources in a statis-
tically equal way, we can estimate the resolution bias froendatalog itself. For this purpose,
we select a subset of 214 higfiNSsources with peak fluxes between 12 and-2@nd simple
morphologies. The flux densities of these sources wereddalen by a factor of 4 to create an
artificial population of sources near the detection thr&khAfter applying the % detection
criterium, we determined the detection fractions, both agation of peak flux and total (inte-
grated) flux density (Figure 4.2). Although this approacfiess from low number statistics, the
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general trend of both detection fraction functions is saimbut shifted in flux by~ 15 percent.
We therefore assume that the true completeness is appriedriog the point source complete-
ness derived from the Monte-Carlo simulations, shifted ails in flux by 15 percent.

A known dfect that arises from the deconvolution process is CLEAN fgag., Condon
et al. 1994, 1998; Becker et al. 1995). This is a systematiatiee dfset in the recovered flux
densities after deconvolution, probably the result ofdald.EANing of sidelobe peaks in the
dirty beam pattern. One can estimate the CLEAN bias by imgdrtificial sources into the
visibility data and compare the recovered flux densitiesrafhaging & deconvolution with the
injected flux densities. We have not attempted this apprdaahinstead taken precautions to
minimize the CLEAN bias#ect. In our case, the dirty beam is well-behaved due to avelat
uniform UV-coverage from two extended observing runs, imbmmation with multi-frequency
synthesis and a robust weighting parameter of 0.5 (sligbtiards natural weighting). CLEAN
bias is further suppressed through the use of CLEAN boxekérirhaging & deconvolution
process.

For an estimate of the contamination of the catalog with f@déctions, we compare the
GMRT 153 MHz image and extracted source catalog againstethglts from a deep WSRT
1.4 GHz survey of the Bootes field by de Vries et al. (2002).e TH3 MHz and 1.4 GHz
observations are well matched in terms of survey area amdutém (~ 7 square degrees and
13” x 21” for WSRT, respectively). The typical background RMS over YWSRT survey area
is 28Jy beam? . For a spectral index 0£0.8, the 1.4 GHz observations arel0 times more
sensitive. We restrict our comparison to a 1.4 degree raiicslar area to avoid the noisy edge
of the deep 1.4 GHz survey. For all of the 399 sources detettEs3 MHz we find a counterpart
in the 1.4 GHz map (383 sources were automatically matchtdnna 23’ search radius, while
the remaining fraction of sources with complex morphologrevconfirmed manually). We
could not match the full GMRT area, but considering that caurse extraction is based on
local background RMS and that the false detections only@ctnear a few bright sources, we
estimate that the contamination of our complete catalogthnefull survey area is 1 percent.

4.3.3 Astrometric accuracy

For an estimate of the astrometric accuracy, we comparedheee positions in the GMRT
153 MHz catalog against catalog source positions from tee #¢SRT 1.4 GHz map of de Vries
et al. (2002). For our position comparison, we only use seaivehose flux profile is accurately
described by a single gaussian, and whose peakSlisxat least 10 . This bypasses most
of the position errors that arise from low signal-to-noiSé\( or S/o ), different grouping of
gaussians and spectral variations across sources. Useagéhgadius of 70 we cross-match
126 sources in both catalogs. This number does not change nvbdifying the search radius
between 5- 60”. These sources appear to be randomly distributed over kbetese area.

Figure 4.3 shows a plot of the positioffgets of the 153 MHz sources as compared to their
1.4 GHz counterparts. We measure a small mean posiftgetdn right ascension (RA, ar)
and declination (DEC, of) of (Aa, AS) = (0.11”,0.09”). We correct the catalog positions for
this small dfset. The estimated RMS scatter around thiiset iso, ; = 1.32”.

Because we are comparing catalogs that both have a limitsitiggaal accuracy, the total
RMS position scatter is composed of position errors fronmbWe compared compact sources
with high SN, therefore we may ignore/S-dependent errors from the fitting process. Under
these conditions, the observed scatter can be written aguh@ratic sum of the astrometric
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Figure 4.3: Scatter plot of the positionfisets of a bright¥ 10 ¢ ) subset of 126 sources from the GMRT
153 MHz catalog that have a simple (gaussian) flux profileygitiie source catalog of the deep 1.4 GHz
WSRT observations as the reference. The dotted lines markntran position fiiset, while the dotted
circle marks 3 times the RMS scatter around tfeet.

calibration accuracies of each catalog:
(T00)® = (005 ) + (023)° (4.2)

The $N-independent part of the positional accuracy of the 1.4 Gélmces is @4” (de Vries

et al. 2002), therefore we derive an overall astrometritbcation accuracy for the 153 MHz
image of 124”. We consider this to be an upper limit, as we did not incorfgotiae possible
position error due to varying spectral indices across ssuré/e quadratically add this error to
the calculated position errors from the source extractioegss in the 153 MHz source catalog
as determined in Section 4.3.1. The latter errors includ&tN-dependent part of the positional
accuracy.

4.3.4 Flux scale

The accuracy of the flux scale transferred from the calilb/z®286 to the target Bootes field is
influenced by several factors: (i) the quality of the caltbrabservational data, (ii) the accuracy
of calibrator source model, and (iii) thefiirence in observing conditions between the calibrator
and target field. Here we discuss issues that influence thetm$.

The quality of the calibrator data is most noticeabffeated by RFI and by ionospheric
phase rotations. The repeated observation of 3C 286 evdfy minutes during the observing
enabled us to monitor the RFI and ionospheric conditions tiree. The mild fluctuations in
the initial (short interval) calibration gain phases at $tart of the data reduction showed that
the ionosphere was very calm during both observing nighésefore we exclude the possibility
of diffraction or focussingféects (e.g., Jacobson & Erickson 1992a). Apparent flux lossalu
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Figure 4.4: Model of the radio spectrum of 3C 286. The measurements)(dbtsve 153 MHz (dashed
line) were used to fit the original Perley—Taylor 1999.2 mddetted line), which appears to overestimate
the flux density at 153 MHz. By adding one measurement at 74 ,Mdzfit an alternative model (solid
line) that may give a better prediction at 153 MHz.

ionospheric phase rotations was prevented by applyingti@{interval) gain phase corrections
before bandpass- and amplitude calibration (see SectioR)4.

RFI was continuously present during both observing sessibhis mainly consisted of per-
sistent RFI over the full band, most noticeably on the stsbiiEentral square and neighbouring
arm antenna) baselines, and of more sporadic events onrlbagelines during one or more
time stamps an@dr narrow frequency ranges. The sporadic events werevelagasy to rec-
ognize and excise, but for the persistent RFI this is mucherdifiicult due to a lack of contrast
between healthy andfected data on a single baseline. Some of the shortest, rfiesteal
baselines were removed completely. On longer baselinesispent RFI from quasi-stationary
sources can average out due to fringe tracking (Athreya2@d®does add noise. Large mag-
nitude RFI amplitude errors in the visibilities may resalti suppression of the gain amplitude
corrections. Because thed@eets are hard to quantify, we adopt an ad-hoc 2 percent ardelit
error due to RFI.

Because 3C 286 is unresolved2.5”) within a 20" to 25’ beam, we used a point source for
the calibrator model with a flux density of 31.01 Jy (Sectich 2). The utilized Perley—Taylor
flux density at 153 MHz is an extrapolatation of VLA flux degsiteasurements at 330 MHz
and higher, using a fourth order polynomial in log-log spate Table 4.4 a comparison is
presented between flux density measurements of 3C 286 imugasky surveys at low frequen-
cies and the predicted flux densities from the Perley—Taylodel. Although there is a large

variation in the flux diferences at the fierent frequencies, there appears to be a overestima-

tion by the Perley—Taylor model below 200 MHz due to a spétiraover of 3C 286 below
~ 300 MHz. For this reason, we re-fitted the polynomial to thginal data points plus the ad-
ditional 74 MHz VLSS measurement, assuming 5 percent efooid| data points (Figure 4.4).
Our new model is given by:

log,(S,) = 1.24922— 0.434710 logy(v) — 0.174786(log,(v)) + 0.0251542(logy(v))%, (4.3)
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Survey Catalog flux Perley—Taylor model flux  New model flux
74 MHz VLSS 30.26+ 3.08 Jy 34.67 Jy 30.26 Jy

151 MHz 6C 26.31Jy 31.253y 29.81 Jy

151 MHz 7C 26.53 Jy ” ”

159 MHz 3¢ 300+ 7.0Jy 30.94 Jy 29.65 Jy

178 MHz 4C 24.0 Jy 30.22 Jy 29.26 Jy

325 MHz WENSS 2712+ 1.63 Jy 25.96 Jy 26.11Jy

@ Cohen et al. (2007)
P Hales et al. (1988)

€ Hales et al. (2007) and references therein. Note that wehesesak flux rather than the integrated flux

density, as 3C 286 is unresolved on the 7C resolution.
d Edge et al. (1959); Bennett (1962)
€ pilkington & Scott (1965); Gower et al. (1967)

f Rengelink et al. (1997). Note that we use the peak flux ratier the integrated flux, as 3C 286 is

unresolved on the WENSS resolution.

Table 4.4: Flux measurements of 3C 286 fronfférent radio survey catalogs at low frequencies.
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with v the frequency in GHz an8, the flux density in Jy. This parametrization results in a
slightly better fit to the flux densities from the various sy (Table 4.4), although the large
scatter remains. For the center of the GMRT band at 153.1 Mhitznew model predicts a
flux density of 29.77 Jy. We have adopted this new model byirsgéhe image by the ratio
29.77/31.01 before primary beam correction (Section 4.3). The aoyueh this flux scale is
closely related to the accuracy of the 74 MHz data point, foicw a 10 percent flux error is
given. Assuming the error in the 330 MHz is much smaller, ab8l MHz is roughly half way
from 74 to 330 MHz in logarithmic frequency, we set an uppenitliof 5 percent error on the
adopted flux scale of 3C 286 at 153 MHz.

The presence of other sources in the 3.1 degree FoV aroun@8Quther complicates
the flux calibration. For example, the total apparent fluxsityrin the Bootes field that was
extracted through deconvolution-is46 Jy from~ 1000 sources, which may be typical lower
limit for any blind field. If this flux is distributed over margpurces that are individually much
fainter than the calibrator, then the néieet of this additional flux is only noticeable on a small
subset of the shortest baselines, while calibration eslall baselines. Inspection of the 3C 286
field at 74 MHz (VLSS; Cohen et al. 2007) and 325 MHz (WENSS; dg&dink et al. 1997)
does identify two relatively bright sources within 0.7 degs of 3C 286 with estimated appar-
ent GMRT 153 MHz flux densities of 5.3 and 2.7 Jy, respectivélyese sources will cause a
modulation of the visibility amplitudes across the UV-ptariWWe performed a simple simula-
tion, in which we replaced the measured 3C 286 visibilitiéh woise-less model visibilities of
three point sources, being 3C 286 and the two nearby sownds;alibrated these visibilities
against a single point source model of 3C 286, using the saiftiags as in the original data
reduction. We found that the combined gain amplitude folmatennas and all time intervals
was 1000+ 0.004. For individual 10 minute time blocks, the largest déerafrom one was
1.00 percent, which indicates the magnitude of the possitote when using a single 10 minute
calibrator observation on 3C 286. The small deviations pee tlock are transferred to the
target field data, but these are suppressed by amplitudealéifation against the target field
source model. We set an upper limit of 1 percent due to theepoesof other sources in the FoV
of the calibrator.

While transferring the flux scale from calibrator to targetdi the derived gain amplitudes
need to be corrected forftirences in sky temperature due to galactitude radio emission
(e.g., Tasse et al. 2007), which is detected by individuayaantennas but not by the interfer-
ometer. The GMRT does not implement a sky temperature memasunt, therefore we need to
rely on an external source of information. From the Haslaml.e{1982) all-sky map, we find
that the mean f-source sky temperatures at 408 MHz as measured in the 3Cri2zBBabtes
field are both approximately 201 degree. Applying the formulae given by Tasse et al. (2007)
for the GMRT at 153 MH2, we estimate a gain inaccuracy-eP percent at most.

Another dfect that may influence the gain amplitude transfer betwekdorator and target
field is an elevation-dependent gain error. This is a contlwnaf effects such as structural
deformation of the antenna, atmospheric refraction ancigbs in system temperature from
ground radiation. According to Chandra et al. (2004), tfieat on amplitude is rather small,
if not negligible, for GMRT frequencies of 610 MHz and belowurthermore, the relatively
short angular distance of 13.4 degrees between 3C 286 artdrtfet field center causes the
differential elevation error to be limited. Elevation deperidemseerrors are not relevant,

8We adopted the GMRT system parameters from
http://www.gmrt.ncra.tifr.res.in/gmrt_hpage/Users/doc/manual/UsersManual/node13.html
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because we don'trely on the calibrator to restore the asthgmor our observation, we assume
that elevation-dependenftects can be ignored.

To incorporate theféects discussed above plus some margin, we quadratically esldtive
flux error of 10 percent to the flux density measurement eimattse source catalog.

4.4  Analysis

The 598 radio sources in our 153 MHz catalog form a statisfisgnificant set, ranging in flux
density from 5.1 mJy to 3.9 Jy. Because of the large survey, @a@smic variance is expected
to be small. Radio images at 153 MHz of a selection of extersmirolices are presented in
Appendix 4.6. In this section, we discuss two charactesstif the survey: number counts
and spectral indices. When properly corrected for incotepless, the number counts are an
objective measure of the 153 MHz source population, thatbmacompared against models
and other surveys. For individual sources, the spectraxm@n help to classify sources, and
identify rare sources such as HzRGs and cluster halos &srelic

4.4.1 Diferential source counts

We derived the Euclidean-normalisedfdiential source counts from the catalog. Because the
source extraction criteria vary over the survey area, we &ggure 4.2 to correct for the missed
fraction per flux bin. This will mainly fiect the lowest two bins. Furthermore, the combined
effect of random peaks in the background noise and a peak detextieria causes a selec-
tion bias for positively enhanced weak sources (Eddingtag)b In general, noise can scatter
sources into other flux bins, most noticeably near the detebinit. Our attempts to correct for
this dfect though Monte-Carlo simulations were numerically ublstalue to the low number
counts in the lowest flux bin. Thefect on the higher bins was minimal, therefore we omit the
Eddington bias corrections.

In Figure 4.5 the Euclidean normalizedidrential source counts are presented, including
the lowest flux bin discussed above. The plotted values ardated in Table 4.5. Because no
accurate source counts are available for 153 MHz at thesduovievels, we compare against
the 330 MHz source count model from Wieringa (1991), scal@ardto 153 MHz assuming
various mean spectral indices. The visual correspondegteesen model and measurements is
best for a mean spectral index-e.8.

George & Stevens (2008) have determined Euclidean noretadiiferential source counts
for 153 MHz GMRT observations on a field centered arowrietidanus with a central back-
ground RMS value of 3.1 mJy beamn They fit a single power-law slope of 0.72 to 113 sources
over a flux range of 20 mJy-2 Jy, which is flatter than the vafu®&v from our data over the
range 40—-400 mJy. The most likely explanation for thisedence is the larger uncertainties on
their lower source counts due to the higher background RMBtlaa smaller survey area that
was used for analysis.

The derived source counts agree well with a 151 MHz sourcatcowdel by Jackson
(2005), based on an extrapolation of source counts from @RR3and 6C catalogs (Laing
et al. 1983; Hales et al. 1988). In this model, thaiFRdio sources dominate the counts above
~ 50 mJy, while below the FRsources are the most dominant population. The flattening at
low (sub-mJy) flux densities was first seen at 1.4 GHz (Winghetral. 1985), and later also at
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Figure 4.5: Euclidean-normalised fierential source counts for the full 153 MHz catalog-d600 sources,
distributed over 14 logarithmic flux bins ranging from 4.739ymo 3 Jy (black dots plus poissonian error
bars). Overplotted are models that were fitted to 325 MHz@®apunts from Wieringa (1991), scaled
down in frequency to 153 MHz by assuming a constant spectdax for the whole source population.
The spectral index values used ai@0 (dotted line),~0.4 (dashed line);-0.8 (solid line) and-1.2 (dot-
dash line).

Flux bin center Raw counts Normalized counts

[Jy] [Jy*/? srt]
0.00598579 30 580+ 1412
0.00948683 89 1065+ 14.92
0.01503562 102 1380+ 14.18
0.02382985 87 1981+ 2145
0.03776776 76 3409+ 39.81
0.05985787 60 5484+ 70.58
0.09486833 57 10385+ 137.27
0.15035617 36 13098+ 217.66
0.23829847 19 13787+ 31551
0.37767762 16 23105+ 57769
0.59857869 11 31695+ 95572
0.94868330 6 34492+ 140834

1.5035617 7 803@9+ 303516
2.3829847 1 22883+ 228893

Table 4.5: Euclidean-normalised fierential source counts
(including error estimates) for the full 153 MHz catalog of
598 sources, distributed over 14 logarithmic flux bins raggi
from 4.75 mJy to 3 Jy.
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Figure 4.6: Spectral index for 417 sources between 1.4 GHz and 153 MHe.d€kection limit is almost
fully determined by the 153 MHz survey due to the sensitigityhe 1.4 GHz observations. The median
spectral index is-0.76 (dotted line). 16 sources have a spectral index belbs.

frequencies below 1 GHz (e.g., at 610 MHz; Ibar et al. 2009)s population of faint sources
is thought to consist of starburst galaxies (e.g., Thuary L98he model by Jackson (2005) pre-
dicts a flattening in the power-law shape below0 mJy due to a growing fractional population
of starburst galaxies. Our survey depth is ndiisient to detect this flattening.

4.4.2 Spectral indices

Because of the good match in resolution between the GMRT 1B2 Mhage and the deep
WSRT 1.4 GHz image from de Vries et al. (2002), we can acclyrdegermine spectral indices
over a decade in frequency. Due to the high detection ratedofzHz sources at 153 MHz
positions (Section 4.3.2), we do an automated search faslHzZcounterparts within 250f the
153 MHz sources and ignore all sources for which we don't finanterparts. The spectral in-
dices of 417 matched sources are plotted in Figure 4.6. Wafinedian spectral index e0.76,
which is slightly lower than the median values-60.79 (Cohen et al. 2004);0.85 (Ishwara-
Chandra & Marathe 2007) and0.82 (Sirothia et al. 2009) found in similar high-resolution,
low-frequency surveys. There is a steepening trend of thennspectral index towards higher
flux densities, indicating an increase of flat-spectrum sesiin the source population towards
lower flux densities. Thisfeects is also seen between 1.4 GHz and 325 MHz (de Vries et al.
2002; Zhang et al. 2003) and 1.4 GHz and 74 MHz (Cohen et ak)2@0it our measurement
confirms this trend towards even lower flux densities.

From Figure 4.6 we highlight a group of 16 USS sources tha¢ laaspectral indices lower
than-1.3. Table 4.6 lists these sources in decreasing flux orderpifgethe relatively large
uncertainty in 153 MHz flux density for the faintest sourdbs, spectral index is still relatively
well constrained due to the large frequency span. The andigtibution of the USS sources
is quite peculiar (Figure 4.7). There are 6 sources that f8pairs within 6 of each other.



ID2 RAP DEC® 153 MHz flux [mJy] 1.4 GHz flux [mJy] algo
J142656-352230 1426M5646° 35°22'30.8” 2642+ 266 1131+ 0.46 -1.43+0.05
J143508-350059 1435M06.89° 35°00'58.2” 1428 + 145 402+0.16 -1.62+0.05
J143118351549 1431M1829° 35°15495” 648+ 6.9 174+ 0.08 -1.65+0.05
J143500-342531 1435M00.98° 34°2530.2” 59.7 + 6.2 218+ 0.09 -1.51+0.05
J143520-345950 1435M2051° 34°5949.1” 586+ 6.2 155+ 0.07 -1.65+0.05
J143815344428 1438M1528° 34°44298" 440+ 48 1.93+ 0.09 -1.42+0.05
J14333%341012 1433"31.84° 34°10'129” 37.0+41 204+ 0.09 -1.32+0.05
J14263%341557 1426M31.69° 34°16/00.9” 225+ 3.6 116+ 0.07 -1.35+0.08
J142954343516 1429"5390° 34°35188" 164+ 2.4 062+ 0.04 -1.49+0.07
J142724 334714 18272477 3347'185" 128+ 2.8 043+ 0.04 -1.55+0.11
J143538335347 1435M3876° 33°5344.2” 123+22 056+ 0.05 -1.41+0.09
J143310-333131 1433M1042 33°3127.7” 113+ 22 050+ 0.04 -1.42+0.10
J143230-343449 1432M3047 34°34495" 101+ 1.8 052+ 0.04 -1.35+0.09
J142719352326 1427M1932 35°23292” 100+ 3.4 042+ 0.06 -1.44+0.17
J143700-335920 1437M00.74° 33°5920.2” 95+25 042+ 0.04 -1.42+0.13
J143249343915 1432M4912 34°3914.0” 6.4+18 0.24+0.04 -1.49+0.15

@ From de Vries et al. (2002).

b Measured at 153 MHz.

Table 4.6: 153 MHz catalog selection of 16 USS sources with a spectdabifelow-1.3.

sisAleuy ‘p'H Uondas

G6
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Figure 4.7: Greyscale map of the 153 MHz survey area with the positiortk®fl6 USS sources marked
(plus signs). The angular distribution of USS sources isesanat peculiar, as 6 sources have a neighbour
within 6 (marked by circles).

These pairs, together with the remaining 10 single souaggsear to be randomly distributed
across the FoV. Visual inspection of the pairs in the imageé$d8 MHz and 1.4 GHz did not
reveal any obvious artifacts in the background near theseses, which makes it less likely that
these sources are fake detections. There is no visual e@aderthe radio maps that the pair
components are physically connected. Through Monte-Gambailations we determined that,
out of 16 sources with random positions over a 1.5 degreasdild (which is approximately
the 1.4 GHz field radius), the chance of finding 3 pairs witHiis@.4 + 0.4 percent. Therefore,
it is unlikely that these pairs appeared by chance. Furtivesstigation is needed to establish the
true nature of these pairs.

Croft et al. (2008) examine 4 candidate HzRGs (which theglled A, B, C and E) based
on their steep<£ —0.87) spectral index between 1.4 GHz and 325 MHz. As their catdi
sources are also present in the 153 MHz catalog, we comptehendata with our new spectral
index measurements in Table 4.7. Both sources A and E appéave fairly straight power-
law spectra down to 153 MHz, while sources B and C appear tengodconsiderable spectral
flattening. Based on our selection criteria for USS souraely, source A would be considered
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D RN DEC a0 a0 g

A 14"26"3175 +34°1557.5" -1.48 -1.35+0.08 4.97
B 14"26M47.87 +34°58510" -0.89 -0.56+0.06 3.76
C  1427M4184° +34°23247" -0.98 -044+013 121
E 14'32"5844° +34°20'55.4" -0.87 -0.95+0.05 4.65

@ As measured at 1.4 GHz; de Vries et al. (2002).

bThe spectral index between 325 MHz and 1.4 GHz as measureddfiye€al. (2008).
€ The spectral index between 153 MHz and 1.4 GHz as measurbibiwork.

d photometric redshift, as measured by Croft et al. (2008).

Table 4.7: Spectral indices between 1.4 GHz and 153 MHz for four candida
HzRGs by Croft et al. (2008).

a candidate HzRG.

4.4.3 ldentification fraction of radio sources versus specal index

We investigate the spectral index-redshift correlationdeyermining the NIRK-band identi-
fication fraction of radio sources as function of spectralexx On average, steep spectrum
sources are located at higher redshifts, and therefore difdiult to detect. Usind<-band has
an advantage over (also available) shorter wavelengthshasthis band sters the least from
extinction, and is known to correlate with redshift througk K — z correlation (e.g., Willott
et al. 2003).

We have identified possible optical counterparts of thearadurces using the FLAMEX
Ks-band catalogue (Elston et al. 2006). This survey coversquare degrees within the Bootes
field. For the NIR identification we use the likelihood ragehnique described by Sutherland &
Saunders (1992). This allows us to obtain an associationgitity for each NIR counterpart,
taking into account the NIR magnitudes of the possible cenpatrts. Before the cross identifica-
tion, we removed all radio sources located outside the emeearea of th&-band images, or
located within 20 pixels of the edge or other blanked pixetsiw individual K-band frames.

Following Sutherland & Saunders (1992) and Tasse et al.gR@®0e probability that a NIR
counterpart with magnitude is the true NIR counterpart of the radio source is given by the
likelihood ratio
6(< m) exp (-r?/2)

LR(r,m) = e, p(<m)

(4.4)

with m the K4-band magnitude of the NIR candidatéx m) the a priori probability that the
radio source has a NIR counterpart with a magnitude smdiarrh, andp(< m) the surface
number density of NIR sources with a magnitude smaller t‘nan—ﬁ ando? are the quadratic
sums of the uncertainties in the radio and NIR positions gitriascension and declination,
respectively. For the radio source positions and uncéig¢aime have taken the values from the
1.4 GHz WSRT catalogue, as the astrometric precision igibétan the 153 MHz GMRT data.
For the FLAMEX survey we have adopted0 for the position uncertainty. The uncertainty-

normalized angular distance is given by the paran’reber\/(Ag/o-g)2 +(A;/075)?, with A the
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Figure 4.8: Identification fraction of radio sources in the near-inf@K4-band as a function of spectral
index between 1.4 GHz and 153 MHz.

positional diference in eithew or 6 between the possible NIR counterpart and radio source.
The probabilityP(i) that candidatéis the true NIR counterpart is

LR;(r,m)
) LRj(r, m) +[1—-6(m, )]’

with j running over all possible NIR counterparégm, ) is the fraction of radio sources having
a NIR counterpart at the magnitude limit of the NIR survey.eMalues foro(< m) (surface
number density of NIR sources) were estimated from the ¢ Lising bins of A magnitude
across the full survey area. The a-priori identificatiorecfi@n 6(< m) was also estimated from
the data itself, using the technique described by Ciliegl.g2003). This involves counting the
surface number density of NIR sources around the radio ssag function of magnitude. This
distribution is compared to a distribution of backgroungkats, the overdensity of NIR sources
around radio sources gives an estimaté(efm). We foundd(min) to be 0.62.

We selected 368 radio sources that are present within beth.thGHz and 153 MHz cat-
alogs (matched within’g§ and have a simple morphology (fitted with a single gaussisvg
have computed the likelihood ratio of all NIR counterpacisdted within 20 from the radio
position. We have defined a radio source to have a NIR couanteff};; LR;(r,m) > 0.75. The

results are shown in Figure 4.8. The identification fraction 70 percent forjaa° < 0.7, while

for o123° > 0.7 the identification fraction drops to about 30 percent. This agreement with
the spectral index-redshift correlation.

P(i) =

(4.5)

4.5 Conclusions and future plans

We have presented the results from a deep (central RML.B mJy), high-resolution (26x22")
radio survey at 153 MHz, covering the full NOAO Bobtes fieltdebeyond. This 11.3 square
degree survey is among the deepest surveys at this freqtedaye (e.g., Sirothia et al. 2009).
We produced a catalog of 598 sources detected at 5 times ¢hkbackground RMS level,
with source flux densities ranging from 3.9 Jy down to 5.1 nWg.estimate our completeness
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and contamination to be 95 percent at 20 mJy and 1 percent, respectively. The on-source
dynamic range (background RMS measured around the sosrtgjited to~ 600, while dt-
source (background RMS measured in central part of the inzaggey from bright sources) this
rises ta> 4000. We expect that the significantly reduced sidelobettra around bright sources
due to direction-dependent phase calibration (SPAM; seaptéhs 2 and 3) is now limited by
direction-dependent amplitude errors. The catalog istrepizally available in STARBASE
format (Roll 1996) ahttp://www.strw.leidenuniv.nl/~intema/files/bootes_gmrt_153.rdb.

The 153 MHz catalog allows for a detailed study of source fettjpns in a relatively unex-
plored flux range. We have analyzed the source counts anttapedex distributions for our
survey From this analysis we draw the following conclusions
(i) The differential source counts are accurately determined over adhge of between 20 mJy
and 1 Jy. The counts are highly consistent with source catr825 MHz of Wieringa (1991),
scaled to 153 MHz using a mean spectral index08. Using the same spectral index to ex-
trapolate the results from 610 MHz and 1.4 GHz (e.g., Ibal.2@09), we expect a flattening
of the ditferential source counts below5 mJy at 153 MHz. Our survey is not sensitive enough
to detect this flattening, which indicates a dominant paputeof AGN in our catalog (Jackson
2005).

(ii) The spectral indices of 417 sources between 153 MHz aAd>Hz have been determined
down to a 153 MHz flux density of 5 mJy. The survey depths at 153 MHz and 1.4 GHz (de
Vries et al. 2002) are equal for sources with a spectral index.6. For our sample, the median
spectral index is-0.76, and the lowest spectral index-i4.65, which indicates that the sample
selection limit is dominated by the 153 MHz survey depth. Th&ue combination of the very
deep 153 MHz and 1.4 GHz survey catalogs shows a continuéngl tof average flattening of
source spectra towards the lowest 153 MHz flux densities. ifitlasion of many very faint
sources explains why the median spectral index@®76 is slightly higher as compared to other
measurements using 74 MHz or 153 MHz observations, thatdéblkr sensitivity at the low-
frequency end or at the high-frequency end.

(iii) We detect 16 out of 417 sources that have an USS withtspleindex lower than-1.3,
the lowest having a spectral index-61.65. The fraction of USS sources is 3.8 percent, which
is mostly dependent on the survey detection limit at 153 MHzis not straightforward to
compare this fraction with other surveys that hav@edent detection limits at the high- glod
low-frequency end. Possibly the best match is a survey ti8# et al. (2009), that includes
GMRT 153 MHz observations down to similar sensitivity. Ugithhe same criteria, they find a
USS fraction of 3.7 percent (14 out of 374), which is consistéth our result.

(iv) A statistical analysis of the detection fraction of ilmdources inK4-band images, based
on determining likelihood ratios, reproduces the expe(ded previously observed) correlation
between spectral index aid -band identification fraction (e.g., Tielens et al. 1979Benthal

& Miley 1979; Wieringa 1991). This links two known correlatis together, namely th€ — z
correlation (e.g., Rocca-Volmerange et al. 2004) and theskdion between spectral index and
redshift (Tielens et al. 1979; Blumenthal & Miley 1979).

We plan to continue our analysis of the 153 MHz source surysgolnparing it with many
other available catalogs at various spectral bands. A hrigirity task will be to study the
properties of the 16 USS sources, to determine if these hige HzRGs, derive estimates of
their redshifts and search the surrounding area for gaatisimilar redshift. This approach
has been succesful for the identification and study of gatéuster formation (e.g., Rottgering
et al. 1994b; Venemans et al. 2002).
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The observations presented here are part of a larger suiittegiw additional, partly over-
lapping flanking fields observed with GMRT at the same fregygtovering a total survey area
of ~ 70 square degrees. This same area is also covered by ex)®RT observations using
the 8 LFFE bands between 115-165 MHz. We will combine these obsenatidth the obser-
vations presented here to produce a combined high- anddeulution catalog at 153 MHz
to further facilitate the study of the low-frequency skydan particular to facilitate the further
search for USS radio sources.
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4.6 Appendix: A selection of 153 MHz radio source images
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Figure 4.9: Grey-scale images of a selection of resolved 153 MHz sowrithsan interesting morphology
(i.e., not a point source or double point source morpholokgrizontal and vertical axes are RA and DEC,
respectively. For each source, the total flux and local backgl RMS are specified above th&5’ image.
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CHAPTER D

Low-frequency radio images of the galaxy cluster Abell 2256

Abstract. The galaxy cluster Abell 2256 is a prime target for a studywatiadio frequencies,
because it possesses an unusually large number of tailexlgadrces, and a number of ob-
jects with steep radio spectra, including the radio hall; esnd the peculiar 'source F’ region.
We present the results of high-resolution GMRT observat@nl53 and 325 MHz, and low-
resolution WSRT LFFE observations at 8 frequencies withearange 115-165 MHz. In the
low-resolution maps, we detect both the central radio haththe peripheral radio relic. We
confirm the flattening of the spectral index of the relic tosigthe relic edge. Comparison of the
total intensity and spectral index maps at this resolutigh earlier 350 MHz and 1.4 GHz ob-
servations suggests that the spectral index of the hals@mnibetween 140 MHz and 1.4 GHz
flattens from~ -2 in the center taz —1.4 towards the southern and eastern boundaries. We
use the high-resolution maps to study two complex regiotisimthe cluster. The morphology
and steep radio spectrum suggests that the complex udtep-spectrum source F at the eastern
cluster boundary probably consists of two AGN, of which oeased activity. The brightest
region (F2) fits the profile of a radio ‘phoenix’, old AGN plaarwhose synchrotron emission
was revived by shock compression. Near the cluster centedetect a long, steep-spectrum
extension of a previously detected head-tail galaxy atéviffjiequency (source A), at a projected
angle of~ 80 degrees from the high-frequency tail. In the same regiefivd a steep-spectrum
region that may be a radio phoenix as well. These obsenssiopport a recent cluster merger
scenario, in which disturbances in the ICM strongly influetive appearance of (previously)
radio-loud AGN.

H. T. Intema, R. J. van Weeren, H. J. A. Rottgering, J. B. RalQo
D. V. Lal, G. K. Miley, and I. A. G. Snellen
Submitted to Astrononty Astrophysics
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5.1 Introduction

Diffuse synchrotron radio emission from galaxy cluster haklgss and radio tails provides a
unigue diagnostic for studying the magnetic field (e.g.eEe& Johnston-Hollitt 2004), plasma
distribution and gas motion within clusters of galaxiesla®wg clusters containing radio halos
appear to have large X-ray luminosities, high intra-clustedium (ICM) temperatures and large
galaxy velocity dispersions (e.g., Feretti et al. 2002)eSeécharacteristics of dynamic activity
are to be expected if the clusters grow by merging of subetasts predicted by models of
large-scale structure formation (Kempner & Sarazin 200, r@ferences therein). A merger
scenario is supported by the presence of highly polarizezfyaparsec-scale relic structures
at the periphery of some X-ray clusters (e.g., Rottgeringle1997; Brentjens & de Bruyn
2004), which are thought to be tracers of the shock wavesrgasteby cluster mergers (EnRlin
et al. 1998; Miniati et al. 2000). Also the presence of hesbigalaxies in clusters is found to
indicate a non-relaxed cluster state (Klamer et al. 2004girTpositions correlate with regions
of enhanced X-ray emission and galaxy density (Mao et al9200

Abell 2256 (A2256 from here on) is a nearby, rich galaxy @dusit a mean redshift of
z = 0.0583 (Miller et al. 2003) that contains both a radio halo ality and also several head-
tail sources (Bridle et al. 1979; Rottgering et al. 1994larke & Enf3lin 2006; Brentjens 2008).
The cluster contains afiise X-ray source, consisting of three substructures (Btial. 1991;
Sun et al. 2002), that roughly coincides with the radio hdloe radial velocity distribution of
galaxies has a large dispersion 1200 km s?; Faber & Dressler 1977; Miller et al. 2003) and
also appears to consist of three distinct groups (e.g.jfiggan et al. 2002) based on position
and velocity. This combined observational evidence haddettie conclusion that A2256 is
currently undergoing a cluster merger.

Detailed studies of merging clusters such as A2256 are &aktr understanding the for-
mation of the largest structures in the Universefie cluster radio emission usually has a very
steep radio spectruns( o v* with & < —1), which indicates that the radiating electrons are old
and can, in principle, provide a fossil record of the clustistory (e.g., Miley 1980). A study
at low (g 300 MHz) radio frequencies has the natural benefit of an asé relative brightness
of steep-spectrum sources, and provides a view on agedjransources, complementary to
the more recent radio activity as seen at highet (GHz) frequencies.

The dfectiveness of low-frequency observations has been limitaihly due to: (i) low res-
olution (z 1'), (ii) sidelobe confusion from bright outlier sourcesi){ibnosphere-induced phase
distortions, and (iv) man-made radio frequency interfeee(RFI). The construction of larger
andor more sensitive low-frequency arrays (e.g., the WS&TL15-165 and 325-377 MHz, the
VLA? at 74 and 327 MHz and the GMR&t 153, 235 and 325 MHz), combined with the recent
development of more advanced data reduction and imagimgigdgs, has yielded significant
improvements in the quality of low-frequency radio mapg(esee Chapter 4 and references
therein).

In this chapter, we present deep continuum observation2@68 with the GMRT at 153
and 325 MHz, as well as WSRT LFEBbservations between 115-165 MHz. We use these ob-
servations to study the nature of several interesting resgid emission, both on large and small

Iwesterbork Synthesis Radio Telescope.
2Very Large Array.

3Giant Metrewave Radio Telescope.
4Low Frequency Front End.
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spatial scales. The compact WSRT has a relatively low résal(: 2’) at these frequencies, but

is very sensitive to large-scalg (L degree) emission from the halo and relic regions. The com-
plementary higher resolution observations with GMRT26” and~ 15” at 153 and 325 MHz,
respectively) allow for a detailed study of compact emissiegions that have been noted for
their entangled or complex morphologies, such as the rezpataining head-tail sources A &

B and the source F region (e.g., Bridle et al. 1979; Rottgeei al. 1994a).

In Section 5.2, we describe the observations and data liedumnd present the resulting
images. In Section 5.3, we analyze the images, followed biseudsion in Section 5.4. A
summary is presented in Section 5.5. Throughout this chagderce positions are given in
epoch J2000 coordinates. We adopt a flajominated cosmology witly = 0.27,Q, = 0.73
andHy = 100h km st Mpc™t with h = 0.71 (Komatsu et al. 2009). For a mean redshift for
A2256 of 0.0583 (Miller et al. 2003), the conversion betweagular size and proper size is
67 kpc arcmin?, or 4.0 Mpc degree.

5.2 Observations and data reduction

In this section, we describe the observations and data tieduaf the GMRT 153 MHz and
WSRT 115-165 MHz observations of the A2256 field. The GMRT Bz data reduction is
described in van Weeren et ah fpreparatior). The pointing center for all three observations is
at RA 17°'03"09.06° and DEC+78°39'59.7”.

5.2.1 Observations
GMRT 153 MHz

A2256 was observed with the GMRT in a 6 MHz wide protected adafind, centered at
153 MHz (see Table 5.1 for more information). Combining 1#&eanas in a central square kilo-
meter and 16 antennas in an extended Y-shape up to 35 kmresseiakes GMRT sensitive to
a wide range of spatial scales. The field-of-view (FoV) at M3z, defined by the half-power
beam width (HPBW), is 3.1 degrees, while the resolution @dglly 20-2%. Although the
observing band is protected, significant man-made radguiacy interference (RFI) is present
within the band at all times. The low-frequency observagiare further complicated by iono-
spheric phase rotations that vary with time and viewingdiom, and are relatively strong at the
location of the GMRT relatively near the geomagnetic equadg observing in spectral chan-
nel mode with short integration times, the data supportsrsetective excision of detectable
RFI, more accurate (ionospheric phase) calibration, addags bandwidth and time-averaging
smearing during wide-field imaging. The GMRT observatiocluded a 20 minute calibrator
observation on 3C 48 at the end of the observing run.

WSRT 115-165 MHz

A2256 was observed with the WSRT in eight radio bands in tmgeal15-165 MHz (see
Tables 5.1 and 5.2). The eight bands were positioned in &ecyuto minimize RFI within the
observing bands. To improve UV-coverage and sensitivitgl, suppress grating lobes due to the
regular 144 meter spacings of the 10 fixed antennas, the AB6vas observed for 12 hours
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Observation Date(s) Int. Time Total Tifhe Bandwidth Ch. Width ~ Polarizations
[sec] [hours] [MHZz] [kHz]
GMRT 153 MHz June 5, 2005 16.8 8.2 bg 62.5 RR,LL
GMRT 325 MHz May 25 & 26, 2008 16.8 9.5 216 125 RR,LL
WSRT 115-165 MHZ
36 m spacing Dec. 1, 2004 10.0 10.0 x&.5 19.5 XX YY, XY, YX
48 m spacing Dec. 4 & 6, 2004 10.0 10.5 x&.5 19.5 XX, YY, XY, YX
60 m spacing Dec. 8 & 10, 2004 10.0 11.3 x8.5 19.5 XX,YY, XY, YX
72 m spacing Dec. 11, 2004 10.0 10.8 x8.5 19.5 XX,YY, XY, YX
84 m spacing Dec. 15, 2004 10.0 10.8 x 8.5 19.5 XX,YY, XY, YX
96 m spacing Dec. 18, 2004 10.0 10.7 x5 19.5 XXYY, XY, YX

@ Total time on target during the observation.

b Effectively reduced to 5-6 MHz by antenna-based bandpass filter to RFI.
€ Observations consist of 6 array configurations, or spacings

Table 5.1: Overview of observations on the A2256 field.
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Frequency HPBW Resolution Pixel Size Background RMS

116.75MHz  1%° 2.9 50" 14.6 mJy beartt
121.75MHz  148° 2.8 50” 14.3 mJy bearntt
130.00 MHz = 13®° 2.6/ 50” 7.2 mJy beamt
139.25MHz 130 245 407 7.1 mJy bearmt
141.75MHz  12r° 2.4 407 7.1 mJy bearmt
14750 MHz  122° 2.3 40” 6.1 mJy beamt
157.00MHz  115° 2.2 407 5.0 mJy beamt
162.50 MHz  111° 2.1V 407 6.0 mJy beamt

Table 5.2: Overview of some characteristics of the WSRT LFFE obsewuati

(full synthesis) in each of six ‘traditional’ configuratishof the four movable antennas. Each
observing day (i.e., each spacing) included 15 minute iGldb observations on 3C 295 and
3C 48.

5.2.2 Data reduction
GMRT 153 MHz

Data reduction of the GMRT 153 MHz observations was donegu#iie Astronomical Im-
age Processing Sofware (AIPS; e.g., Bridle & Greisen 19@4¢kage, developed by the Na-
tional Radio Astronomy Observatory (NRAO). Furthermore, ugsed the (recent) SPAM soft-
ware package (Chapters 2 and 3) to incorporate directipestdent ionospheric phase calibra-
tion. SPAM utilizes AIPS tasks and files through the Parsedilee interface (Kettenis et al.
2006), while providing high-level tasks for basic calitivat& imaging and for calibration of
direction-dependent ionospheric phase rotations. Folatier, SPAM measures the antenna-
based, direction-dependent phase rotations by peelimghtbsources in the FoV (Noordam
2004), separates instrumental from ionospheric phaseibotibns, combines the ionospheric
phases into a consistent phase screen model, and predidgtmthspheric phase corrections in
arbitrary viewing directions while imaging the FoV.

Following the SPAM recipe for data reduction, we used 3C 48flfo, bandpass and in-
strumental phase calibration. Initial flagging of all visity data included removal of dead
and malfunctioning antennas and baselines, systematiovaraf the first 30 seconds of each
observing time blocks due to potential system instabdjtiend manual and semi-automated
flagging of channels and time ranges on individual baselibased on excessive (5 times
the RMS) visibility amplitudes. An initial phase calibrati was performed on 3C 48 against a
62.71 Jy point source model (using the Perley—Taylor 199€aR8, which is derived from the
Baars et al. (1977) scale for 3C 295) using a small, relatiRHI-free channel range (unless
stated otherwise, phase-only calibrations are all peréorion the visibility time resolution).
A single time-constant bandpass calibration on 3C 48, nlizethto the same channel range,

5See the WSRT Guide to Observations.
6Defined in the ‘VLA Calibrator Manual’, available online at
http://www.vla.nrao.edu/astro/calib/manual/baars.html
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was performed while temporarily applying the phase calibra After excision of 48 noisy
channels at both edges of the bandpass, the spectral iesck#s reduced to save computing
time in further data reduction steps. Averaging every 4 oe#into 20 channels of 0.25 MHz
yields a total bandwidth of 5 MHz. This was followed by moregfilng and a single flux
calibration to the point source model while temporarily lgpym both phase and bandpass cali-
brations. The RR and LL polarizations were combined int&etd while applying the bandpass
and flux calibration, which was followed by a phase calilmatiising the full bandwidth. The
time-varying calibration phase corrections were filteredstimate the (presumed) constant in-
strumental phaseisets, by iterative fitting of time-variant, spatial phasadijents (Cotton et al.
2004, see also Chapter 2).

The flux, bandpass and instrumental phase calibrations tnarsferred to the A2256 field
data, which was flagged and combined in the same way as the 8&td8This data was phase
calibrated against a 35 point source model, derived fromgodawv extrapolation of NVSS and
WENSS source flux densities and corrected for primary beaemadation. This was followed
by wide-field imaging of the primary beam area (Table 5.3)pfieed by 3 rounds of phase-only
self-calibration & imaging. After each self-calibratioound, the source model was temporarily
subtracted from the visibility data, followed by flaggingex{cessive residual visibility ampli-
tudes. After subtracting the latest source model, the Witsillata was inspected for bright,
interfering outliers. Images were created from the vigiba at the positions of known bright
sources (bright 1.4 GHz NVSS sources within 5 primary beatii, rand 9 distant but extremely
bright sources, such as Sun, Cas A, Cyg A, etc.). No signifit@nwas detected in any of these
images.

Self-calibration was followed by two additional rounds d&?/8\Vl calibration and imaging
(see Table 5.4). In this process we lesb0 percent of the data due to large ionospheric model
fit errors & 40 degrees RMS; e.g., see Section 3.5.2). Despite the dataulsing the remaining
data significantly reduced the image artifacts near brighitces, resulting in a final background
RMS of 2.1 mJy beart, measured over the inner half of the primary beam area.

To enable the detection of the knowrffdse radio sources in A2256, we have attempted to
conserve as many short baselines as possible during flagdihgugh the RFI was particularly
severe on these baselines. For the final image, we have attengpboost the contrast of the
diffuse emission by applyingfiiérent weighting schemes (natural weighting, gaussiamitape
of the UV-plane). However, this only resulted in enhanciagyé-scale ripples in the image
background, and therefore these attempts were abandosedresult, the sensitivity for large-
scale emission is compromised, but we retain a good signsim@tier, more compact emission
regions.

The final image was corrected for primary beam attenuatioi avcircular beam model
A0, v) =1-4.04-103v)? + 76.2- 1077 (v)* — 688 - 1073(6v)® + 22.03- 103(v)8, (5.1)

whered is the angular distance from the pointing center in arcneisw@ndy the observing
frequency in GHz. The 153 MHz image is presented in Secti@rB3ogether with the other
images.

“From the GMRT User Manual.
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Field diameter pa

Pixel size 42"

Weighting robust 0.5
Wide-field imaging polyhedron (facet-bas&d)
Number of initial facets 109

Facet diameter 8o

Facet separation B
Deconvolution Cotton-Schwab CLEAN
CLEAN box thresholf 50

CLEAN deptif 20

Restoring beam 227 x 16.7” (PA 395°)

@We map more than twice the HPBW diameter to allow for
deconvolution of nearby bright sources.

P Briggs (1995)
€ Perley (1989a); Cornwell & Perley (1992)
d Schwab (1984); Cotton (1989, 1999); Cornwell et al. (1999)

€ & is the background RMS, measured in the central part of the
image.

Table 5.3: Overview of GMRT imaging parameters.

Calibration cycles 2
Peeled sourcés 20
Number of added facets 20
Layer heights (weights) 100 km (0.25)

200 km (0.50)
400 km (0.25)

Parametep® 5/3
Model parameters 20
Model fit phase RM& 222° £ 4.2
Peeling corrections applied yes
Phase drift estimates applied yes
Reference catalog NV3S

@ gpecified for the final (second) calibration cycle only.

b Adopted power-law slope of the overall phase structure
function.

C After rejection of excessive model fit errors
> 40 degrees.

d Condon et al. (1994, 1998)

Table 5.4: Overview of the SPAM processing param-
eters. For more information on the meaning of the pa-
rameters we refer to Chapters 2 and 3.
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Field diameter 1%°

Pixel size 40 - 502
Weighting robust 0.
Wide-field imaging polyhedron (facet-based)
Number of facets 200

Facet diameter 85- 107

Facet separation 81
Deconvolution Cotton-Schwab CLEAN
CLEAN box threshold -

CLEAN depth Ko

Restoring beath circular 21 - 2.9

@No CLEAN boxes were used.
b See Table 5.2 for setting per band.

Table 5.5: Overview of WSRT imaging parameters. See Ta-
ble 5.3 for more info.

WSRT 115-165 MHz

Because of limitations in the data reduction software touiameously image and deconvolve
the large WSRT LFFE frequency span (e.g., varying primamgnibehapes, resolutions and
spectral indices), each of the eight bands was processegéndently. Data reduction was
performed using the AIPS package, which started with infittgging of RFI and bad data, ex-
cising between 10 and 40 percent of the data per band undgngaronditions over time and
frequency. The system temperature measurements of the W8FRTbypassed due to the pres-
ence of significant RFI in the receiver bands. The calibrabservations on 3C 295 and 3C 48
were used to determine the time-constant, normalized kzssdgalibration. After applying the
bandpass calibration, more flagging was done, includindl#éiggiing of 17 frequency channels
atthe band’s edges. Flux calibration was postponed to edtitge, because of the bypassed sys-
tem temperature measurements and the uncertainties irmith@plitude determination from
a non-isolated calibrator in the large FoV.

From here on, we will use the term ‘subset’ for the visibilitsta of one WSRT frequency
band — spacing combination. For all subsets, both 3C 295 @nd&were phase-calibrated
using point source models on the highest possible (visipiime resolution. We selected one
subset (139.25 MHz — 36 meter) with little RFI and slowly viagy(ionospheric) calibration
phase corrections on 3C 293C 48. This subset was used to generate a target field model.
The phase corrections from the calibrators were trangféor¢he target field. Next, the subset
data was imaged over twice the primary beam radius (Tab)a® facilitate removal of nearby
bright outliers. This was followed by three rounds of seafiloration & imaging, in which the
final round also included amplitude calibration.

All other subsets were phase calibrated against the taejgtfiodel derived above, followed
by imaging and one round of (amplitude & phase) self-catibre& imaging. After subtracting
the appropriate target field model from each visibility setb@ncluding nearby outliers), the
visibility data was imaged at the positions of five extremualight outlier sources, namely the
Sun, Cas A, Cyg A, Vir A and Tau A. Because the apparent fluxitlea®f these sources were
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Figure 5.1: Fitted spectra for 5 bright point sources in the vicinity d2256. Left Fitted spectral mod-
els (double power-law; solid lines) based against catalag density measurements (filled dots) at 74,
151, 153, 327 and 1400 MHz for sources (top to bottom) 4C 791C779.16, 6C B165417+383341.,
6C B171152.4801023. and 6C B170753:875949. Right Comparison of the WSRT LFFE corrected
flux densities (filled dots) and GMRT 153 MHz flux density (ophot) against the fitted spectral models.
Note that the frequency axis is linear instead of logarithmi

significant, each of these sources was peeled (Noordam 28@49re adding back the target
field source model (excluding nearby outliers), all resldusibility data was re-inspected for

RFI and flagged where needed. The visibility data of thedént spacings was combined
per band into 8 large data sets. The data volume was reducmehth spectral and temporal
averaging of each 3 channels and 2 time stamps, respectigslyting in 58.5 KHz channels

and a 20 second visibility time resolution. Each band wagygda followed by one round of

(amplitude & phase) self-calibration and imaging.

Each image was corrected for primary beam attenuation wétrcalar beam mod@l

A6, v) = co2(0.01926v), (5.2)

whereg is the angular distance from the pointing center in arcneéiswindy the observing
frequency in GHz. For the absolute flux calibration we useddhb point sources in the center
of the FoV for which flux density measurements are availabkhé 74 MHz VLSS, 151 MHz
6C, 327 MHz WENSS and 1.4 GHz NVSS catalogs (Cohen et al. 268@les et al. 1988;
Rengelink et al. 1997; Condon et al. 1994, 1998) and are préséhe GMRT 153 MHz image
(Section 5.2.3). Flux densities of these sources were meésa the GMRT 153 MHz band
and WSRT LFFE bands through Gaussian fitting in the imagese cltalog flux densities
(including GMRT 153 MHz) were fitted per source with a doubdever-law spectrum, allowing
for a possible turn-over at low frequencies (see Figure 3=:Agm these fits, we determined the
amplitude correction factors per WSRT band, averaged tneb tsources, and applied these to
the images. We adopted an absolute flux calibration unogytaf 10 percent, but anticipate that
the relative flux error between WSRT bands is much smalle2 percent, based on the scatter
of WSRT fluxes in Figure 5.1).

The background RMS of all WSRT images (Table 5.2) is limitgdsystematic rather

8From the WSRT Guide to Observations.
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than noise-like fluctuations. Most prominent are residuatigg lobes and radial lines around
bright sources. From the WSRT Guide to Observations, wenasti that the theoretical ther-
mal noise for these observations ranges fren2 mJy beam® at the lowest frequency to
~ 1.5 mJybeam® at the highest frequency. At the field center, the classicafusion noise

is estimated to be 3 5 mJybeam! (Ger de Bruyn, private communication), which is attenu-
ated with the primary beam and therefore drops towards thedige. In the WSRT images,
the background RMS at the field edge is roughly half the vagiiesn in Table 5.2, but still

3 to 4 times as high as the thermal noise. We interpret ouiifgigntly higher background
RMS values to be a combination of residual RFI, ionosphérase errors and other calibration
errors. We have not attempted direction-dependent iorevapphase calibration, because the
one-dimensional geometry of WSRT complicates ionosphaddeling. Because of the lim-
ited size of the WSRT array, it is likely to operate in the ispberic calibration regime where
sources sfiier from apparent dierential movement without any source deformation (regime 3
in Lonsdale 2005). The resulting ionospheric smearing @2ehnour observations is expected
to cause a minorg 2 percent) broadening of the 2 3 beam (assuming a smearing excess
of < 20", based on experience with 74 MHz VLA observations). Althotige averageféect

of calibration errors on the source shape may be minor, tthecied background artefacts on
individual time stamps do not average out for a one-dimeradiarray in a 12-hour synthesis.
Most of the observing was done during daytime, which is alsonkn to have a negativetect

on ionospheric conditions (e.g., Cohen & Rottgering 2009)

The background structure of the final WSRT images results varging contrast on the
diffuse emission regions in A2256 from band to band. Insteadtefpreting the results from
‘noisy’ individual bands, we combined them to reduce tieda of artifacts in individual maps.
We excluded two bands (121.75 and 147.50 MHz), in which thegenartifacts seem to have a
severe #ect on the emission of A2256. Because the image combinatiamon-trivial opera-
tion considering the variation in spectral index across 22g.g., Clarke & Enf3lin 2006), we
performed this operation after determination of the WSRacsal index map over the A2256
area (Section 5.2.4). Convolving the remaining 6 bands torancon resolution of ® and
resampling to a common B(ixel grid was followed by combining into a single 140 MHz
map using the mean spectral index (the mean over all pixé¢eispectral index map) ef1.65
over the 115-165 MHz range for appropriate flux scaling.

5.2.3 Total intensity maps

In Figures 5.2 and 5.3 we present the total intensity maps ffee GMRT 153 and 325 MHz
observations, and the combined WSRT intensity map at arvalgui frequency of 140 MHz.
The WSRT image was resampled to th2”2grid of the 325 MHz GMRT observations, using
a 4 pixel width interpolation kernel to smooth the image asrpixel boundaries. We used
the deeper 325 MHz image (0.20 mJy beanbackground RMS) to mark various sources as
identified by Bridle et al. (1979) and Rdttgering et al. (48R This map clearly shows several
radio features for which this cluster is best known: the hsdldsources A, B, C and |, the steep
spectrum source F consisting of several components, the tafic area surrounding sources G
and H, and traces of theftlise halo centered approximately on source D.

In the GMRT 153 MHz map, only parts of the relic area are dettdue to poor sensitivity
and a loss of short baselines to RFI. There is no significaettien of halo emission above two
times the local background RMS. Sources with more compaigséom, such as sources A, B,
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Figure 5.2: Combined grayscale and contour plot of A2256 at 325 MHz asmks with GMRT. The
background RMS is 0.20 mJy bealn The synthesized beam width of’2416" is depicted in the bottom-
left corner. Contours are drawn at, 88,12 20, 36,60, 100, 200]x the background RMS. The capital
letters are source labels as defined by Bridle et al. (197@Ranttgering et al. (1994a).
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Figure 5.3: Combined grayscale and contour plots of A2286&ft Result of GMRT 153 MHz observations, yielding a synthedibeam width of
221" x 16.7” and a background RMS of 2.1 mJy bedmRight Combined WSRT map at an equivalent frequency of 140 MHz witircular beam
width of 29’ and a background RMS is 5.5 mJy bedmContours in both maps are drawn a538, 12, 20, 36, 60, 10Q 200]x the background RMS.
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C and F, are clearly detected, as well as several of the fikensources farther out. We discuss
the source complex A & B and source F in more detail in SecttoB8g! and 5.3.5.

The peaks of the emission in the WSRT 140 MHz map coincide tvéglsource combination
A, B and C, the source F and the relic source G, while smallekp@ the south coincide with
sources O and L. The extended relic area is detected at filghwiile the halo emission is
clearly detected in the area between sources D and O. The BH&Ohidllo shape roughly agrees
with the halo detections at 350 MHz (Brentjens 2008) and H4 (Clarke & Enf3lin 2006), but
does not continue as far southward (beyond sources O andik)saen in the 350 MHz and
1.4 GHz maps.

There are two interesting extensions in the WSRT map at tgesedf the diuse halo &
relic regions, one extending westward of the tail end of se® (1700™, +78°43) and one
extending eastward from the halo area below source FOR7 +78°34), that coincide with
three filamentary radio sources in the GMRT 325 MHz map. Tlseseces are also visible in
the 350 MHz map by Brentjens (2008), but not noted. The weggtension also coincides
with a very steep spectrum region in the WSRT spectral indap (Bection 5.2.4). Van Weeren
et al. (n preparation) discusses these two regions in further detail.

5.2.4 Spectral index maps

In Figure 5.4 we present two spectral index maps of the fuR2®region. The low-resolution
spectral index map was created from the 6 WSRT bands, bygfitipower-law to the (band-
dependent) values of each common’{(bfixel, and blanking those pixels that had less than
4 values above 3 times the background RMS. As with the totahsity map, the spectral index
map was resampled to the GMRT 325 MHz pixel grid. The orightl pixels have a spectral
index fit uncertainty of 1, which explains the presence of several gfielese noise blobs along
the edges. Beyond, the uncertainty rapidly drops to 0.2fed.8/pical regions and 0.1 for
peak regions. The uncertainty includes tffeet of map noise in individual bands. UV-coverage
has little éfect on the spectral index accuracy, because even at theshigbguency the WSRT
array is sensitive to spatial scale$.5 degrees.

The high-resolution spectral index map was created froml8® and 325 MHz GMRT
maps. Fitting gaussians to 10 common point sources in bagénand comparing peak posi-
tions showed that the systematic astrometffset between both maps was less th&n Roth
images were convolved to a circular’2Beamsize, after which the 153 MHz map was resam-
pled to the 2" grid of the 325 MHz map. The spectral index was calculatedppeai, again
only using pixels above 3 times the background RMS. Becatifeedbetter sensitivity of the
325 MHz map, the spectral index determinations are mainytdid by the 153 MHz pixels.
In this case, theféects of UV coverage are important, because both at 153 and/B25the
GMRT resolves the large-scale emission. Convolution tetree resolution does help to create
a better match in coverage in the outer UV-plane, but dotés fior matching the inner UV-
plane where the large-scale sensitivity is defined. Thisnai¢laat the high-resolution map is
accurate in representing the changes in spectral index altesracales< 1’), but less accurate
in determining the absolute spectral index in large-scal#) diffuse emission areas.
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5.3 Results

The large-scale sensitivity of the WSRT observations detaifuse emission of A2256 out to
the largest scales. Flux measurements of the megaparszthsilo and relic in the WSRT map
are expected to include all flux. However, the low resoluttanises a blending of the more
compact sources (e.g, sources A, B, C, F, etc.) with the dettemission. The loss of short
baselines in the GMRT 153 MHz data due to RFI prevents an atza@ombination of WSRT
and GMRT data, as there is little overlap in baseline leng¢hg., Stanimirovic 2002). For
the relic and halo, we have restricted our study to examittiegspectral index across these
sources in areas that are not contaminated. The high resolnd smaller-scale sensitivity
of the GMRT observations at 153 and 325 MHz allow for a detagtidy of cluster regions
with a complex emission structure. In this work, we use ttadsservations to study the source
complex A & B, and complex source F.

5.3.1 Large-scale flux distribution

We estimated the combined flux density of all sources in thstel by hand-drawing an outer
contour around the continuous flux area in the low-resaMitSRT 140 MHz map (Figure 5.3)
and summing the flux within. Repeating this process for mtiet@and more wide areas gave
similar values, which we combined into a single estimate .0f+70.9 Jy. This includes a

10 percent uncertainty in the determination of the absdluxescale. This estimate is consistent
(within error margins) with the 151 MHz flux density estimate8.1 + 0.8 Jy by Masson &
Mayer (1978) (converted to the Perley—Taylor scale by Beest2008), but less so with the
double power-law model flux density of B+ 0.4 Jy at 140 MHz by Brentjens (2008). As a
check, we have measured the total flux density of A2256 in tieges of individual WSRT
bands and find that the flux mod8} = 7.0 (v/140 MHz)1%° Jy is a good representation of
the individual measurements, where we have taken the mequeincy and mean spectral index
that were used for the construction of the total intensitpimaSection 5.2.3.

5.3.2 Peripheral relic

In the low-resolution spectral index map (Figure 5.4) thermixing of emission from dfer-
ent regions. The relic and halo regions are extended enaulghvie little contamination over
substantial parts of their area. Away from sources A to C &editestern extension, the relic
area appears to have a rather uniform large-scale spautiet distribution. We identify two
distinct transitions in the emission area, between the @eid the western extension and be-
tween the relic and the halo. These transitions coincidh vétic boundaries as seen in the
325 MHz GMRT total intensity map and at higher frequency .(eRibttgering et al. 1994a;
Clarke & Enf3lin 2006). Avoiding the noisy edges, we obsersteapening of the mean spectral
index from north-westd ~ —1) to south-easta( ~ —1.5). Due to the poor resolution, part of
the steepening is probably caused by the gradual trangdisards the steeper halo emission
(e = —2; see below). The steepening trend is similar to that oleskat 1.4 GHz by Clarke &
EnRlin (2006). The mean spectral index, measured alongealinning from NW to SE par-
allel to the relic edges (dashed line in Figure 5.4);-1s2 + 0.1. This is slightly steeper, but
consistent within error margins, with the value-ef.0 + 0.1 at 1.4 GHz. The spectral index
map at 350 MHz by Brentjens (2008) shows much more variatiooss the relic, with no clear
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steepening trend.

5.3.3 Central halo

In the low-resolution intensity map (Figure 5.3), betweenrses A & B, source F and the
relic region, there is a relatively uncontaminated view aftpf the halo emission (we ignore
source D based on the GMRT 153 MHz map in Figure 5.3). Thisoregas a rather uniform
spectral indexr ~ —2 (Figure 5.4), clearly steeper than the emission from theaad compact
source regions. The spectral index map between 1.37 andzHZby Clarke & Enf3lin (2006)
also shows a significant steepening of the halo emissiorsifples< —3) as compared to other
emission regions, although this result is stated to be blysaffected by UV-coverage. For the
southern part of the halo we lack sensitivity for accuratecsal index determinations. Our
spectral index measurement of the halo is similar to otherflequency estimates 6f1.9
between 22.25 and 81.5 MHz (Costain et al. 1972)-ah& between 151 and 610 MHz (Bridle
et al. 1979), although the latter estimate is uncertainr{Beas 2008) because it is based on a
resolved halo map at 610 MHz.

From the previous radio halo maps at 350 MHz and 1.4 GHz weeathat the halo emission
extends beyond our detection limit in the low-resolutioacpal index map, therefore we miss
a fraction of the total flux density. From the noise levelsh&f 850 MHz and 1.4 GHz maps we
derive that both are approximately equally sensitive fopectral index of-1.4. We observe
that the 1.4 GHz halo extends further eastward than the 35@ Wito, which suggests that
the spectral index flattens te —1.4 in this region. The model radio spectrum of A2256 by
Brentjens (2008) assumes a single mean spectral inde4.61 + 0.04 for the halo. This can
be made consistent with the observations above when asguhd@hthe spectral index varies
across the halo, flattens considerably towards the soutiretreastern edge, and assign total
flux differences to limitations in sensitivity. We do note that thteditmodel spectral index for
the halo by Brentjens (2008) depends strongly on their egéichhalo flux density at 350 MHz
and the estimate at 1.4 GHz by Clarke & Enf3lin (2006), whicly beadtected by their estimates
of hidden halo flux coinciding with bright emission from i@énd the more compact sources (A
to D, F, etc.).

5.34 SourcesA&B

Previous high-resolution observations at 1.4 GHz and 2.2 @é&pict source A as a point-like
source that coincides with an optical galaxy at redshi#t0.0586 (Miller et al. 2003), with an
30” — 40” extending tail to the west (Bridle & Fomalont 1976; Rotiggret al. 1994a; Miller
et al. 2003). At lower resolution, the 1.4 GHz and 330 MHz m@&istgering et al. 1994a) show
that the tail extends further west and possibly bends sautiisy but its appearance becomes
confused with the tail extending from source B. Miller et @003) also detect an extension
eastwards of the emission peak, which they identify as iaddpnt radio emission from the
western nucleus of neighbouring galaxy NGC 6331. Deep,logsolution images at 350 MHz
(Brentjens 2008) and 1.4 GHz (Clarke & Enf3lin 2006) show thatwhole source complex A
& B is embedded in dfuse emission from the halo. No apparent morphologicalioglaxists
between sources A & B and thefilise relic area.

Previous high-resolution observations of source B shoesiissical morphology of a head-
tail galaxy with a double tail (Rottgering et al. 1994a)ndar to NGC 1265 in the Perseus
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cluster (Miley 1973). From the core emission that coincidéh an optical galaxy counterpart
atz = 0.0548 (Miller et al. 2003), two radio lobes emerge on the eastt west-side and bend
northwards. The length of the brightest part of the headdstdi0— 50" along a north-south line,
but fainter emission continues further north (see alsokgl&Enflin 2006). In the lower resolu-
tion 1.4 GHz and 330 MHz maps from Rottgering et al. (199¢appears that the tail emission
continues northward beyond source A towards the extreroely head-tail source C. Because
of this apparent morphological connection, it seems uhlikgat the apparent tail extension is
halo emission.

We attempt to disentangle the emission seen in this areadwrmasg a minimal number
of (previously) radio-loud AGN involved. Figure 5.5 showsagnifications of the source A
& B area from the two GMRT maps at 153 and 325 MHz (Figures 52 %38), as well as a
uniform-weighted map at 325 MHz to boost the resolution @latis not used for flux density
measurements). Similar to Section 5.3.1, we estimate tiedBusity of the compact, bright
regions of sources A and B at 153 and 325 MHz by drawing imagéocws around their core
areas and summing the flux within. For source A, we find flux diessof 053 + 0.02 Jy at
153 MHz and ™1+ 0.02 at 325 MHz, and for source B we findl®+ 0.04 Jy at 153 MHz and
0.13+ 0.01 at 325 MHz. The specified uncertainties do not includesgyatic uncertainties in
the absolute flux scale.

In all GMRT maps there is a 2.5’ (~ 170 kpc projected) tail of visible emission that runs
from SW to NE, which appears to connect to source A under8) degree angle. The con-
nection between this tail and source A is strenghened by .tharid 2.7 GHz observations of
source A (Bridle & Fomalont 1976; Rottgering et al. 1994all& et al. 2003) in which the
visible tail from source A overlaps with the low-frequenay ind appears to have a bend in the
direction of the low-frequency tail. For sake of conveniense call this tail source A2. Bridle
& Fomalont (1976) noticed a spectral steepening in westaasttion, which they found to be
consistent with a head-tail configuration. The emissiomfithe long ¢ 2') low-frequency
source A2 is confused with emission that appears to origifram source B, except for a
small length at the SW end of the tail. When considering th& M5z and uniform-weighted
325 MHz maps, the strongest emission originates from a ratk#-confined~ 30” thin strip
(» 35 kpc), therefore it seems reasonable to assume that sdBrisdntrinsically narrow. The
tail end has a significantly steeper spectrum (-1.6) thansmace A (-0.3), which fits the typ-
ical profile of spectral steepening along a radio tail (elgfe & Perola 1973). Ignoring the
smallest variations, the spectral index along source Ahénaverlap region with source B is
rather constant{1 to—1.2). The measured total flux density within the thin strip aer 2 tall
length is 035+ 0.05 Jy at 153 MHz and.@4 + 0.06 Jy at 325 MHz, which includes some flux
contamination from the surroundingiiise emission of source B.

In addition to the long tail, the 325 MHz map also contains alsextension of emission at
the opposite side (south-east) of source A. We note thatrdigvange limitations from calibra-
tion and imaging cause some artifacts near bright sourceh@.apparently significant 150
detection in the robust weighted 325 MHz map is thereforeatikely a 2— 3 o detection when
considering the local noise. We cannot be sure if this featureal or an image artifact. How-
ever, if real, the small tail overlaps with the radio sourcst pastward of source A, which Miller
et al. (2003) associated with NGC 6331, although our deteextends- 50” further east. This
implies a spectral steepening of the small tail away fronre®@, which we cannot confirm in
our spectral index map due to the non-detection at 153 MHz téimpting to associate the small
tail with source A as well, which would provide source A wiltettypical double-lobe morphol-
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Figure 5.5: Detailed maps of the confused region of sources A & B in A2256p Left Magnification

of the GMRT 153 MHz map in Figure 5.3. Contours are drawn a8,[52 18, 30,54, 90, 150 300] x the
background RMSTop Right Magnification of the GMRT 325 MHz map in Figure 5.2. Contoare
drawn at [1525, 40, 60, 100, 180, 300, 500, 1000]x the background RMS. Several of the labelled sources
are discussed in the text. The plus-sign marks the postidheotluster galaxy nearest (in projection)
to source B2.Botton Left Uniform weighted map (instead of robust weighted) of the REIV325 MHz
map, yielding a beam width of 1B’ x 7.8” and a background RMS of 0.12y beam®. Contours are
drawn at [712, 20, 28, 50, 90, 150, 250, 500]x the background RM3Bottom Right Spectral index map of
the GMRT observations between 153 and 325 MHz, convolvedcmnamon beam width of 24x 24”.
Contours are taken from the uniform weighted 325 MHz map.
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ogy of an AGN rather than a head-tail morphology, with relatic beaming being responsible
for the contrast between the two lobes.

The low-frequency morphology of source B corresponds toheed-tail radio source ob-
served at higher frequencies, with wide tail emission tipairtfy) merges north of the head
into a single difuse emission region. The view of the wide tail is confuseddayree A (and
source A2, but for the discussion here we simply assume tiiewéail is part of source A). As-
suming the emission from source A is confined to the brighssion areas, the tail of source B
appears to extend beyond source A towards source C. Thisaggannection is supported by
(i) the apparent continuity of the wide tail across sourcenAerms of flux level and boundary
contours, (ii) the apparent presence of two tail extensionth of source A in the 153 MHz map,
(iii) the steepening of the spectral index between source®lae apparent tail extension(s), and
(iv) the extent of the tail in 1.4 GHz images (Rottgering leti®94a; Clarke & EnRlin 2006), in
which source A2 is not visible. If the flise emission north of source A is indeed part of the tail
of source B, the total length of the tail would ke4’, which corresponds to a projected length
of > 270 kpc, similar to the- 280 kpc length of NGC 1265 (Feretti et al. 1996) and over half
the length of the long head-tail galaxy source C. This taslightly bent and widens fron Jat
the head to- 2.5 at the tail end.

There are two regions of emission for which we discuss at@ra origins. A region of faint
emission lies at the end of the (assumed) tail of source B M3"l5%, +78°3930”, which
connects to source C (in projection; see Figure 5.5). Taihsburces such as source B are
known to have tails that fade towards the tail end, but a maqgjical connection to another
source may be possible. Based on the total intensity mapg @ onay seem that some of the
faint emission extends southwards from source C. Howehisrig inconsistent with the required
large velocity (relative to the ICM) of the galaxy found irethead of source C to create the
extremely straight, narrow-tail morphology (Rottgeritaal. 1994a). There is no known cluster
galaxy in the catalogs by Fabricant et al. (1989), Berringtbal. (2002) or Miller et al. (2003)
that lies in this area and generates this emission. In thenalksof plausible alternatives, we
assume that the low-frequency tail of source B extends @iy up to source C.

The second region for which the origin is unclear is the draghission region that appears
to be connected to the western end of the wide tail of sourceé Br®2"50°, +78°3900",
which we will call source B2. The dimensions of this regioa approximately 2’ x0.7’, which
corresponds to 8047 kp€ at the cluster distance. The total flux density estimatesdarce B2
at 153 and 325 MHz are®7 + 0.05 Jy and L2 + 0.01 Jy, respectively, which yields a spectral
index estimate 0f1.08 + 0.36 between 153 and 325 MHz. It is unclear whether source B2 is a
distinct source or part of source A or B. From the catalog afiBgton et al. (2002) we identify
a confirmed cluster galaxy near (in projection) the soutleeige of source B2 (see Figure 5.5).
If this galaxy is responsible for the bright emission regitmmust have ceased its radio-loud
phase, as there is no detection of radio emission from thiscsedn the deep maps at 1.4 GHz
(Rottgering et al. 1994a; Miller et al. 2003). The appaignment of source B2 with the tail
from source A before the bend could indicate a physical iciatout this would require the
narrow tail to be either unrelated to source A or to be digdanver a significant distance.

5.3.5 Source F

Source F has been noticed for its peculiar Z-shape and stiep spectrum (e.g., Masson &
Mayer 1978; Bridle et al. 1979). Based on the morphology 4t@Hz, source F was divided
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into three parts: the central bright region F2, the emisségiion F3 north-east of F2 and the
faint emission region F1 south-west of F2. At 1.4 GHz, théaedr3 has the appearance of a
head-tail radio source (Rottgering et al. 1994a), with ptical counterpart at the eastern head
at redshiftz = 0.0563 (Miller et al. 2003) and considerable steepening ofpgeetrum from the
head towards the tail end(.7 to —1.9) near source F2. Source F1 also resembles a head-tail
source with spectral steepening along the tail (o —1.6, ending at source F2) but at much
fainter flux levels and without an optical counterpart atliead.

The emission of source F2 could be connected to both F1 armliEs true origin is unclear.
In the absence of confirmed optical counterpart for sourcé Ras been speculated that sources
F1, F2 and F3 are all part of the same source (Bridle et al. 1 @ri@inating from the head of
source F1. High-resolution 1.4 GHz imaging reveals filampnstructure inside source F2
(Rottgering et al. 1994a; Miller et al. 2003), which hasteeted to bear resemblance to the
cluster relic source in Abell 85 at J004127-092300 (e.gee &t al. 2001). If source F2 resides
at the cluster distance, the41x 0.8 dimensions correspond to a proper size 05984 kpc.
The spectral index of source F2 between 350 MHz and 1.4 GHgtimated at-1.71 + 0.08
(Brentjens 2008).

Magnifications of the source F region from the GMRT 153 andi@2& maps are presented
in Figure 5.6. Similar to Section 5.3.1, we estimate the flemgity of the source F components
at 153 and 325 MHz by drawing image contours around theiisard summing the flux within.
The resulting flux determination of source F1 is very unéeytaerefore omitted. For source F2,
we find flux densities of 3+0.02 Jy at 153 MHz and.30+0.01 at 325 MHz, and for source F3
we find 018 + 0.02 Jy at 153 MHz and.@3 + 0.01 at 325 MHz. The 325 MHz flux density
of source F2 is a good match to the 325 MHz estimate.29@ 0.07 from the power-law
model between 350 MHz and 1.4 GHz by Brentjens (2008). Ourdknsity measurements
at 325 MHz are significantly higher than the 327 MHz flux deasibf 0250+ 0.018 Jy for
source F2 and.078+ 0.010 Jy for source F3 by Rottgering et al. (1994a). While butps
have similar resolution, our background RMS is a facto? lower. A visual comparison of
the relic area in both maps clearly shows that our map is nenmsitive to large-scale emission.
These diferences lead us to conclude that our 325 MHz flux density meamnts include a
diffuse componentthat is not detected in the 327 MHz map by Ritiget al. (1994a). Our flux
density measurement of source F2 at 153 MHz is lower than3tieMiHz estimate of 0.65 Jy
(no error estimate quoted) by Bridle et al. (1979), but tlesiimate is based onftérencing a
low-resolution map against an extrapolated map from hiffegiuencies, which includes many
assumptions and uncertainties. When adding a 20 percerttaimty to this estimate, both
measurements agree within error bars.

From the total flux density measurements we find that the sgéntlex between 153 and
325 MHz is—0.76+ 0.09 for source F2 and0.43+ 0.15 for source F3. Figure 5.6 also contains
a spectral index map of the source F region over the samedneguange. There is a good
match between the spectral index map of source F2 and th&apedex of—0.76 based on
the total flux densities. For source F3, the spectral map msverage much steeper tha.43,
which indicates that the total flux density measurement af@®F3 includes a component at
325 MHz that is not detected at 153 MHz. Most likely, the 325 Mideasurement includes a
diffuse component not seen at 153 MHz due ftedénces in sensitivity and UV-coverage, which
becomes more important for fainter sources such as sourcedf8inately, except for the tall
of source B, the regions in the spectral maps we discussed ac# all regions with strong
emission at 153 MHz. The combined spectral index resultsdarce F2 from Brentjens (2008)
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Figure 5.6: Detailed maps of the complex source F in A2256, similar tauFegs.5. Top Left Mag-
nification of the GMRT 153 MHz map. Contours are drawn at6[40, 15,24, 42 72 120 240]x the
background RMSTop Right Magnification of the robust weighted GMRT 325 MHz map. Camsoare
drawn at [1525, 40, 60, 100, 180, 300, 500, 1000]x the background RMS. Several of the labelled sources
are discussed in the text. The plus-signs mark the postibtiealuster galaxies nearest (in projection)
to sources F1, F2 and F®Botton Left Uniform weighted map of the GMRT 325 MHz observations.
Contours are drawn at [&0, 16, 25,42 75, 125 210 420]x the background RM$Bottom Right Spectral
index map of the GMRT observations between 153 and 325 MHntdCios are taken from the uniform
weighted 325 MHz map.
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and this work implies a large spectral index change frehiV6 between 153 and 327 MHz to
—1.71 between 327 MHz and 1.4 GHz.

5.4 Discussion

Cluster mergers are known to have dfeet on the appearance of radio sources in the cluster.
Using the low-frequency observations from WSRT and GMRT easipresented a complemen-
tary radio view on several remarkable sources in A2256. dherkesolution images confirmed
the presence and steep spectra of the large-scale emisgjioms, namely the radio halo and
relic. The high-resolution imaging yielded several ingirgy results that we discuss further in
this section.

5.4.1 Aradio phoenix in the cluster periphery

Source F2 is located at the western edge of the radio halejvdoincides with the edge of the
observed X-ray emission (e.g., Clarke & EnRlin 2006; Sun.et@?2). In the nomenclature of
Kempner et al. (2004), its steep spectrum, apparent sizgrapt detachment from its origin
(most likely an AGN) qualifies source F2 as eithaadio phoenixor anAGN relic depending
on whether or not the ICM has compressed the region to rehevaged AGN plasma emission.
Given the geometry of source F (see Figure 5.6), it seememaate to assume source F2 orig-
inates from the AGN associated with source F3, or possibily am AGN previously associated
with source F1. Reasons for assuming that source F2 is aphdinix that has been revived by
a shock wave from the ICM are (i) the extreme steepening opleetrum towards higher fre-
guencies, (i) it’s relative brightness, and (iii) the dHie filamentary structure. Through semi-
analytical modeling of compression of fossil radio plasrafilin & Gopal-Krishna (2001)
showed that compression of a radio cocoon with a steepereadrsm of aged synchrotron
emission can result in a flux enhancement while preserviagtbep spectrum. Furthermore,
numerical magneto-hydrodynamical (MHD) simulations by3km & Briiggen (2002) showed
that adiabatic shock compression of radio cocoons can peoddio sources with a shell-like
filamentary appearance.

With the help of the synchrotron agirigevival model of Enf3lin & Gopal-Krishna (2001)
we investigated two scenarios for the origin of source F21i{& AGN relic scenario, in which
the synchrotron emitting volume aged, but is not shocked,(2hthe radio phoenix scenario,
in which the aged synchrotron volume has been adiabaticaitypressed by a (cluster merger)
shock wave. The model includes many assumptions, theréfeimitcome should be interpreted
as an order of magnitude estimation. We adopt the model peavalues from the ‘smoking
gun’ scenario by EnR3lin & Gopal-Krishna (2001), as this diéss the evolution of a small
synchrotron emitting volume in the cluster periphery. Tmportant model input parameters are
the current (observed) synchrotron volume and the magfietticstrength within. For source F2
we adopted a cylindrical volume & = 7d?l/4 ~ 2- 104 Mpc®, where we used the projected
dimension$xd = 94x54 kp@ from Section 5.3.5. Using the revised minimum energy foasul
by Beck & Krause (2005) we estimated the magnetic field strength in source F2. Frarfiux
density measurement at 153 MHz, and assuming an injectiectrsp index ofozinj = -0.7, we

9For the calculation we used the BFIELD code (version 10fé620available through the same authors.
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derive a total magnetic field strengh~ 6 uG, which is similar to the estimates by Brentjens
(2008).

In scenario 1, an AGN that was assumed to be active @015 Gyr has injected relativistic
electrons with an energy spectrt¥gE) o« E*“n~t into a volumeV,, permeated with a magnetic
field B,. After the AGN ceased activity, the volume expanded furthes to an over-pressure in
the volume as compared to the surrounding gas at the clustedary. While expanding, the ra-
dio luminosity drops. Pressure equilibrium is reached ama scale on the order 6f 0.01 Gyr.
We used the model to calculate the observable radio spectauimg the volume expansion af-
ter the AGN activity ceased. Similar to Kale & Dwarakanatb@Q), we manually varied the
shock compression fact@ = V,/V and the expansion timat, to obtain an good fit for the
spectrum, normalized to the GMRT 153 MHz flux density meas@m®sS, ., = 0.53 Jy, as well
as a good reproduction of the observed volume and magndtisfrength. Our fit included the
GMRT 153 MHz and 325 MHz flux density measurements, as wellasompilated flux points
by Brentjens (2008), but we excluded the rather uncertainMBz estimate from Bridle et al.
(1979). The best fit is given b@ = 0.23 andAt, = 24 Myr, which impliesV, = 5- 10-° Mpc?,

B, = 16 4G and an initial 153 MHz flux density &, ., = 8.3 Jy.

In scenario 2, we continue the ‘smoking gun’ scenario by m&sg pressure equilibrium is
reached afteAt, = 32 Myr. The initial volume has expanded by a factor06 and is slowly
loosing energy through synchrotron radiation over a peoioit, = 100 Myr. During the next
Aty = 130 Myr, the volume is adiabatically compressed by a shoalewaducing the volume
to less than its initial size. The post-shock volume is agipressure equilibrium with its
environment, and continues to lose energy through synahroadiation. Similar to scenario 1,
we manually varied the compression facand the spectral aging time, after compression
to obtain a good fit for the spectrum, observed volume and etagfield strength. The best fit
is given byC = 3.2 andAt, = 20 Myr, which impliesV,, = 7- 107* Mpc?, B, = 2.8 4G and an
initial 153 MHz flux density ofS ., = 0.12 Jy.

Figure 5.7 shows plots of the model spectra for both scesatioboth cases, our GMRT
325 MHz flux density measurement lies significantly abovefitied curve. There was no
parameter combination for which the 325 MHz measuremeritideaifitted accurately in com-
bination with the 153 MHz and 1.4 GHz measurements. The rs@ielconsistent with all other
measurements, given the uncertainties.

Due to the volume expansion, the AGN relic scenario reqainasitial volume that is larger
than the observed volume, while the initial magnetic fielérsgth is required to be stronger
than the observed value. Furthermore, this scenario puticatsne constraint on the age of
the volume since the AGN turnedfo For the radio phoenix scenario the requirements are less
strict, because they do not only depend on age since the A@dudt, but also on the time
and strength of the shock compression. If, like assumedealtbg compression factor is larger
than one, the initial volume is larger than the observedmeluand the magnetic field strength
is initially smaller.

For the following discussion, we assume that our model aad émived initial conditions are
reasonably accurate. The magnetic field strength in galasyers is typically found to be in the
order of 0.5 to JuG, depending on the location in the cluster, and the methddhasumptions
used for determining the magnetic field strength (Carilli&or 2002, and references therein).
The magnetic field strength in lobes of AGN are roughly an nafemagnitude larger (e.g.,
Croston et al. 2005). A required initial field strength of 46 for the AGN relic scenario is
therefore as likely as the 2,8 for the radio phoenix scenario. Based on radio number sount
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Figure 5.7: Fits of the synchrotron agingevival model of Eni3lin & Gopal-Krishna (2001) to the GMRT
153 MHz and 325 MHz flux density measurements of source F2ptmmented with the compilated flux
points by Brentjens (2008).eft Scenario 1 (AGN relic scenario), in which the injected syotron emit-
ting volume (solid line) ages to become an AGN relic (dotied)l before reaching pressure balance with
its environment.Right Scenario 2 (radio phoenix scenario), in which the injecgachrotron emission
(solid line) reaches pressure balance (dotted line), coes to lose energy through radiation (dashed line),
gets adiabatically compressed (dot-dash line), and ageitinues to lose energy through radiation (long
dashed line). See the text for more information.

(e.g., Chapter 4), an AGN with an initial 153 MHz flux density&3 Jy indicates a more
rare type of source than the rather common 0.12 Jy for the galabenix. When considering
an age of 24 Myr for the AGN relic, this requires the AGN to begant in the near vicinity.
Taking the velocity dispersion of 1350 km's(Faber & Dressler 1977) as a typical velocity
value, the angular displacement of the AGN galaxy in the sagis< 25”. Based on the age
requirement, there is no discrepancy if source F2 is phijgiaasociated with source F3, but a
physical association between source F1 and source F3 weulthlikely. Alternatively, there
may be another, yet unidentified, galaxy involved. The lésstsge requirement for the radio
phoenix allows for many more options for the originating AGalaxy.

Although not conclusive, the combined evidence presengzd And in literature favours
an explanation in which source F2 is a radio phoenix rathan #in AGN relic. Revival of
aged, steep-spectrum synchrotron emission through mshgek compression may be one of
the mechanisms that is causing the detectable presends ahthseveral other steep-spectrum
radio sources, as it can ‘simultaneously wake’ the fossliadobes that have been created
in relatively short ¢ 0.01 Gyr) AGN lifetimes and have been accumulating over a veng|
(sub-)cluster lifetime (few Gyr). This can also explain tppearance of the newly discovered
filamentary structures on the edge of the halo & relic areadnyWeeren et alirf preparatior).

5.4.2 Aradio phoenix at the cluster center?

The bright emission region near source A and B that we namaade®? is similar to source F2
in terms of angular size, shape, relative brightness anshawmik origin, but difers in other

observed properties: it is located (in projection) nearliightest of three X-ray peaks, the
centers of possible merging subclusters that form the ta&g8256 cluster (Sun et al. 2002), its
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153-325 MHz spectrum is steeper, and there are no clear filanyestructures visible (but this
could be a resolution issue). Source B2 also qualifies as aN AgBc or radio phoenix, for
much of the same reasons as source F2. The indirect evidensldck compression comes
from the cluster merger scenario that has been proposed2?5@\ based on radio and X-ray
observations (Sun et al. 2002; Clarke & Enf3lin 2006).

To extend the measured spectrum of source B2 to three puaiatsjake an estimate of the
1.4 GHz flux density by defining a rectangular area.8f £ 0.7 and using the average between
the first and second contour (22%y beam?® for a 17.3”x13.7” beam) in the map by Rottgering
etal. (1994a) as the mean flux level. Assuming a 25 percetrtaioty, this yields F+0.9 mJy.
The spectral index between 325 MHz and 1.4 GHz2s3 + 0.2. Recalling the spectral index
estimate of-1.08+ 0.36 between 153 and 325 MHz (Section 5.3.4), this impliesgelapectral
steepening towards high frequency, similar to source F2.

Again, we use the synchrotron agifigevival model of Enf3lin & Gopal-Krishna (2001),
now to investigate the origin of source B2. We adopt most eirttnodel parameter values from
the ‘cocoon at the cluster center’ scenario. We assume adridal volume oV = nd?l/4 ~
1.4-10"* Mpc? (using the projected dimensiohs d = 80x 47 kpc from Section 5.3.4), and a
total magnetic field strengtB ~ 6 4G from the revised minimum energy formulae by Beck &
Krause (2005), assuming an injection spectral index ef—0.7.

For scenario 1 (AGN relic), we obtain the best model fit in thage where the unshocked
volume is in pressure equilibrium with the surrounding geigh C = 0.60 andAt, = 105 Myr,
which impliesV, = 8- 10~° Mpc?, B, = 8.5 4G and an initial 153 MHz flux density &, =
1.1 Jy.

For scenario 2 (radio phoenix), we obtain the best model fitlie phase in which the
shocked volume is in pressure equilibrium with the surrangdas, withC = 3.8 andAt, =
105 Myr, which impliesv,, = 5- 10 Mpc3, B, = 2.5 4G and an initial 153 MHz flux density
of S, = 57 mJy.

The model fits for both scenarios and the flux density measemésware plotted in Figure 5.8.
Given that the spectra were scaled to the 153 MHz measureiihevds not possible to find
model parameters that would create an accurate fit to botl32beMHz and 1.4 GHz flux
density measurements. Similar to Section 5.4.1, this cbaldesolved if the 325 MHz flux
density was scaled down, but there are too few data points tmhclusive about the origin of
this apparent discrepancy.

Similar to source F2, the requirements on the initial caodg of source B2 are more strict
for the AGN relic scenario than for the radio phoenix scemabiit less extreme. In the AGN
relic scenario, the total age (expansion plus equilibritt))+ At, = 5.4 + 105 ~ 110 Myr
would provide a galaxy displacement radius<nfl00’. Alternatively, if source B2 is part of
the tail of source B, the question rises why source B2 is muigihter than the rest of the tail.
If it is shocked, why not the rest of the tail? The alignmend anrrespondance in brightness
of source B2 with source A may indicate a physical relatiant, Wwe cannot proceed beyond
speculation.

5.4.3 Bent head-tail galaxies at the cluster center

If the low-frequency tail that we named source A2 in SectioB.4is physically related to
source A, it may belong to a class of bent head-tail galaxiedsters, such as 3C 129 in
4U 0446+44 (Miley 1973) and 4C 21.05 in Abell 84 (Giovannini & Fere2®00). Mao et al.
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Figure 5.8: Fits of the synchrotron agingevival model of Eni3lin & Gopal-Krishna (2001) to the GMRT
153 MHz and 325 MHz flux density measurements of source B2 ptamented with a 1.4 GHz flux
density estimate using the map from Rottgering et al. (4994ft Scenario 1, in which the injected syn-
chrotron emission (solid line) reaches pressure balarmtée(tiline) and continues to lose energy through
radiation (dashed lineRight Scenario 2, in which the injected synchrotron emissioffiqdime) reaches
pressure balance (dotted line), continues to lose energudh radiation (dashed line), gets adiabatically
compressed (dot-dash line), and again continues to loggyetieough radiation (long dashed line). See
the text for more information.

(2009) found that 5 head-tail galaxies in the merging A31&%28 supercluster live in regions
of very high galaxy densityx 100 Mpc3) in the vicinity of peaks in the X-ray emission. They
argue that the radial peculiar velocities of their heatlgialiaxies with respect to the supercluster
average are too low to cause the bends in the tails, therbidkemotion of the ICM must be
responsible. We compare the radial velocities of sourcesid\E (the latter also appears to
have a slightly bent tail) against the A2256 cluster velodistribution. Miller et al. (2003)
foundcz = 17565+ 54 km st and 16417+ 39 km s? for sources A and B, respectively,
and quote a systematic radial velocity «f, = 17490+ 74 km st and a dispersiowr,, =
126935 km st. The peculiar radial velocity dispersion ratios of sources A and B ar@.06
and-0.85, respectively, indicating that neither of both has aipaldrly large velocity along the
line-of sight.

The low peculiar radial velocity, combined with the possidbuble lobe morphology, sug-
gests that source A has a low 3-dimensional velocity as coadp@ the cluster center. This
implies that the bend in the low-frequency tail A2 (or ratHebe A2) is indeed the result of
bulk movement of the ICM, which could result from the clustegrger. The negative velocity
as compared to the cluster center, combined with the appadrinorth—south orientation of the
tail, suggests that source B may have passed closer to tsterctenter, i.e. closer to source A.
Any displacement of the ICM may havéected the tail of source B as well.

5.5 Summary

We have presented deep, low-frequency radio observatidhe galaxy cluster Abell 2256. In
deep WSRT observations at 115-165 MHz we clearly detectiffiesd halo and relic emission,
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and measure a 140 MHz flux density 0% 0.9 Jy for the whole cluster. The mean spectral
indices over the same frequency range for the relic and halestimated at -1.2 and~
-2, respectively. We suggest that the flatter halo spectddxrof —1.6 found by Brentjens
(2008) can be the result of an over-estimation of hidden fiakoat 350 MHz and 1.4 GHz, the
inaccuracy of several older flux density measurements ba@WMHz, or a spectral flattening
of the halo towards the southern and eastern boundary.

We used the deep GMRT observations at 153 and 325 MHz to shedegions containing
sources A & B and the complex source F. We detected a tail offequency emission (which
we named source A2) that appears to connect to the tail o€s@duat higher frequencies, which
implies a (projected) bend of 80 degrees. In the same area, we detected an emission region,
which we named source B2. We speculated on the possible ciiomeith either source A or B.
Similar to source F2, source B2 also has no clear origin. €helts of applying semi-analytical
models for synchrotron agingrevival (En3lin & Gopal-Krishna 2001) favour a scenario in
which source F2 is revived by shock compression. The outdonsource B2 is less clear.

The presence of revived synchrotron emission regions amdes with a bend tail (or lobe)
are indicators of cluster merger activity (e.g., En3lin &gabKrishna 2001; Klamer et al. 2004;
Mao et al. 2009). Taken together, the results presentedsichiapter support the hypothesis that
the ICM of A2256 is disturbed by recent merger activity (e@jarke & Enf3lin 2006; Brentjens
2008).
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CHAPTER O

Large-scale structure of Lyman break galaxies
around a radio galaxy protocluster at z~ 4

Abstract. We present broad-band imaging with the Subaru Telescop&6f:a 25’ field sur-
rounding the radio galaxy TN J1338-1942 at redshift 4.1. The field contains excesses of
Lyman- emitters (LAEs) and Lyman break galaxies (LBGSs) identifiethva protocluster sur-
rounding the radio galaxy. Our new wide-field images prowidermation about the boundary
of the protocluster and its surroundings. There are 874idatelLBGs within our field, having
redshifts in the range = 3.5 — 4.5. An examination of the brightest of these (with< 25.0)
shows that the most prominent concentration coincides thighpreviously discovered proto-
cluster. The diameter of this galaxy overdensity correggdn~ 2 Mpc atz = 4, consistent
with the previous estimation using LAEs. Several other eoi@tions of LBGs are observed in
the field, some of which may well be physically connected wlithz = 4.1 protocluster. The
observed structure in the smoothed LBG distribution candpéa@ed as the projection of large-
scale structure, within the redshift range- 3.5 — 4.5, comprising compact overdensities and
prominent larger voids. If the 5 to 8 observed compact ovesilies are associated with proto-
clusters, the observed protocluster volume density x 106 Mpc3, similar to the volume
density of rich clusters in the local Universe.

H. T. Intema, B. P. Venemans, J. D. Kurk, M. Ouchi, T. Kodama,
H. J. A. Rottgering, G. K. Miley, and R. A. Overzier
Astronomyé Astrophysics456, 433 (2006)
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6.1 Introduction

There is considerable evidence for galaxy overdensitieghtredshifts > 2; e.g. Steidel et al.
1998; Mgller & Fynbo 2001; Shimasaku et al. 2003; Palunas @084; Ouchi et al. 2005). In
many cases these overdensities have been presumed to biaitesbwith the ancestors of rich
local clusters. Atz > 2 the Universe iss 3 Gyr old, too short for these structures to have
virialized (e.g., Venemans 2005). Hence these structueesften calledprotoclusters Most
searches for protoclusters have been limited by relatigetgll fields (typically smaller than
10 x 10).

An efficient way of finding protoclusters is to use high redshifioaghlaxies (HzRGs; e.g.
Rottgering et al. 1994b) as tracers (Venemans et al. 200& &t al. 2004). HzRGs are large
massive objects with many of the properties expected of ifggrdominant cluster (cD) galax-
ies (West 1994). Although most protoclusters are not réalioh radio-selected protoclusters
may be typical. Because radio-sources are relatively dived (~ 10’ years; Blundell & Rawl-
ings 1999), the statistics are consistent with the progenit every rich local cluster having
harboured a luminous radio galaxy at some stage in its existe

Using the VLT, Venemans et al. (2002) spectroscopicallyficmed 20 Lymana emitters
(LAEs) ina 7 x 7’ field around HzRG TN J1338-1942 at a redshifzof 4.1 and identified
these LAEs with & = 4.1 protocluster. Further evidence that this LAE overdensiyg indeed
associated with a protocluster was provided by obsenmtiath the HSTACS that revealed
an excess and non-uniform distribution of candidate Lymaalk galaxies (LBGs) around the
HzRG (Miley et al. 2004; Overzier et al. 2008).

Although the LAE search around TN J1338-1942 was extendédargecond 7x 7’ field
(Venemans 2005), this was irffigient to determine the boundary of the protocluster. Here we
present the results of a multi-color study of candidate LBGs a 23 x 25 region surrounding
TN J1338-1942. The large field-of-view (FoV) facilitateasghes for LBGs out to the boundary
of the protocluster structure and beyond. The data alsoiggavew information about large-
scale structure and voids at 4.

Throughout this chapter, we use AB-magnitudes,etrors and adopt a flat\-dominated
cosmology withQy = 0.3,Q, = 0.7 andHy = 100h km s Mpc™t with h = 0.7.

6.2 Data reduction and sample selection

Deep multi-colorimaging of the TN J1338-1942 field was @arout using the Subaru Suprime-
Cam instrument (Miyazaki et al. 2002) on January* abd February s, 2003. Data reduction
on theB-, Rc- andi’-band images was performed in a manner similar to that of tie &d
SXDF fields (Ouchi et al. 2001, 2004a). The FoV wasr24 24.2’ and the seeing had an equiv-
alent FWHM of 098”. Source extraction and photometry was done using SExtré8atin
& Arnouts 1996). Fluxes were measured in"acrcular aperture with @ limiting magnitudes
of 27.2, 269 and 265, respectively. Extending the observed power-law estondbr bright
source counts (e.g., see Palunas et al. 2004), the inifie¢odample was limited td < 26,5 to
obtain a photometric completeness-072 percent for the highest magnitude bivi’(= 0.5).
LBGs in an approximate redshift range= 3.5 — 4.5 were selected using color selection
criteria by Ouchi et al. (2004a), resulting in a sample of 8B4s. Based on the same work,
the estimated contamination by interlopers and stars spercent, while the estimated com-
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pleteness distribution function over redshift has an axiprate gaussian function shape with
a FWHM of 08, centered ar = 4 with a peak value of 45 percent. In addition, a bright
subsample of LBGs was constructed havihg 25.0. For this subsample of 125 objects, the
galaxy colors at the corresponding LBG redshift range alkaemastrained. The completeness
distribution function for this subsample has a FWHM of 0.8ntered az = 4.1 with a peak
value of~ 90 percent, while the estimated contaminatior is percent.

6.3 Analysis

6.3.1 Projected density distribution of bright LBGs

We first investigated the projected distribution of brigld&s by smoothing the spatial distri-
bution of our bright subsample with a gaussian kernel. 8trecidentification is dependent
on the size of the smoothing kernel. The FWHM o6fvas chosen to match the average dis-
tance between neighbouring bright LBGs, thereby optingizire contrast between overdense
and underdense regions. This FWHM is also similar to the Engire of LAE proto-clusters
atz = 3 - 6 (Shimasaku et al. 2003; Ouchi et al. 2005; Venemans 200Gwmproves the
chance of detecting such structures in the bright LBG dhistion. The smoothed LBG map was
divided by a normalisation map to correct for undetecteghili BGs behind foreground objects
and FoV boundaries, which causes some dense areas neardketbde overemphasized. The
result is shown in Figure 6.1.

The most significant projected overdensity in this LBG dinoe map (away from the border)
contains the HZRG TN J1338-1942. We associate this ovetgdemish the protocluster at
z = 4.1 previously discovered in the smaller fields accessed bytfe(LAEs in two 7/ x 7
fields; Venemans et al. 2002; Venemans 2005) and/AST (LBGs in a 3x 3 field; Miley et al.
2004; Overzier et al. 2008). Takimg= 0.5 as the boundary (with = (X — (X))/(X), whereX
and(X) are the local and average projected LBG densities, respdgti (i) the diameter of the
overdensity is- 5, corresponding to a (proper) size-oR Mpc atz = 4 and (ii) the location of
the HzRG is in the western part of the structure. The protiehsize and the relative location
of the HzRG are similar to those found by Venemans et al. (2@@@ Venemans (2005) for
LAEs. The choice the convolution kernel width may seemfteat the measured angular size
of the overdensity (both’} but the underlying group of bright LBG candidates can lende
agree with this estimate.

6.3.2 LBG overdensity in redshift space

We determined the overlap between the whole LBG sample andAE sample by Venemans
et al. (2002) and Venemans (2005) to obtain spectroscogghifts for several LBGs. There
were 86 LAE candidates found in a narrow redshift range= 4.087 — 4.119 surrounding
TN J1338-1942 (fields plotted in Figures 6.1 and 6.2). Spsctpic confirmation of redshift
followed for 38 LAES, including TN J1338-1942 (Venemans 2000

Within the same area, we identified 104 candidate LBGs (otith@fwhole LBG sample).
Of these LBGs, 7 are also spectroscopically confirmed LAfLss bbtaining a redshift for these
7 LBGs within the redshift range mentioned above. Based erctimtamination fraction, we
expect 6 of the 104 candidate LBGs to be interlopers. To sesthghthe 7 confirmed LBGs
represent a significant overdensity, we estimated the ¢éagemimber of LBGs in the redshift
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Figure 6.1: Projected distribution of 125 bright LBGs (open circlesardeter scales with brightness;
215 < i’ < 250) inthe TN J1338-1942 field, including TN J1338-1942 (fikerdle within star). The pro-
jected density contours (curved lines), obtained by ganssinoothing, reveal overdense (solid lirkes;
0.25, 0.50, 0.75, 1.00 from edge to center) and underdense regions (dotted lines-0.25, —0.50, —0.75
from edge to center) relative to a mean density.gfl(per square arcminute (dashed line). TN J1338—-1942
inhabits a significant overdense area, probably assocwtbdhe protocluster found by Venemans et al.
(2002). The rectangles represent the two fields that wera lng&enemans et al. (2002) and Venemans
(2005) to search for LAEs.
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rangeAz using Monte-Carlo simulations. We randomly assigned riédsio 98 objects, using
the completeness distribution function as redshift distion, and counted the number of objects
in Az. We repeated this procedure 10,000 times and found thakfiected number of LBGs in
redshift rang@\zis 3.6+1.9. As aresult, the 7 spectroscopically confirmed LBGs migdidate
a modest LBG volume overdensity &F 1.0+ 1.0 (with & = (o — {0))/{0), wherep and{p) are
the local and average LBG volume density, respectively)asevicinity of TN J1338-1942.
The estimated overdensity above is a lower limit, becausalhbigh redshift galaxies have
Ly-a emission. Steidel et al. (2000) found thakzat 3 only 20— 25 percent of the LBGs satisfy
typical LAE selection criteria. Assuming that this is alsod atz = 4, this implies that the
7 confirmed LBGs represent a true number of at least 28 LBGsmiiz. As these are expected
to be part of the 104 observed LBGs, the LBG volume overdgmsthin Az is increased to at
leasts = 7 + 4. Note that still~ 70 percent of the LBGs lie outsidez. This excess of LBGs in
redshift space is consistent with the location of the prioster that harbours TN J1338-1942.

6.3.3 Projected density distribution of all LBGs

Using the same technique as in Section 6.3.1 (but using a FVW8HR® to match the average
distance between neighbouring LBGS), the whole sample 4fl8Gs was used to make a
second structure map, which is shown in Figure 6.2. In thig,mil J1338-1942 also inhabits a
clear but less prominent projected overdensity of galeadasompared to Figure 6.1. In addition
to this overdensity associated with the previously knowstgeluster, 4- 7 other intriguing
peaks are seen in the large-scale structure distributiorgended by larger regions of relatively
empty space. These overdensities may be associated wititjusters within the redshift range
z = 3.5 - 4.5, while the underdense regions indicate the presenceg# \aids. The typical
transverse size of the overdensities-i&’, which corresponds te 2 Mpc atz = 4, while the
underdensities are more than twice this size. Without spsobpic data, we cannot establish
whether the other overdensities are physically linked ¢éoptfotocluster.

The overdensity surrounding TN J1338-1942 contains velgtimany bright LBGs com-
pared to the other overdensities, which suggests that thd1388-1942 protocluster is the
most massive structure within the observed volume. Thengtodustering of bright LBGs at
one particular position within the FoV agrees with the olation that az ~ 4, brighter LBGs
have larger clustering lengths than fainter LBGs (Allenle2@05; Ouchi et al. 2004b).

Similar structure maps were created for 20 mock samples #f&7dom points each with
the same positional constraints as the LBG sample. Visuapenison between the detailed
LBG map and the mock maps shows that for the latter, the oweitiles are larger but lower in
amplitude, while the underdensities are smaller and maiatisd. Basically, these over- and
underdensities have similar sizes and amplitudes, vdfgrdnt from what is observed in the
LBG map.

Figure 6.3 shows the projected density distribution fuorcfPDDF) of the detailed LBG
map and the mean PDDF of the mock maps. Using a Kolmogorovr®miest (e.g., Press et al.
1992), we found that the probability that the PDDF of the LB&as drawn from an underlying
distribution equal to the mean PDDF of the mock maps is 43gmrd-or the 20 mock maps,
the probability that they are drawn from the mean PDDF is mhigher ¢ 99.9 percent). In
Figure 6.3, it can be seen that for the LBG sample there isfaigntly (> 30) more area
with —0.75 < A < -0.5 andA > 0.65 than for the mock samples. This is consistent with
the underdensities (presumably voids) being larger thambre strongly peaked overdensities
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Figure 6.2: Projected distribution of 874 LBGs with Bl< i’ < 26.5 in the TN J1338-1942 field, similar
to Figure 6.1. The contours are relative to a mean density 4 fier square arcminute (dashed line).
Like in Figure 6.1, TN J1338-1942 inhabits a significant desise area, probably associated with the

protocluster found by Venemans et al. (2002).
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Figure 6.3: Plotted here are the (normalised) projected density bigion function (PDDF) of the whole
sample of 874 LBGs (solid line) and the combined PDDF of 2Caélgsized mock samples (dashed line
is mean, dotted lines are mear3c, whereo is the standard deviation between the mock samples). At
several intervals, the PDDF of the LBG sample deviates fieennhock samples by more thao Bthick
solid line). The smoothed LBG distribution has relativedgd area with a density close to mean, relatively
more area out to higher densities and relatively more aréalaiver densities, which characterizes the
presence of compact overdensities with high peaks anddedetnderdensities.

(presumably protoclusters).

6.3.4 LBG angular and spatial correlation

The two-point angular correlation function (ACF; Peebl@g3, 1980) of the whole LBG sample
was calculated, using estimators by Landy & Szalay (199d@)Hamilton (1993), which gave
practically identical results. The estimators are negdtieffset from the true ACF due to the
difference between the measured average and the true averagiehBi® in the restricted FoV
(the ‘integral constraint’). When assuming a power-lawnfas(d) = A, 6 for the true ACF,
the dfset can be estimated following Roche et al. (2002). Iteeétifitting a power-law and
estimating the fiset converged to solutions for both a varialfle=(1.1 + 0.1) and a fixed slope
(8B = 0.8; e.g., Peebles 1980) power-law. We found that for all cseslustering amplitude
A, is significantly larger than its uncertaintg (607), confirming that there is a non-random
clustering signal present in our LBG distribution.

After correcting the clustering amplitude for contamioat{Ouchi et al. 2004b), the inverse
Limber transformation (Efstathiou et al. 1991) was usedaizudate the (comoving) spatial
correlation length. We found correlation lengthsrgf= (3.7 + 0.7) h™! Mpc andrg = (4.6 +
0.4) h™* Mpc for the variable and fixed slope fit, respectively. Thessults are similar to
those found by Ouchi et al. (2004b), indicating that (witthie observed volume) the clustering
properties of LBGs in the HzRG field are not significantlffelient from blank fields.
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Figure 6.4: The two-dimensional void probability function (VPF) of th8G sample (filled dots; error
bar is poissonian error), compared with the mean VPF of 20knsacnples (open squares; error bar is
combination of poissonian error and standard deviatiowd&eh mock catalogs) and the theoretical VPF for
poissonian distributions (solid line). For radit 40", the underdensities in the projected LBG distribution
are significantly larger than the underdensities in mockgigisonian distributions.

6.3.5 LBG void probability function

A disadvantage of using the two-point ACF for detecting tdtiag in galaxy distributions is
that it is less sensitive to non-gaussian density fluctanati®®ne can use-point ACFs to im-
prove the detection of the latter, but error-bars becomeseamingly large with highen when
the number of galaxies is fixed. A complementary approach fet¢us on voids instead. The
two-dimensional void probability function (VPF; White 19defines the fraction of circular ar-
eas at random positions in the FoV which contain no galaXies.VPF was calculated for both
the whole LBG sample and the 20 mock samples from SectioB &r8 plotted in Figure 6.4.
The mean VPF of the mock samples is very similar to the thmalet PF for poissonian dis-
tributions (which isPype(d) = exp [-76%(Z)]). At larger radii, the VPF of the full LBG sample
is significantly higher than both the mean mock VPF and theréitecal VPF, meaning that the
underdensities in the projected LBG distribution are ieddy large compared to underdensities
found in random distributions. This result is similar to tlesult of Palunas et al. (2004) at
z = 2.34, using a sample of 34 LAEs in a FoV similar to ours.

6.3.6 Protocluster volume density

The comoving volume that is observed using the LBG seledtdaria by Ouchi et al. (2004a)
has a size of approximately8x 10° Mpc®. Assuming that the 5 to 8 observed overdensities
in the LBG map are indeed associated with protoclustersyaheme density of protoclusters
within z = 3.5 - 4.5is~ 5x 10 Mpc3. This agrees with the estimate of Venemans (2005),
who found a density of 6x 10°® Mpc for LAE protoclusters at = 2 - 5.2. They also report
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on similar results from Steidel et al. (1998), based on LBGs=a2.7 — 3.4 (3x 10°® Mpc™3),
Shimasaku et al. (2003), based on LAEz at 4.9 (7 x 10° Mpc~3) and Ouchi et al. (2005),
based on LAEs @ = 5.7 (> 2x 10°® Mpc™3).

Our estimated volume density of protoclusters can be coeapaith the volume density of
local rich clusters. Values found for rich cluster densitjosv redshift £ < 0.1) lie in the range
(2 — 4) x 10°® Mpc2 (Bahcall & Soneira 1983; Postman et al. 1992; Peacock & \Wesp:1
Zabluddf et al. 1993; Mazure et al. 1996). Our result is consistenih Wits number range,
providing further evidence that the observed overderssiiehigh redshift are progenitors of
rich clusters in the local Universe.

6.4 Conclusions

We draw several conclusions from the present observations:

(i) TN J1338-1942is located in an overdensity of LBGs, botbrojection and in redshift space.
The new wide-field results are consistent with previous nlag®ns which revealed the presence
of a protocluster through the overdensities of LAEs (Venesret al. 2002; Venemans 2005) and
LBGs (Miley et al. 2004; Overzier et al. 2008). This furthapports the hypothesis that HzZRGs
are located in dense environments. The apparent size oférdensity and the relative position
of TN J1338-1942 within the overdensity are similar to tlmatrfd by Venemans et al. (2002)
and Venemans (2005) for LAEs.

(i) There are 4- 7 additional overdensities in the projected LBG distibatisimilar to the one
harbouring TN J1338-1942. These may well be due to protterkiatz = 3.5 - 4.5 and one or
more of these overdensities could well be physically reléteghe TN J1338-1942 protocluster.
(iii) The spatial distribution of our complete LBG samplec@nsistent with a Universe at~ 4
that comprises a web of compact galaxy overdensities (pugters) embedded in larger regions
of galaxy underdensities (voids). The statistics of therdeasities are consistent with the local
volume density of rich clusters.

Spectroscopic measurements are needed to investigateevtietre is a physical connection
between some of the outlying observed galaxy overdensitidghe overdensity corresponding
to the TN J1338-1942 protocluster. Such observations anadble the cosmic web at= 4.1
to be traced over distances of tens of megaparsec. Furthersimilar measurements on other
z > 2 protoclusters would be useful for constraining the dgwelent of large-scale structure in
the early Universe.
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Het waarnemen van sterrenstelsels en clusters

Straling reist met een snelheid van bijna 300.000 kilompégrseconde door het heelal. Met
deze hoge snelheid doet het licht van Proxima Centauri, diteegter na de zon, er toch meer
dan vier jaar over om ons te bereiken. Deze 4.3 lichtjarendtoavereen met een afstand van
ongeveer 40 biljoen kilometer. Voor andere sterren binmensterrenstelsel (de Melkweg), be-
staande uit ongeveer 300 miljard sterren, kan dit oplopearigeveer 70 duizend lichtjaar. In het
heelal bevinden zich miljarden sterrenstelsels die elkrlestaan uit miljarden sterren. Naast
sterren bevat een sterrenstelsel ook gas en stof. Ook vdtmen dat er zich in het centrum

van ieder sterrenstelsel een zeer zwaar zwart gat bevinittis Ben bijzonder compacte sa-

menklontering van materie die zoveel zwaartekracht ugtoiedp zijn nabije omgeving dat zelfs

straling niet aan de greep van de zwaartekracht kan ontenape afstand tot de Andromeda-
nevel, het dichtstbijzijnde sterrenstelsel dat qua geowtrgelijkbaar is met de Melkweg, is

ongeveer 2.5 miljoen lichtjaar. De meest afgelegen ststeésels die zijn waargenomen liggen
op afstanden van bijna 13 miljard lichtjaar.

Sterrenstelsels worden beschouwd als de bouwstenen véreelas. De verdeling van ster-
renstelsels over het nabije heelal is verre van gelijkmatigar lijkt geconcentreerd te zijn in
een sponsachtige structuur. De meest prominente componeij declusters min-of-meer
bolvormige groepen van vele honderden sterrenstelselladeents draadachtige structuren
met relatief minder sterrenstelsels die de clusters oimggrerbinden, en deoids grote leegtes
tussen de clusters en filaments in. Computersimulaties iaém dat de sponsachtige verdeling
van sterrenstelsels kan zijn ontstaan uit een zeer geltjgmaoorspronkelijke verdeling van
materie. De belangrijkste drijfveren zijn de zwaartektatib de sterrenstelsels naar elkaar toe-
trekt en de uitdijende ruimte van het heelal die de steredseds uit elkaar drijft. Van clusters
is bekend dat zij naast sterrenstelsels ook gas bevattevgemaamddonkere materigeen on-
zichtbare component die de massa-inhoud van de clustestgeanstelsels) domineert. Zowel
sterrenstelsels als clusters groeien in massa door sarakimgian, wat vaak gepaard gaat met
een tijdelijk sterke toename in stralingsintensiteit.

Astronomen proberen door middel van waarnemingen metcaes het ontstaan en de
ontwikkeling van de inhoud van het heelal te doorgronderel Van de veranderingen in ster-
renstelsels en clusters vinden plaats op een tijdschaaimgrenen of soms miljarden jaren,
waardoor het heelal in onze ogen lijkt stil te staan. De istgadlie door deze objecten wordt
uitgezonden is zo oud als het aantal lichtjaren dat deze hégflegd, daarom kijken we met
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toenemende afstand verder terug in het verleden van hetlh&aor op verschillende afstan-
den in het heelal te kijken, proberen astronomen af te |eidensterrenstelsels en clusters zich
ontwikkelen in de tijd.

De meest bekende straling is het zichtbare licht (optistiaéirsy) waar onze ogen gevoelig
voor zijn, maar dit beslaat slechts een smal bereik van ggjféss in het totale spectrum van
elektromagnetische straling. Voorbeelden van stralingaar langere golflengte zijn infrarode
straling, microgolfstraling en radiostraling, terwijtrdviolette straling, rontgenstraling en gam-
mastraling een kortere golflengte hebben. Het heelal zigf gerschillende golflengtes steeds
anders uit. Dat komt door verschillen in de natuurkundigepssen die verantwoordelijk zijn
voor het opwekken van de straling (zoals kernfusie in st@rea voor het veranderen van reeds
uitgezonden straling (zoals verstrooiing en absorptie das en stof). Een doorsnee ster als de
zon genereert naast optische straling ook alle andere gew@emde vormen.

De stralingsintensiteit van de zon varieert per golflendieyordt hetspectrumgenoemd.
Het spectrum geeft informatie over de fysische toestandiwda ster zich bevindt. Ook gas en
stof kunnen straling uitzenden, elk met hun eigen spectkHehspectrum van een heel sterren-
stelsel is de som van de spectra van alle sterren, gas ensseftde sterren en andere bronnen
die straling uitzenden, plus alle veranderingen die ddistrap weg van het sterrenstelsel naar
de telescoop ondervindt. Op grotere schaal zendt ook betlijstergas tussen de sterrenstelsels
straling uit. Het spectrum van bronnen uit het verre heetatinaast verstrooiing en absorptie
ook door de uitdijing van het heelal veranderd, doordat déegymte van straling wordt op-
gerekt. Voor optische straling geldt dat deze naar de rodé \an het regenboog-spectrum
verschuift, vandaar dat ditfect algemeen wordt aangeduid met de tesodverschuiving

De twee meest gangbare soorten sterrenkundige waarnemzijg@fbeeldingen van stuk-
ken van de hemel op één golflengte (of een klein golflengteik) en spectra van individuele
objecten. Met behulp van een afbeelding kan de hemelpe@sitteet uiterlijk van een sterren-
stelsel worden bepaald, maar niet de afstand tussen hegrtiisel en ons. Door het meten
van het spectrum van een sterrenstelsel kan in veel gev@dleénodverschuiving nauwkeurig
worden bepaald, waaruit de afstand tot het sterrenstedseiorden afgeleid.

Radiotelescopen

Radiostraling is alle straling met een golflengte langer&ammillimeter. Ter vergelijking: op-
tische straling heeft een golflengte tussen ongeveeda&aendste tot drie-duizendste van een
millimeter. Radiosterrenkunde is in 1931 ‘ontdekt’” dodrdaop een transatlantische radio-
verbinding (15 meter golflengte) een onverklaarbare ruislwevonden. De Amerikaan Karl
Jansky stelde vast dat deze niet afkomstig was van de aaad®, kwam uit de richting van
het centrum van de Melkweg. In 1941 is de radiohemel door derikaan Grote Reber voor
het eerst in kaart gebracht bij een golflengte van 2 meteropatuidelijk de contouren van de
Melkweg te zien zijn.

Net als bij optische telescopen wordt voor radiotelescoetal gebruik gemaakt van een
reflecterende schotel om de straling te bundelen. De résdgtle mate van detail) van de eerste
radiohemelkaarten was zeer laag, wat wordt veroorzaaktdfundamentele relatie tussen de
resolutie, de golflengte en de diameter van de schotel. Hugiade golflengte, hoe lager de
resolutie, maar ook hoe kleiner de schotel, hoe lager deutessoMet de vooruitgang van de
technologie is voor sterrenkundig onderzoek in toenememate gebruik gemaakt van kortere
golflengtes en grotere schotels om de resolutie en het cbwia hemelkaarten te verbeteren.
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De grootste draaibare schotels zijn rond de 100 meter in etiennterwijl de grootste vaste
schotel een diameter heeft van ongeveer 300 meter.

Radio-interferometrie is een techniek waarbij meerdedtoentennes (schotels of ander
type antennes) worden gecombineerd tot €én grote, iertakescoop. De resolutie hangt hier-
bij niet meer af van de afmeting van individuele antennesgmean de langste afstand tussen
twee antennes. Hierdoor kunnen veel hogere resolutie ldihgen van de hemel worden ge-
maakt dan mogelijk is met een enkele schotel. Vanaf ongeh@&0 is deze techniek in toene-
mende mate gebruikt, bijvoorbeeld voor de Nederlandseaiastk Synthesis Radio Telescope
(WSRT) in Drenthe, die bestaat uit 14 draaibare schotelsella?5 meter in doorsnede, ver-
spreid langs een oost-west lijn van ongeveer 3 kilometereeTandere voorbeelden zijn de
Amerikaanse Very Large Array (VLA; 27 draaibare schotels & meter in een Y-vorm van
maximaal 35 kilometer) en de Indiase Giant Metrewave Radlestope (GMRT; 30 draaibare
schotels van 45 meter in een Y-vorm van 30 kilometer). Voanrsige projecten gebruiken
astronomen radiotelescopen die honderden of duizendeméders uit elkaar staan, maar dit
kan vaak alleen worden toegepast als de radiobron waarekakegn wordt bijzonder compact
en helder is.

Radiostraling uit het heelal

Vanwege de relatief lange golflengte heeft radiostralinggimgelijking met andere soorten stra-
ling minder last van verstrooiing en absorptie door gas efrsthet heelal, wat resulteert in een
vrijwel onverstoorde blik op zowel het nabije als het vejpage heelal. Dit, in combinatie met
de enorme afmetingen van veel radiobronnen, maakt radimgfreen krachtig hulpmiddel bij
het bestuderen van de vorming en ontwikkeling van de greststicturen in het heelal.

Waterstof, het meest voorkomende gas in het heelal, zaatihgtuit op een karakteristieke
golflengte van 21 cm. Waterstof is aanwezig in sterren, imeststelsels in de ruimte tussen de
sterren en waarschijnlijk ook in de extreem lege ruimtednssterrenstelsels. Er zijn ook an-
dere soorten gas die op verschillende karakteristiekeegajfes radiostraling uitzenden, maar
niet vergelijkbaar in hoeveelheid en intensiteit met watteft Een tweede belangrijke soort ra-
diostraling is de&kosmische achtergrondstralinget afgekoelde restant van energierijke straling
(straling met een veel kortere golflengte) uit een zeer \vedage van het heelal. Deze straling
heeft een golflengtebereik van ongeveer 1 tot 2 millimeter.

Een derde, veel voorkomende soort radiostraling komt véadge deeltjes waarvan de snel-
heid wordt veranderd. Deze straling heeft niet één karakieke golflengte, maar is met vari-
abele intensiteit aanwezig over het heel bereik van golfeengDe belangrijkste radio-variant
is synchrotron-stralingvaarbij elektronen rondom magnetische veldlijnen cirketest snelhe-
den dicht bij de lichtsnelheid. Voor een typisch synchmotspectrum neemt de intensiteit toe
met toenemende radiogolflengte tot een zeker maximum, wabgrnintensiteit weer afneemt.
Voorbeelden van bronnen met een karakteristiek synchregpectrum zijn de Melkweg, super-
nova restanten, actieve sterrenstelsels #aul, geschokt gas in clusters. Elk van deze bronnen
wordt hier kort toegelicht.

Net als in andere sterrenstelsels is in de Melkweg een magrdeaanwezig. De oor-
sprong van dit magneetveld is niet duidelijk, evenmin alel@&tronen die nodig zijn voor de
synchrotron-straling. Toch is het overduidelijk dat hedrtsynchrotron-straling betreft, zowel
door de vorm van het spectrum als door de grootte van de syimohrgebieden aan de hemel.

Een supernova restant is een vaak bolvormig restant vanessplpdeerde zware ster na-
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dat deze al zijn brandstof heeft verbruikt. De explosie geewt de voor synchrotron-straling
benodigde elektronen en een schok die het omringende ntagitean het sterrenstelsel sa-
mendrukt en daardoor versterkt. In de Melkweg vindt naaatitty €én keer per 50 jaar een
supernova-explosie plaats, die honderden jaren zichkaaeblijven. In zogenaamdgarburst
sterrenstelsels, waarin bovenmatig veel zware sterredemagevormd in zeer korte tijd, kan het
aantal supernova-explosies oplopen tot enkelen per jaatrdeor deze sterrenstelsels relatief
veel radiostraling uitzenden.

Een actief sterrenstelsel is een sterrenstelsel waarbgriean een schijf rond het centrale
zwarte gat draait voordat dit wordt opgeslokt. De extremetamdigheden nabij het zwarte
gat zorgen ervoor dat elektronen extreem versneld wordemtsmappen in een richting haaks
op de roterende schijf, waarschijnlijk met behulp van starlagneetvelden die lokaal worden
opgewekt. Deze elektronen kunnen soms miljoenen lichtjafieggen voordat ze afremmen
door botsingen met ijl gas tussen de sterrenstelsels, waagijantischeadiolobbenontstaan.

De aanwezigheid van radiostraling vaiffdus gas in clusters wordt in vele gevallen in ver-
band gebracht met recente samenvoegingen van subclusternt groter cluster. Met com-
putersimulaties is aangetoond dat deze samenvoegingaamgkegaan met de opwekking van
schokgolven in het ijle clustergas. Net als bij supernoxalen de schokgolven een reeds aan-
wezig magnetisch veld kunnen versterken. Schokgolven@voodk genoemd als de mogelijke
bron van snelle elektronen, maar dit is onzeker.

Lange golflengtes

Voor veel synchrotron-bronnen ligt het maximum van het gpet bij golflengtes van een me-
ter of meer (wat overeenkomt met een radiofrequentie varVB889 of minder). Het is daarom
makkelijk om deze bronnen op lange golflengtes waar te newradat de bronnen dan re-
latief helder zijn. Steil-spectrum bronnenijn radiobronnen die bij een verdubbeling van de
golflengte meer dan verdubbelen in helderheid. Voorbeeldarsteil-spectrum radiobronnen
zijn de Melkweg, het ijle gas in clusters, actieve sterrelssis in het jonge heelal en oude
radiolobben van inmiddels inactieve sterrenstelsels. ridégamen op lange golflengtes met een
interferometer heeft als bijkomend voordeel dat het blidwan de telescoop groot is, waardoor
het makkelijker wordt om grote gebieden aan de radiohemkhart te brengen. Ook is het
detecteren en registreren van lange radiogolven techisclogezien zeer eenvoudig.

Tegenover deze voordelen staan ook belangrijke nadelgretlielledig benutten van deze
waarnemingen belemmeren. Ten eerste is het grote blikwaddtreen voordeel ook een na-
deel, omdat het voor het bereiken van het hoogst mogelijkerast in de hemelkaarten nodig is
om van alle zichtbare bronnen afbeeldingen te maken, ooksdaat het doelwit van de waar-
neming een zeer klein deel van het totale blikveld. Een teawabeel is dat de golflengtes
waarop de zeer gevoelige telescopen proberen de relatidd@memelbronnen waar te nemen,
vaak ook allerlei ongewenste, door de mens opgewekte sighkainnen bevatten. Voorbeelden
zijn FM-radiozenders, analoge TV-zenders, portofoonshtiaartcommunicatie en satelliet-
signalen, maar ook stoorsignalen van bijvoorbeeld compuit®ogspanningskabels en elektri-
sche ontstekingen in motorvoertuigen. Een derde nadeeltidalionosfeer, de bovenste laag
van de aardse atmosfeer, de radiogolven beinvlioedt wanrippasseren. De passerende straling
kan worden gereflecteerd, vertraagd, afgebogen, verdtenajdeels) worden geabsorbeerd. De
sterkte van dezefiecten neemt toe met de golflengte, daarom is het lastig onpghieoge
resolutie afbeeldingen te maken van de hemel op lange ggiélen
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Door de vooruitgang in technologie en algoritme-ontwikkglzijn voor verschillende van
deze problemen oplossingen beschikbaar. Aan het verngindan de verstoringen door de io-
nosfeer wordt momenteel actief gewerkt (waaronder in diefschrift). In het vooruitzicht van
deze verbeteringen zijn de bestaande WSRT, VLA en GMRTdefe=n uitgerust met ontvan-
gers voor lange golflengtes. Wereldwijd zijn er verschilleelescopen voor lange golflengtes
in verschillende stadia van ontwerp en ontwikkeling, watltlap een hernieuwde interesse voor
het lange golflengte-bereik waar de radiosterrenkundésb#&gonnen.

Voorop in deze ontwikkeling loopt de Low Frequency Array (EAR), een nieuwe radio-
telescoop die momenteel in aanbouw is in Nederland. LOFARpéxifiek ontworpen voor het
doen van waarnemingen op lange golflengtes tussen 1 en 10 ingikaats van draaibare scho-
tels wordt gebruik gemaakt vastations leder van de 36 geplande stations bestaat uit tientallen
vaste antennes die elektronisch worden gekoppeld tot ekreld, draaibare schotel. Binnen
Nederland wordt de maximale afmeting van de telescoop @egeéd0 km. Er worden ook en-
kele stations gebouwd in andere Europese landen (E-LOR#d&),door de totale telescoop een
afmeting van duizenden kilometers krijgt. Door de uniekmbmatie van zeer hoge gevoelig-
heid en zeer hoge resolutie zal het sterrenkundig ondemzpéd&nge golflengtes met LOFAR
een grote sprong voorwaarts kunnen maken. De verwachtataf iSOFAR ten opzichte van de
huidige radiotelescopen veel meer radiobronnen op gretarad zal kunnen detecteren, maar
ook radiobronnen zal vinden die op nog grotere afstand s¥@or het behalen van deze doel-
stellingen is het van essentieel belang dat er op korte jremig@uwe algoritmes beschikbaar
komen voor het bewerken van de waarnemingen.

Dit proefschrift

Het centrale thema van dit proefschrift is het bestuderendeagrote-schaal structuur van het
heelal door middel van radiostraling met golflengtes lardger een meter. Er is gewerkt aan
twee onderwerpen: het verbeteren van de kwaliteit van Hexagken en het bestuderen van
actieve sterrenstelsels en clusters van sterrenstelselde wetenschappelijke hoofdstukken
van dit proefschrift wordt het onderzoek naar specifiekeeetgm van deze twee onderwerpen
gepresenteerd, elk met zijn eigen conclusies. Hierondgt een samenvatting per hoofdstuk.
Voor het uitvoeren van radiowaarnemingen op langere gajfésnis het van essentieel be-
lang dat de ffecten van de ionosfeer op de waarnemingen worden onderdiekimeest do-
minante &ect is een vertraging van de radiogolf, waardoor erfasadraaiingvan de radiogolf
optreedt. De inhoud van de ionosfeer verandert met pladifgdeaarom hangt de fasedraai-
ing af van de locatie van de antenne, de hoek waaronder derentor de ionosfeer kijkt
en het tijdstip waarop de waarneming plaatsvindt. Bij eearwaming van een bron met een
radio-interferometer kijkt iedere antenne door een antlde gan de ionosfeer en ervaart dus
een andere fasedraaiiing. Hegrschilin fasedraaiingen tussen antennes resulteert in onscherpe
afbeeldingen van de radiohemel.Hoofdstuk 2 wordt een nieuwe kalibratietechniek gepresen-
teerd om de fecten van ionosferische fasedraaiingen te onderdrukkere Bechniek bepaalt
de ionosferische fasedraaiing per antenne in de richtingeesm aantal beschikbare, heldere ra-
diobronnenin het blikveld van de telescoop. Deze metingaalan gecombineerd in een model
van de ionosfeer waarin deze wordt voorgesteld als een dtumbelente laag op 200 kilometer
boven het aardopperviak. Het model kan vervolgens wordénuge om fasedraaiingen per
antenne in de richting van willekeurige radiobronnen teekenen en te verwijderen. Voor twee
testcases, waarnemingen bij een golflengte van 4 meter uitate-archief van de VLA tele-
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scoop onder variérende ionosferische omstandigheddhtdepassing van de nieuwe kalibra-
tietechniek tot een significante verbetering van de kwialitn de hemelkaarten in vergelijking
met andere bestaande kalibratietechnieken.

De nieuwe kalibratietechniek werkt onder een veelvoud \\aamames, waaronder de aan-
name dat de telescoop zelf geen extra fasedraaiingen vemdren de aanname dat de do-
minante verschillen in ionosferische fasedraaiing oatsta €én dunne laag. Imoofdstuk 3
worden deze specifieke aannames afgezwakt door de uithgeidin het ionosfeermodel met
meerdere turbulente lagen op verschillende hoogtes entdewreging van een filter waarmee
langzaam variérende, instrumentele fasedraaiingenemogddetecteerd en verwijderd. Toepas-
sing van het filter op 4 meter waarnemingen van de VLA telesdnale grootste configura-
tie (35 km) verwijderde een significante instrumentele daseiing voor tenminste één van de
antennes. Toepassen van het meerlaags-model op dezeldeewangen leidt (ten opzichte
van het oorspronkelijke &énlaags-model) tot een klearbetering van de gemiddelde positie-
nauwkeurigheid van radiobronnen in de resulterende heraghn.

Hoofdstuk 4 beschrijft de toepassing van de kalibratietechniek op een lange waarne-
ming met de GMRT telescoop van een specifiek stuk van de hémefogenaamde Bootes-
veld. Dit resulteert in €én van de meest gedetailleerdeehieaaarten die tot nu toe zijn gemaakt
op 2 meter golflengte. Van de ongeveer 600 gedetecteerdsradnen in het Bodtes-veld zijn
nauwkeurig de positie, de helderheid en de vorm gemeten eenrcatalogus opgeslagen. De
afmetingen van het veld en het aantal bronnen zijn grootegom een statistische vergelijking
met andere velden uit te voeren. Een eerste stap in de ansaliis¢ tellen van radiobronnen
met een bepaalde helderheid, wat aanwijzingen geeft oveaahenstelling van de bronpopu-
latie. Brontellingen op 2 meter golflengte zijn nog niet eerchet vergelijkbare precisie bij
zulke lage helderheden uitgevoerd. Er is een goede ovaraaikussen deze brontellingen en
brontellingen uit hemelkaarten op kortere golflengte. titerolgt dat de bronpopulatie vooral
uit actieve sterrenstelsels bestaat. Door de 2 meter gaiglte combineren met een eerder
gepubliceerde 21 cm catalogus is de steilheid van het spaatan ongeveer 400 bronnen be-
paald. Gemiddeld is een bron op 2 meter golflengte 5.4 keeekiehals op 21 cm, maar de
werkelijke helderheidsverhouding variéert van bron tatrb Met behulp van reeds beschikbare
infrarood-waarnemingen kan een eerder gevonden stelistiglatie tussen de steilheid van het
radiospectrum en de afstand van de radiobron indirect wobdgestigd. Er is een kleine groep
van 16 zogenaamde steil-spectrum bronnen, waarbij defivelidisverhouding tussen 2 meter en
21 cm meer dan drie keer zo groot is als bovengenoemd gerdidelt zijn mogelijk actieve
sterrenstelsels op zeer grote afstand. Verder onderzoeklig om dit te bevestigen.

Hoofdstuk 5 bevat een studie van een cluster in het nabije heelal, Al2&l6 yenaamd.
Er zijn sterke aanwijzingen gevonden dat het hier een dliigteft dat recentelijk is ontstaan
door de samenvoeging van twee of drie kleinere clusters. cBekgjolven die hierbij zijn op-
gewekt hebben het gas in de cluster flink verstoord, waardeantrinsieke hoge temperatuur
van het gas nog verder is verhoogd. Hierdoor wordt door hetejatief veel radiostraling en
rontgenstraling uitgezonden. Met behulp van radiowaaingen met de WSRT en GMRT te-
lescopen is de structuur van Abell 2256 bestudeerd op ggtisrvan 1 en 2 meter, waarbij
deels gebruik is gemaakt van de nieuwe kalibratietechndd WSRT waarnemingen beves-
tigen de aanwezigheid van twee gigantische gebieden vgoemén lichtjaren in doorsnede
waaruit dituse radiostraling afkomstig is met een zeer steil spectienGMRT hemelkaarten
op golflengtes van 1 en 2 meter hebben een hogere resolutiedMSRT hemelkaart. In ver-
gelijking met eerdere waarnemingen op kortere golflengt@s deze hemelkaarten een aantal
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nieuwe bronnen zichtbaar waarvan de oorsprong niet dikdeliHet steile spectrum van deze
bronnen suggereert dat het hier vermoedelijk gaat om owdielodben van sterrenstelsels die
in het verleden actief zijn geweest. De relatieve helderkian de bronnen en het uiterlijk van
één van de bronnen kunnen goed worden verklaard wanneetdennen door schokgolven in
het clustergas zijn samengedrukt.

Voor het bestuderen van het ontstaan van clusters moet ngy weorden gekeken in het
heelal. Voor het lokaliseren van jonge clusters kan gebmaifden gemaakt van radiobronnen.
Actieve sterrenstelsels in het jonge heelal zijn relatiedar, waardoor zij zich veelal in of nabij
de centra van clusters bevinden. Deze stelsels zijn vaakheégere radiobronnen en hebben
veelal een zeer steil radiospectrum. Hierdoor zijn ze eediger te detecteren op lange radio-
golflengtes. Van één zo'n sterrenstelsel, TN J1338-1®&t2agmd, is eerder via meting van de
roodverschuiving vastgesteld dat de straling is uitgeeoriden de leeftijd van het heelal slechts
een tiende was van de geschatte huidige leeftijd van 13jd@mhjaar. Ook is via eerdere waar-
nemingen een verdichting van het aantal sterrenstelsetsiden rondom dit sterrenstelsel, wat
duidt op de aanwezigheid van een cluster in aanbouvinobfdstuk 6 worden waarnemingen
van dit cluster gepresenteerd die zijn gemaakt met behulp®a speciale breedbeeldcamera op
de Japanse Subaru-telescoop op Hawaii. Drie zeer langemgsn&én in het zichtbare licht en
twee in het infrarood, dekken een gebied af dat veel grot#arishet cluster. Door de helderheid
van de sterrenstelsels in de drie opnames te vergelijkedemoongeveer 900 sterrenstelsels
geselecteerd die grofweg op dezelfde afstand staan als 338J1942. De verdeling van deze
sterrenstelsels aan de hemel is, zoals verwacht, gecoeemhtondom TN J1338-1942, maar
ook rondom een aantal andere posities. Deze concentrgtiésder ongeveer 10 miljoen licht-
jaar in doorsnede. Het aantal concentraties is ongeveigk gah het aantal grote clusters in
het nabije heelal in een vergelijkbaar volume. Dit is goedexklaren als iedere concentratie
inderdaad een jong cluster is. De totale verdeling vaneststelsels over het blikveld heeft qua
structuur overeenkomsten met het uiterlijk van het nakéieldl, waarin sterrenstelsels gecon-
centreerd zijn in clusters en filaments rondom lege voids.
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