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Chapter 2 

 
 
Theory and Computational Methodology 
 
 

2.0. ABSTRACT 

This chapter is meant to provide the reader with a general overview of the 

computational methodology applied throughout this thesis and explain their 

theoretical basis. 

The chapter is structured as follows. At first, a general description of the Born-

Oppenheimer approximation is presented (section 2.1). Then, an introduction to the 

theoretical basis of the density functional theory (DFT) method (section 2.2) and a 

brief discussion on the most commonly used type of approximations for the 

exchange-correlation functional (section 2.3) are given. 

The Car-Parrinello Molecular Dynamics method, which unifies DFT and classical MD, is 

described in section 2.4, while section 2.5 is dedicated to the description of the 

theoretical basis of Time-dependent DFT (TD-DFT) and linear-response TD-DFT. 

Finally, in the last two sections of this chapter (2.6 and 2.7), the constrained DFT 

method, employed in chapter 3 for the electron coupling calculations, and the 

semiempirical Hückel and Extended Hückel theories are explained. The latter, 

together with the Car-Parrinello MD method, is central to the work presented in 

chapter 4 and chapter 5. 
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2.1. THE BORN-OPPENHEIMER APPROXIMATION 

In its most general form, the time-dependent Schrödinger equation can be written 

as  

 

෡୲୭୲Ψܪ  ൌ ݅԰
߲
ݐ߲
Ψ , (2.1)  

 

where Ψ is the total wavefunction, ݅ is the imaginary unit, ݐ represents the time, ԰ 

is the reduced Planck constant, and ܪ෡௧௢௧ is the total Hamiltonian of the system under 

investigation. The latter contains both the nuclear and electronic kinetic-energy 

operators, and the potential-energy operators describing particles interactions: 

 

෡୲୭୲ܪ  ൌ 	 ෠ܶ୬୳ୡ ൅ ෠ܶୣ୪ ൅ ෠ܸ୬୳ୡ,୬୳ୡ ൅ ෠ܸୣ ୪,ୣ୪ ൅ ෠ܸ୬୳ୡ,ୣ୪ (2.2)  

 

In a more explicit form, for a system with ܰ nuclei and ݊ electrons, the nuclear 

( ෠ܶ୬୳ୡሻ and electronic ( ෠ܶୣ୪) kinetic-energy operators can be written as 

 ෠ܶ୬୳ୡ ൌ െ෍
԰ଶ

2݉ூ
ூ׏
ଶ

ே

ூୀଵ

 (2.3)  

 

 ෠ܶୣ୪ ൌ െ෍
԰ଶ

2݉
௜׏
ଶ

௡

௜ୀଵ

 (2.4)  

The potential-energy operators, describing in order the nucleus-nucleus, electron-

electron, and nucleus-electron Coulomb interactions, can be expressed as 

  

 ෠ܸ୬୳ୡ,୬୳ୡ ൌ෍෍
1

଴ߝߨ4

ே

௃வூ

ே

ூୀଵ

ܼூ ௃ܼ݁ଶ

หࡾூ െ ௃หࡾ
 (2.5)  

 

 ෠ܸୣ ୪,ୣ୪ ൌ ෍෍
1

଴ߝߨ4

௡

௝வ௜

௡

௜ୀଵ

݁ଶ

ห࢘௜ െ ௝࢘ห
 (2.6)  

 

 ෠ܸୣ ୪,୬୳ୡ ൌ െ෍෍
1

଴ߝߨ4

௡

௜ୀଵ

ே

ூୀଵ

ܼூ݁ଶ

ூࡾ| െ ࢘௜|
 (2.7)  

 

In this notation the capital indexes refer to the nuclei, while the small ones point 

to the electrons. ܼூ and – ݁ are the atomic number of the ܫ୲୦ nucleus, and the 

electron charge, while ࡾூ and ࢘௜ represent the coordinates of the ܫ୲୦ nucleus and ݅୲୦ 
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electron. Finally, ߝ଴ is the vacuum permittivity and the masses of nuclei and 

electrons are respectively referred to as ݉ூ and ݉. 

The Schrödinger equation (equation 2.1), combined with the expression of the 

total Hamiltonian ܪ෡୲୭୲ (equation 2.2), implies a direct dependency of the total 

wavefunction Ψ on the entire set of nuclear and electronic coordinates as well as on 

time, Ψሺࡾ, ࢘,   .ሻݐ
Unfortunately, an analytical solution of equation 2.1 cannot be found in general.  A 

first simplification of this problem can be achieved by factorizing the wavefunction 

into terms depending on different variables. In this way it is possible to separate 

equation 2.1 into simpler equations. 

Due to the large mass difference between nuclei and electrons ݉ூ>>݉, the 

electrons generally move much faster than the nuclei and can therefore 

instantaneously respond to changes in the nuclear configuration.  

This regime is known as the Born-Oppenheimer (BO) approximation1 and allows to 

consider nuclear and electronic motions separately. The total wavefunction can be 

written as a product between electronic ߰௜ሺ࢘; ,ࡾሻ and nuclear ߯௜ሺࡾ  ,ሻ wavefunctionsݐ

according to 

 Ψሺࡾ, ࢘, ሻݐ ൌ ෍߰௜ሺ࢘; ሻࡾ
ஶ

௜ୀଵ

߯௜ሺࡾ,   ሻ. (2.8)ݐ

 

The electronic wavefunctions are parametrically dependent on the nuclear 

coordinates that define the “external” potential energy field ෠ܸୣ୪,୬୳ୡ experienced by the 

electrons. This implies that, if we assume the nuclei to be fixed in a specific nuclear 

configuration ሼࡾሽ, we can solve the electronic Schrödinger equation 

 

;෡ୣ୪߰௜ሺ࢘ܪ  ሻࡾ ൌ ;ሻ߰௜ሺ࢘ࡾ୪,௜ሺୣܧ   ሻ (2.9)ࡾ

 

and calculate the electronic eigenfunctions and eigenvalues that uniquely 

correspond to that specific geometrical configuration. The electronic Hamiltonian is 

then defined as ܪ෡ୣ୪ ൌ ෡୲୭୲ܪ െ ෠ܶ୬୳ୡ, or 

 

෡ୣ୪ܪ  ൌ 	 ෠ܶୣ୪ ൅ ෠ܸ୬୳ୡ,୬୳ୡ ൅ ෠ܸୣ ୪,ୣ୪ ൅ ෠ܸ୬୳ୡ,ୣ୪ . (2.10)  
 

The combination of equation 2.1 and 2.9, solved for a specific electronic 

wavefunction ߰௝ gives the equation 
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 ቀ ෠ܶ୬୳ୡ ൅ ,ࡾ߯௝ሺ	ሻቁࡾ୪,௝ሺୣܧ ሻݐ ൅෍ܥመ௝௜߯௜ሺࡾ, ሻݐ

ஶ

௜ୀଵ

ൌ ݅԰
߲
ݐ߲

߯௝ሺࡾ,   ሻ (2.11)ݐ

 

where 

መ௝௜ܥ	  ൌ෍
԰ଶ

݉ூ
	 න ݀࢘	߰௝

∗ሺ࢘; ሻࡾ ൬െ
1
2
ሾ׏ூ

ଶ߰௜ሺ࢘; ሻሿࡾ െ ሾ׏ூ߰௜ሺ࢘; ூ൰׏ሻሿࡾ
ஐ౐ో౐

ே

ூୀଵ

 (2.12)  

 

Here, and throughout the whole thesis, the integration over the spatial coordinates 

࢘ runs over the entire space Ω୘୓୘. 

Due to the large difference between nuclear and electronic masses, in the Born-

Oppenheimer approximation the ܥመ௝௜ coefficients can be considered negligible and this 

leads to the effective Schrödinger equation  

 

 ቀ ෠ܶ୬୳ୡ ൅ ሻቁࡾ୪,௝ሺୣܧ ߯௝ሺࡾ, ሻݐ ൌ ݅԰
߲
ݐ߲

߯௝ሺࡾ,   ሻ. (2.13)ݐ

 

This equation shows clearly that the nuclei move on a potential energy surface 

(PES) given by the ܪ෡ୣ୪ expectation value ୣܧ୪,௝ሺࡾሻ. 

The Born-Oppenheimer approximation is generally sufficient. However, when two 

electronic states are close in energy or cross each other, the approximation 

introduced in equation 2.12 is not applicable and the ܥመ௝௜ coefficients have to be, at 

least in part, calculated.  

One way to improve the BO approximation is through the so called adiabatic 

correction2. It consists in the introduction of a first order correction to the BO 

electronic energy to account for nuclear motion. This is done by including only the ܥመ௝௜ 

coefficients of equation 2.12 for which ݅ ൌ ݆. These terms are rather easy to 

calculate, but they usually introduce very small corrections. 

More important are the ܥመ௝௜ terms for which ݅ ് ݆, also called nonadiabatic coupling 

terms. The inclusion of these terms is essential to study nuclear dynamics in regions 

where near-degeneracy between different adiabatic states occurs. This is the case 

for many photochemical reactions. Nonadiabatic crossings are also involved during 

the photoinduced charge transfer processes which are subject of this thesis. 

The most commonly employed methodologies for the description of nonadiabatic 

dynamics of a system are the Ehrenfest dynamics and the surface hopping 
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algorithm3–5. In Ehrenfest dynamics the nuclei move according to the mean force 

induced by the time-evolution of the electronic wavefunction. Instead, in surface 

hopping the electronic wavefunction follows the motion of the nuclei on a specific 

PES. The transition between two adiabatic states occurs, based on their nonadiabatic 

coupling, according to a stochastic algorithm. 

First principles implementations of these methodologies are currently available. 

However, their applicability is hampered by high computational costs, which can limit 

the size of the studied system and the time scale of the simulations. 

In this thesis a different strategy is adopted in which a unitary transformation is 

used to move from an adiabatic to a diabatic description of the system at each time 

step. The quantum evolution of the electronic wavefunction is performed in the 

molecular orbital adiabatic base for a fixed set of nuclear coordinates, while the 

nuclear positions are evolved in the atomic orbital diabatic base.  

Together with a semiempirical description of the electronic structure, this method 

allows for quantum-classical study of heterogeneous electron transfer processes on a 

time scale of picoseconds. 
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2.2. DENSITY FUNCTIONAL THEORY  

Every wavefunction method dedicated to electronic structure calculations is based 

on the same principles: an initial ansatz for the total wavefunction is proposed, 

which is progressively optimized through the variational principle to minimize the 

energy expectation value. The energy is therefore a functional of the electronic 

wavefunction. 

The total wavefunction is, however, a very complicated object, which depends on 

3݊ electronic coordinates, where ݊ is the number of interacting electrons, and whose 

complexity increases with the dimension of the system. This implies that the 

application of such methods becomes computationally infeasible for chemical 

systems with large ݊. 

The limited applicability of wavefunction-based methodologies is the main 

motivation for the success that density functional theory (DFT) is experiencing in the 

last decades.  

Based on a completely different theoretical approach, DFT does not aim for the 

optimal approximation to the total wavefunction, but rather describes a many-

electron system based on its ground state density ߩሺ࢘ሻ, which is a function only of 3 

spatial coordinates: 

ሺ࢘ଵሻߩ  ൌ ݊න 	݀࢘ଶ …݀࢘௡ න |Ψ ሺ࢘ଵ࢙ଵ࢘ଶ࢙ଶ …࢘௡࢙௡ሻ|ଶ࢙݀ଵ࢙݀ଶ …࢙݀௡
௦↑↓ஐ౐ో౐

 (2.14)

 

where ࢘௜ and ࢙௜.indicate the electron coordinates and the spin variables. The 

integration runs over ݊ െ 1 spatial coordinates and all spin variables. 

The foundations of this theory were first laid down by Hohenberg and Kohn in 

19646 through two theorems.  

The first theorem states that if the ground state electron density of the system 

under investigation is known, it is possible to construct the Hamiltonian, determine 

the wavefunction, and consequently extract any observable of the system. It can be 

in fact demonstrated that a bijective mapping exists between the nuclear-electron 

interaction or external potential, ෠ܸୣ ୶୲, the ground state electronic wavefunction Ψ, 

and the electron density ߩ 

 ෠ܸୣ ୶୲ ↔ Ψ ↔   (2.15) ߩ

 

such that to a particular external potential corresponds a unique electron density, 

and vice versa. 
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This relation implies that every observable of the system is a functional of the 

electron density, including the ground state energy  

 

 

ሿߩሾܧ ൌ ሿหߩΨሾۦ ෠ܶ ൅ ෠ܸୣ ୪,ୣ୪ ൅ ෠ܸୣ ୶୲หΨሾߩሿۧ

ൌ න ୶୲ሺ࢘ሻୣݒሺ࢘ሻߩ
ஐ౐ో౐

݀࢘ ൅ ሿߩୌ୏ሾܨ , 
(2.16)  

 

where  

 

ሿߩୌ୏ሾܨ  ൌ ܶሾߩሿ ൅ ܸୣ ୪,ୣ୪ሾߩሿ (2.17)  

 

is a universal density functional independent of the external potential, named 

Hohenberg-Kohn (HK) functional. It has to be noted that the employed Hamiltonian 

(equation 2.16) differs from equation 2.2 in the following: i) the kinetic operator 

involves only the kinetics of the electrons since the nuclei are assumed to be fixed; 

ii) the nucleus-nucleus term is not included since it is a constant term that can be 

added to the total electronic energy at a later stage; iii) the electron-nuclear term is 

described as ෠ܸୣ ୶୲, an external potential that could in principle include other 

contributions than the electrostatic field from the nuclei. 

The second HK theorem states that for a given density the corresponding energy 

functional will have an absolute minimum at the ground state energy ܧ଴. The exact 

ground state density ߩ଴ is the one associated with the lowest energy, and can be 

found through the minimization of ܧሾߩሿ according to equation 2.16.  

Unfortunately, these theorems do not provide an explicit form for the universal 

functional ܨୌ୏ሾߩሿ, but merely prove that such a functional exists and, once known, 

can yield the ground state density ߩ଴ and the system properties. 

To address this problem, Kohn and Sham postulated in 19657 that for every 

system with n interacting electrons moving in an external potential ୣݒ୶୲, a local 

external potential ݒୱ exists that acts on an hypothetical reference system of n non-

interacting fermions, in such a way that the density of the non–interacting and 

interacting systems match, i.e. ߩୱሺ࢘ሻ ൌ  .ሺ࢘ሻߩ

Since the particles of this reference system do not interact, the exact ground state 

wavefunction can be described as a single Slater determinant, whose orbitals ߶௜ are 

obtained by solving the equations 
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 ቂെ ଵ

ଶ
ଶ׏	 ൅ ୱሺ࢘ሻቃݒ ߶௜ሺ࢘ሻ ൌ   ௜߶௜ሺ࢘ሻ, (2.18)ߝ

 

where only the kinetic energy and the one-body local external potential terms 

 appear. In equation 2.18, and for the remaining of this chapter, we use atomic	ୱሺ࢘ሻݒ

units to simplify the notation. The total density of the non-interacting system is 

therefore obtained as  

ୱሺ࢘ሻߩ  ൌ ෍|߶௜ሺ࢘ሻ|ଶ
௡

௜ୀଵ

 (2.19)  

As previously said, an exact form of the energy functional for the interacting 

system cannot be written since an expression for the electronic kinetic energy and 

the electron-electron repulsion terms of equation 2.17 are unknown. 

However, it is possible to approximate the term for the electron-electron repulsion 

energy ܸୣ ୪,ୣ୪ሾߩሿ as a sum between a classical Coulomb interaction term ܬሾߩሿ and a 

non-classical part ୒ܸେሾߩሿ 
 

 

ܸୣ ୪,ୣ୪ሾߩሿ ൌ ሿߩሾܬ ൅	 ୒ܸେሾߩሿ

ൌ ቌ
1
2

න ݀࢘ଵ
ஐ౐ో౐

න ݀࢘ଶ ቈ
ሺ࢘ଶሻߩሺ࢘ଵሻߩ

ଵଶݎ
቉

ஐ౐ో౐

ቍ ൅ ୒ܸେሾߩሿ 
(2.20)  

 

Using the same approach, it is also possible to approximate the kinetic energy 

functional as the sum between the kinetic energy of the non-interacting system 

ୱܶሾߩሿ and the kinetic correlation energy term ୡܶሾߩሿ 

 

 ܶሾߩሿ ൌ ୱܶሾߩሿ ൅ ୡܶሾߩሿ ൌ ൭෍ۦ߶௜ ቤെ
ଶ׏

2
ቤ߶௜ۧ

௡

௜ୀଵ

൱൅ ୡܶሾߩሿ  (2.21)  

 

The functional for the total energy can therefore be rewritten as  

 

ሿߩሾܧ  ൌ ୱܶሾߩሿ ൅ ܸୣ ୶୲ሾߩሿ ൅ ሿߩሾܬ ൅ ሿߩ୶ୡሾܧ ൅ ୬ܸ୳ୡ,୬୳ୡ (2.22)  

 

where ܧ୶ୡሾߩሿ ൌ ୒ܸେሾߩሿ ൅ ୡܶሾߩሿ is the exchange-correlation (xc) functional. In 

equation 2.22 we have now included also the nucleus-nucleus energy term ୬ܸ୳ୡ,୬୳ୡ. 

Since the form of ݒୱሺ࢘ሻ is unknown, so are the electron densities ߩୱሺ࢘ሻ ൌ  ,ሺ࢘ሻߩ

and consequently the orbitals of the non-interacting system ሼ߶௜ሽ	. 
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Under the constraint that the density is normalized to the number of electrons ݊, 

the minimization of the energy from equation 2.22 with respect to the density leads 

to the expression of the Kohn-Sham equations  

 

 ቎െ
ଶ׏

2
൅ ୶୲ሺ࢘ሻୣݒ ൅ න

ሺ࢘ᇱሻߩ
|࢘ െ ࢘ᇱ|

݀࢘ᇱ ൅ ୶ୡሺ࢘ሻݒ
ஐ౐ో౐

቏ ߶௜ሺ࢘ሻ ൌ   ௜߶௜ሺ࢘ሻ (2.23)ߝ

 

where the potential ݒ୶ୡሺ࢘ሻ depends on the approximation chosen for the functional 

 .ሿ (see section 2.3)ߩ୶ୡሾܧ

The self-consistent solution of equations 2.23 leads to a set of one-electron 

orbitals ሼ߶௜ሺ࢘ሻሽ௡ that generate the electron density for the interacting system 

 

ሺ࢘ሻߩ  ൌ ෍|߶௜ሺ࢘ሻ|ଶ
௡

௜ୀଵ

 (2.24)  
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2.3. EXCHANGE-CORRELATION FUNCTIONALS 

The exact form of ܧ୶ୡሾߩሿ in the Kohn-Sham formalism is unknown and has to be 

approximated. Therefore, the quality of the DFT results depends on how accurately 

this functional is approximated.  

The Local Density Approximation (LDA) is an approximation for the exchange-

correlation term in which it is assumed that the system behaves locally as a uniform 

electron gas: 

 

ሿߩ୶ୡ୐ୈ୅ሾܧ  ൌ න ୶ୡ୦୭୫ߝ

ஐ౐ో౐

൫ߩሺ࢘ሻ൯ ሺ࢘ሻ݀࢘ߩ . (2.25)  

 

Here, ߝ୶ୡ୦୭୫൫ߩሺ࢘ሻ൯ is the exchange-correlation energy per particle of the uniform 

electron gas of charge density ߩሺ࢘ሻ. This function is most commonly parametrized 

based on the very accurate results obtained from Quantum Monte Carlo calculations 

on homogeneous electron gases at different densities8–12. 

The LDA is most suited for the treatment of systems with slow-varying densities, 

such as metals and semiconductors. However, it has been proved to perform poorly 

for molecular systems where the electron density is strongly inhomogeneous. 

To account for the non-homogeneity of the electron density, a first approximation 

of the xc-functional ܧ୶ୡሾߩሿ beyond LDA must include not only the information about 

the local density ߩሺ࢘ሻ at a particular position ࢘, but also about the gradient of the 

density at that position: ߩ׏ሺ࢘ሻ. This approximation takes the name of Generalized 

Gradient Approximation (GGA) 

 

,ߩ୶ୡୋୋ୅ሾܧ  ሿߩ׏ ൌ න ୶ୡ୦୭୫ߝ

ஐ౐ో౐

൫ߩሺ࢘ሻ൯ ሺ࢘ሻ݀࢘ߩ ൅ න ,ሺ࢘ሻߩ୶ୡሾܨ ሺ࢘ሻሿߩ׏ ࢘݀	ሺ࢘ሻߩ
ஐ౐ో౐

 (2.26)  

 

Here 	ܨ୶ୡሾߩሺ࢘ሻ,  ሺ࢘ሻሿ is the factor which depends on the approach adopted inߩ׏

writing the xc-functional. In fact, several different GGA functionals have been 

developed to address specific requirements. Among the most popular GGA xc-

functionals we can mention: BP (exchange functional from Becke13,14, and 

correlations according to Perdew15), PBE16 (both exchange and correlation parts 

developed by Perdew, Burke and Ernzerhof) and BLYP (exchange functional 

according to Becke13, and the Lee-Yang-Parr correlation functional17).  

Another class of approximation to ܧ୶ୡሾߩሿ for DFT are the so called hybrid 
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functionals, in which a fraction of exact Hartree-Fock (HF) exchange energy is added 

to the exchange and correlation from pure DFT functionals. 

The exact HF exchange is calculated in terms of the Kohn-Sham orbitals as 

 

୶ୌ୊ܧ  ൌ െ
1
2
	෍ න ݀࢘ଵ න ݀࢘ଶ ߶௜

∗ሺ࢘ଵሻ߶௝
∗ሺ࢘ଵሻ

1
ଵଶݎ

߶௜ሺ࢘ଶሻ߶௝ሺ࢘ଶሻ
ஐ౐ో౐ஐ౐ో౐

௢௖௖

௜,௝

 (2.27)

 

and their general form is  

 

୶ୡܧ 
୦୷ୠ୰୧ୢ ൌ ୶ୌ୊ܧܿ ൅ ሺ1 െ ܿሻܧ୶ୈ୊୘ ൅   ୡୈ୊୘ (2.28)ܧ

 

where ܿ is the coefficient that determines the extent by which the HF and the DFT 

exchange are mixed. A variety of hybrid functionals have been developed where the 

amount of HF exchange energy included varies. 

A remarkably popular hybrid functional is the xc-functional B3LYP (Becke13, 3 

parameters, Lee-Yang-Parr17), which is defined as 

 

୶ୡ୆ଷ୐ଢ଼୔ܧ ൌ ܿ଴ܧ୶ୌ୊ ൅ ሺ1 െ ܿ଴ሻܧ୶ୗ ൅ ܿ୶ܧ୶୆଼଼ ൅ ሺ1 െ ܿୡሻܧୡ୚୛୒ ൅ ܿୡܧୡ୐ଢ଼୔ (2.29)  
 

where ܿ଴ ൌ 0.20, ܿ୶ ൌ 0.72, ܿୡ ൌ 0.81. These parameters control the ratio between 

the Becke 88 (B88)13 and Slater (S)18 exchange functionals, the Lee-Yang-Parr 

(LYP)17 and Vosko-Wilk-Nusair (VWN)9 correlation functionals, and the Hartree-Fock 

(HF) integral.  

GGA and hybrid functionals are very effective in describing properties depending 

on short-range effects of the exchange and correlation energy terms. However, they 

are unsuccessful in describing properties where the long-range behavior of the xc-

potential is important, such as the description of charge transfer excitations or the 

polarizability of extended conjugated systems. The reason behind this failure can be 

found in the local character of their xc-potentials, which induces a qualitatively 

wrong asymptotic behavior of the exchange potential19–22. 

To overcome this problem, the class of the long-range corrected (LC) functionals 

has been developed. The basic idea of these functionals is to achieve a correct 

asymptotic behavior by partitioning the electron repulsion operator into short and 

long-range terms. At short range, the GGA exchange is maintained while the exact 

HF exchange is asymptotically introduced via a range-separated Coulomb 

attenuation method which ensures a smooth transition between the two different 
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ranges19–22. 

A particular LC-functional which has been widely used to study charge-transfer 

excitations is CAM-B3LYP19. In chapter 3 of this thesis, we make use of this 

functional to compute charge-transfer excitations and optimize excited state 

geometries, within the framework of time-dependent DFT (TD-DFT, see section 2.5). 

 

2.4. CAR-PARRINELLO MOLECULAR DYNAMICS 

The Car-Parrinello Molecular Dynamics23 (CPMD) method was proposed in 1985 to 

unify classical MD simulations with DFT methods.  

In this approach the nuclei move, according to classical mechanics, in an electron-

induced effective potential, which is computed by solving the electronic time-

evolving problem “on the fly”. 

In the Car-Parrinello MD, the electronic degrees of freedom are treated as fictitious 

dynamical variables. Their evolution is carried on in parallel with the ionic dynamics, 

avoiding however energy exchange between the two subsystems.  

The energy of the electronic subsystem can be considered a functional of the one-

particle orbitals set ሼ߰௜ሽ. Therefore, given an appropriate Lagrangian24, the derivative 

of the electronic energy with respect to the orbitals yields the forces acting on the 

orbitals and the electrons can be evolved as classical particles.  

The Lagrangian postulated by Car and Parrinello takes the form 
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൅ ෍ ௜௝൫ൻ߰௜ห߰௝ൿߣ െ ௜௝൯ߜ

௡

௜,௝ୀଵ

 

(2.30)  

 

The first and the second terms of equation 2.30 are the classical kinetic energy of 

the nuclei and the fictitious kinetic energy of the KS electronic orbitals, respectively. 

,୏ୗሾሼܴூሽܧ ሼ߰௜ሽሿ is the Kohn-Sham energy density functional, while the last term in 

the Lagrangian is the constraint needed to impose the orthonormality of the KS 

orbitals. 

Like in classical mechanics, the Car-Parrinello equations of motion are obtained 

from the Euler-Lagrange equations 

 

ூܯ  ሷܴ ூሺݐሻ ൌ െ׏ூܧ୏ୗሾሼܴூሽ, ሼ߰௜ሽሿ (2.31)  
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∗ ෍ ௜௝൫ൻ߰௜ห߰௝ൿߣ െ ௜௝൯ߜ

௡

௜,௝ୀଵ

 (2.32)  

 

In this notation, each dot on ሷܴ ூ and ሷ߰ ௜ indicates a time derivative of the function. 

Here ߤ is a fictitious mass assigned to the electrons. The value of ߤ is chosen small 

enough to maintain adiabaticity; that is, to avoid significant energy transfer between 

nuclei and electrons.  

According to the Car-Parrinello equations of motion, the nuclei evolve in time at a 

physical temperature proportional to their kinetic energy ∑ ଵ

ଶ
ூܯ ሶܴ ூ

ଶே
ூୀଵ . At the same 

time, to ensure that during time evolution they remain close to the Born-

Oppenheimer surface, the electrons are maintained at a fictitious temperature which 

is low compared to the physical nuclear temperature, and proportional to their 

kinetic energy ∑ 	ଵ
ଶ
௜ൻߤ ሶ߰ ௜ห ሶ߰ ௜ൿ

௡
௜ୀଵ . Therefore, if the electronic wavefunction has been 

optimized for an initial nuclear configuration, the electronic subsystem will remain 

close to its energy minimum along the MD trajectory. 

In order for the electrons to remain at low temperature while following the motion 

of the nuclei along the dynamics, no energy transfer has to occur between the 

electronic and the nuclear subsystems. This adiabatic separation can be achieved if 

the lowest electronic frequency ߱ୣ୪
୫୧୬ is much higher than the highest nuclear 

frequency ߱୬୳ୡ୫ୟ୶; that is, if there is no substantial overlap in the frequency domain of 

the two subsystems.  

The electronic frequency spectrum is inversely proportional to the square root of 

the fictitious mass ߤ:			߱ୣ୪
୫୧୬ ∝ ൫ܧ୥ୟ୮/ߤ൯

ଵ/ଶ
, where ܧ୥ୟ୮ is the electronic energy 

difference between the lowest unoccupied and the highest occupied orbital. 

Since the ܧ୥ୟ୮ and ߱୬୳ୡ୫ୟ୶ values are inherently correlated to the properties of the 

system, ߤ is the only parameter that can be decreased to increase ߱ୣ୪
୫୧୬, and 

consequently the ߱ୣ୪
୫୧୬ െ ߱୬୳ୡ୫ୟ୶ separation. However, increasing ߱ୣ୪

୫୧୬ implies also 

decreasing the maximum time step applicable in a simulation since Δݐ୫ୟ୶ ∝  .ଵ/ଶߤ

Therefore, the value of ߤ has to be chosen in order to provide the largest possible 

time step, while conserving adiabaticity. A ߤ value of 400 a.u. is used for all the 

CPMD simulations presented in this thesis. 

2.4.1. Periodic boundary conditions and plane wave basis set 

In MD the simulation box is repeated in space using periodic boundary conditions 

(PBC) to mimic macroscopic systems and minimize surface effects. PBC can also be 
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used when simulating an isolated molecule, provided that the dimension of the box 

is large enough to avoid spurious interactions between periodic images. 

Within the context of chapter 4 of this thesis, PBC are used to simulate an infinite 

slab of TiO2 functionalized with a molecular chromophore. Due to the presence of the 

chromophore, the unit cell of the crystal cannot be taken as the simulation box. 

Instead, a supercell has to be used. Its dimension must be large enough to, on one 

side, avoid spurious interactions between the chromophore images, while also 

accurately describe the density of states of the TiO2 surface. In chapter 5, PBC are 

used to simulate a molecular complex in an explicit water environment.  

PBC are used within the CPMD program, allowing the expansion of the orbitals as 

linear combinations of plane wave (PW) basis functions: 

 

 ߰௜ሺ࢘ሻ ൌ
1

ඥΩୗେ
෍ ܿ௜ሺࡳሻ

౗౮ౣࡳ

ࡳ

ሿ࢘ࡳሾ݅݌ݔ݁ . (2.33)  

 

Here, the plane wave basis function 

 

 ݂ீ୔୛ሺ࢘ሻ ൌ ଵ

ඥஐ౏ి
  ሿ  (2.34)࢘ࡳሾ݅݌ݔ݁

 

is expressed in terms of the reciprocal lattice vectors ࡳ. Ωୗେ, which is included in 

the normalization factor 1 ඥΩୗେ⁄ , represents the volume of the supercell. It has to 

be noted that equation 2.34 does not show any dependency on the nuclear positions 

ሼܴூሽ, since the plane waves are originless functions delocalized over the entire 

space. This allows to control the accuracy of the calculations with an energy cutoff, 

௖௨௧ܧ ൌ
ଵ

ଶ
୫ୟ୶ଶܩ  (in a.u.), which determines the number of plane waves used. 

Increasing this parameter, increases the largest reciprocal lattice vector included in 

the finite expansion of equation 2.33. 

Fast Fourier transform algorithms can be used to move from the real to the 

reciprocal space, and vice versa. Consequently, the different terms in the energy 

functional can be more easily evaluated in one or the other space, depending on the 

efficiency of the calculation. 

Additionally, since the PW functions are originless, the Pulay forces are zero, which 

greatly facilitates the calculation of nuclear forces. 

A disadvantage of using PW functions is that to describe the electrons at a 

decreasingly small distance from the nucleus, requires a large increase in the PW 

basis set, making therefore their use unpractical. To solve this problem, a distinction 
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between core and valence electrons is made when using PW functions. It is assumed 

that the core electrons are practically inert. This allows to take the core electrons out 

of the explicit calculation, by replacing them with smooth and nodeless potentials 

called pseudopotentials25–28. 

 

2.5. TIME-DEPENDENT DENSITY FUNCTIONAL THEORY (TD-DFT) 

Crucial for the study of photochemical processes is the description of the excited 

electronic states. In 1984  Runge and Gross generalized the density functional 

formalism for time-dependent systems29, thus paving the way for efficient 

calculations of excited state properties for large molecular systems. 

The Runge-Gross theorem considers an arbitrary system which evolves under the 

influence of a time dependent external potential ߥ	ሺ࢘,  ,ሻ. As in the first HK theoremݐ

they proved that a bijective map exists between the time-dependent external 

potential ߥሺ࢘, ,ሺ࢘ߩ ሻ and the time-dependent electron densityݐ -ሻ, as well as the timeݐ

dependent total wavefunction: ߥሺ࢘, ሻݐ ↔ Ψሺݐሻ↔ߩሺ࢘,   .ሻݐ

It follows that every observable of the system is a unique functional of the density 

at time ݐ: 

 

 ܱሾߩ୲ሿሺݐሻ ൌ ሻหݐሿሺߩΨሾۦ ෠ܱሺݐሻหΨሾߩሿሺݐሻۧ (2.35)  

 

Again, the time-dependent density of the interacting system ߩሺ࢘,  ሻ can beݐ

calculated as the density of a non-interacting system ߩୱሺ࢘,  ሻ under the influence ofݐ

the local potential ߥୱሺ࢘,  ሻݐ

 

,ሺ࢘ߩ  ሻݐ ൌ ,ୱሺ࢘ߩ ሻݐ ൌ෍|߶௜ሺ࢘, ሻ|ଶݐ
௡

௜ୀଵ

 (2.36)  

 

where ߶௜ሺ࢘,  ሻ are the non-interacting single particle KS orbitals obtained byݐ

solving the time-dependent Kohn-Sham equations of the non-interacting system 

 

 ݅
߲
ݐ߲
߶௜ሺ࢘, ሻݐ ൌ ቆെ

ଶ׏

2
൅ ,ሿሺ࢘ߩୱሾߥ ,ሻቇ߶௜ሺ࢘ݐ   ሻ (2.37)ݐ

 

The time-dependent single particle KS potential is again written as 
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,ሿሺ࢘ߩୱሾߥ  ሻݐ ൌ ,୶୲ሺ࢘ୣݒ ሻݐ ൅ න
,ሺ࢘ᇱߩ ሻݐ
|࢘ െ ࢘ᇱ|

݀࢘ᇱ ൅ ,ሿሺ࢘ߩ୶ୡሾݒ ሻݐ
ஐ౐ో౐

 (2.38)  

 

where the first and the second term on the right hand side of the equation are, 

respectively, the external time-dependent field and the Hartree potential, while 

,ሿሺ࢘ߩ୶ୡሾݒ  ሻ is the exchange-correlation potential. The latter has to be approximatedݐ

since its exact form is unknown.  

TD-DFT describes the interaction of an arbitrary system, e.g. a molecule, with a 

time-dependent external field. If the effect of the external field on the system is 

sufficiently small in the sense that it does not disrupt completely the ground state 

system’s structure, then the system response can be more efficiently described with 

a perturbative method, rather than explicitly solving iteratively the TDKS equations. 

This is the case for the determination of properties like excitation energies and 

polarizabilities, which are obtained through the linear response of the ground state 

density while avoiding the explicit evaluation of the excited states. 

2.5.1. Linear response TD-DFT 

A time-dependent external potential ୣݒ୶୲ሺ࢘,  ሻ acting on a system, such as anݐ

electromagnetic field, induces a time-dependent change in the electron density of 

the system. 

We assume that the external potential acting on the system has the form 

 

,୶୲ሺ࢘ୣݒ   ሻݐ ൌ ሼ ሻݐ,1ሺ࢘ݒ0ሺ࢘ሻ൅ݒ ; ݐ ൐ 0ݐ
0ሺ࢘ሻݒ ; ݐ ൑   (2.39) 0ݐ

 

This means that at ݐ	 ൑ 	  ଴ the system is subject solely to the potential imposed byݐ

the nuclei ݒ଴ሺ࢘ሻ in its ground state, and that its electron density is ߩ଴ሺ࢘ሻ. At ݐ	 ൐ 	  ,଴ݐ

the perturbation ݒଵሺ࢘,  ሻ is switched on, leading to a total external potentialݐ

;୶୲ሺ࢘ୣݒ ሻݐ ൌ ଴ሺ࢘ሻݒ ൅ ,ଵሺ࢘ݒ  ሻ. The variation in the total external potential will induceݐ

a variation in the electron density of the system. 

Using perturbation theory, the effect of a variation in the external field ݒଵ on any 

system’s observable, and thus also on ߩሺ࢘,   ሻ, can be represented as a Taylor seriesݐ

 

,ሺ࢘ߩ  ሻݐ ൌ ଴ሺ࢘ሻߩ ൅ ,ଵሺ࢘ߩ ሻݐ . (2.40)  
 

In linear response only the first order term in the density perturbation ߩଵሺ࢘,  ሻ isݐ
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considered30. It can be defined as 

 

,ଵሺ࢘ߩ  ሻݐ ൌ න ′ݐ݀

ஶ

଴

න ߯ሺ࢘ݐ, ࢘ᇱݐ′ሻݒߜଵሺ࢘ᇱ, ሻݐ
ஐ౐ో౐

݀࢘′ (2.41)  

where 

 

 ߯ሺ࢘ݐ, ࢘ᇱݐ′ሻ ൌ
,ሺ࢘ߩߜ ሻݐ

,ଵሺ࢘ᇱߥߜ ሻ′ݐ
ቤ
ఔబ

 (2.42)  

 

 

takes the name of linear response function. 

In TD-DFT, the density of a system of interacting electrons can be obtained from a 

KS system for which the electrons do not interact. Consequently, the linear electron 

density change ߩଵሺ࢘,  ሻ induced by the perturbation acting on the interacting systemݐ

can be calculated as the response of the non-interacting KS system: 

 

,ଵሺ࢘ߩ  ሻݐ ൌ න ᇱݐ݀
ஶ

଴

න ߯ୱሺ࢘ݐ, ࢘ᇱݐᇱሻ ,ୱ,ଵሺ࢘ᇱߥ ᇱሻݐ ݀࢘′
ஐ౐ో౐

 (2.43)  

 

Here ߯ୱሺ࢘ݐ, ࢘ᇱݐᇱሻ is the linear response function of the non-interacting system 

evaluated at the unperturbed density, while ߥୱ,ଵሺ࢘ᇱ, -ሻ is the effective timeݐ

dependent potential evaluated as the first order perturbation of the external 

potential acting on the KS system. 

Moving to a non-interacting framework makes possible to write ߯ୱ in terms of the 

unperturbed stationary KS orbitals as 
 

 ߯ୱሺ࢘, ࢘ᇱ; ߱ሻ ൌ lim
ఎ→଴శ

෍ ሺ ௞݂ െ ௜݂ሻ
߶௜ሺ࢘ሻ߶௞

∗ሺ࢘ሻ߶௜
∗ሺ࢘′ሻ߶௞ሺ࢘′ሻ

߱ െ ሺߝ௜ െ ௞ሻߝ ൅ ߟ݅

௄

௜,௞ୀଵ

 (2.44)  

 

where ௜݂ is the occupation number of the ground-state KS orbital ߶௜, ߝ௜ its energy, 

 .is a positive infinitesimal, and ߱ is the frequency of the external perturbation field ߟ

The summation of equation 2.44 runs over all the K occupied and unoccupied 

orbitals of the system. It has to be noted that for convenience, in equation 2.44 the 

KS density response function has been written in the Lehmann representation by 
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Fourier transformation into the frequency domain. 

To solve equation 2.43, an expression for the first order variation of the time-

dependent KS potential has to be given. 

The exchange-correlation kernel is defined as the functional derivative of the xc-

potential with respect to the ground state density ߩ଴. It is defined as: 

 

 ୶݂ୡሾߩ଴ሿሺ࢘ݐ, ࢘ᇱݐ′ሻ ൌ
,ሿሺ࢘ߩ୶ୡሾݒߜ ሻݐ
,ሺ࢘ᇱߩߜ ᇱሻݐ

ቤ
ఘୀఘబ

 (2.45)  

 

Therefore, for any given ݒଵ it is possible to write the expression for the time-

dependent KS potential as 

 

,ୱሺ࢘ߥ  ሻݐ ൌ ,ଵሺ࢘ݒ ሻݐ ൅ න
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ஐ౐ో౐ஐ౐ో౐

,ଵሺ࢘ᇱߩ   ᇱሻ. (2.46)ݐ

 

Again, the exact form of equation 2.45 is unknown and has to be approximated. The 

simplest approximation for this kernel is the Adiabatic LDA (ALDA). The term 

adiabatic derives from the assumption that the electron density of the system 

readjusts instantaneously to a variation in the external field, thus reducing the 

kernel dependency only to local density and time: ୶݂ୡሾߩ଴ሿሺ࢘,  .ሻݐ

By applying equation 2.46 and 2.44 into equation 2.43, it is obtained an exact 

representation of the linear response of the interacting system density to the 

effective time-dependent perturbation. 

TD-DFT has proven to provide accurate excitation energies as long as low-energy 

transitions involving valence states are investigated. 

TD-DFT has become a standard tool for the characterization of molecular systems, 

particularly if designed for optical applications. 

With the development of more and more sophisticated exchange-correlation 

functionals that can account for long-range correction (see section 2.3), TD-DFT is 

assuming an ever growing role in studying photoinduced charge transfer processes. 
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2.6. CONSTRAINED DENSITY FUNCTIONAL THEORY 

The process of electron transfer (ET) from a donor (D) to and acceptor (A) state is 

a nonadiabatic process whose description has been proven computationally 

challenging31,32.  

In this context, given a donor-acceptor (D-A) system, the objective is to calculate 

the rate of electron transfer between them (i.e. ܦ െ ܣ
௞ಶ೅
ሱۛሮܦା െ  .(ିܣ

In 1956, R.A. Marcus proposed a theory33 (see section 1.4 of this thesis) to 

estimate the rate of such a process through the expression 

 

 ݇୉୘ ൌ
ߨ2
԰
ሻିଵߣ஻ܶ݇ߨሺ4〈௔௕|ଶܪ|〉 ଶ⁄ ݌ݔ݁ ቈ

ሺΔܩ଴ ൅ ሻଶߣ

஻ܶ݇ߣ4
቉		, (2.47)  

 

where ܪ௔௕ is the coupling between the donor and the acceptor states (߰ௗ and ߰௔, 

respectively), Δܩ଴ is the driving force of the process, and ߣ is the reorganization 

free energy. Among these three parameters, essential for ݇ா் calculations, ܪ௔௕ is 

the one proven more challenging to accurately estimate since it requires the use of 

expensive wavefunction based ab initio methods34. In principle, DFT-based methods 

could also be used as less computationally intensive alternatives for such tasks. 

However, their results are often biased by the electron delocalization error of 

commonly used exchange-correlation approximations35,36. 

Inspired by previous works37–39 on DFT-based methods in which the energy is 

minimized under certain density constraints, Van Voorhis and collaborators have 

recently proposed a new approach for calculating ܪ௔௕, Δܩ଴ and ߣ from charge-

localized diabatic states. Due to their localized nature, the use of these states 

strongly reduces the electron delocalization error previously mentioned. 

Constrained DFT (CDFT) methods allow the construction of the two diabatic states 

ܦ െ ାܦ and ܣ െ  and thus the computation of the parameters in equation 2.47. This ିܣ

is done by minimizing the KS energy functional ܧ௄ௌሾߩሿ under the constraint that the 

charge difference between D and A is equal to a certain value ୡܰ. The purpose is to 

find that particular external potential associated to a ground-state corresponding to 

the constrained state40. 

The minimization is carried out by using a Lagrange multiplier as 

 

 ܹሾߩ, ୡܸሿ ൌ ሿߩ௄ௌሾܧ ൅ ୡܸ ቌ න ሺ࢘ሻ݀࢘ߩሺ࢘ሻݓ െ ୡܰ

ஐ౪౥౪

ቍ	, (2.48)  



Chapter 2. Theory and Computational Methodology 

44 

 

where ܹሾߩ, ୡܸሿ is the energy functional for the constrained state, ܧ௄ௌሾߩሿ is the KS 

energy functional and ୡܸ is the Lagrange multiplier used to enforce the constraint  

 

 න ሺ࢘ሻ݀࢘ߩሺ࢘ሻݓ ൌ ୡܰ

ஐ౪౥౪

. (2.49)  

 

Here, ݓሺ࢘ሻ is the weight function that defines the partition of the electron density 

between donor and acceptor. 

Making equation 2.48 stationary for normalized orbitals yields 
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(2.50)  

 

which is the same as equation 2.23, except for the last term in the effective 

Hamiltonian, which represents the constraint potential. 

For every ୡܸ then exists a unique set of orbitals ሼ߰௜ሽ that can be used to calculate 

the system’s electron density associated with that specific constraint potential. This 

implies that ܹ is itself a function of ୡܸ. It can be shown40 that ܹሺ ୡܸሻ is a concave 

function, which has only one stationary point of maximum. Therefore, it can be 

optimized with respect to ୡܸ, to find the potential value that produces the 

constrained ground state density. 

The optimization procedure involves a double loop which proceeds as follows: i) an 

initial set of orbitals is used to construct the KS Hamiltonian; ii) an initial value is 

assigned to the constraint potential to build the total effective Hamiltonian and solve 

equation 2.50; iii) the first and second derivative of ܹ with respect to ୡܸ are 

calculated to optimize the potential. Since to every new potential corresponds a new 

electron density, the process is restarted from point (i) and is iterated until it 

converges self consistently. Self-consistency is considered reached when the total 

deviation of the constraint with respect to ୡܰ is lower than 10-5. 

Once ୡܸ is found for both diabatic states, then the calculation of Δߣ ,ܩ and ܪ௔௕ can 

be done assuming the validity of Marcus theory. A detailed mathematical description 

of the procedures leading to these parameters can be found in the literature34,40,41. 
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2.7. SEMI-EMPIRICAL METHODS: Hückel and Extended Hückel Method 

One of the first semi-empirical methods to be proposed was the Hückel Molecular 

Orbital (MO) theory in 1930. Introduced by Erich Hückel, this method is intended for 

studying planar conjugated hydrocarbon systems.  

In the Hückel MO method one of the central assumptions is that the general 

properties of a conjugated hydrocarbon molecule are determined by its -electron 

MOs. This allows to disregard all the -electrons in a molecule, and simply treat -

bonds as the backbone on which -electrons delocalize. This approximation is made 

possible by the planarity of a conjugated molecule. In a planar molecule, in fact,  

and  molecular orbitals are respectively symmetric and anti-symmetric with respect 

to reflection in the molecular plane. Consequently, the  and orbitals are 

orthogonal and can be treated independently from each other. Despite its simplicity, 

this method is able to predict the effects of delocalization on orbital stability and 

identify whether a specific structure will or will not be aromatic. However, due to the 

strong approximations introduced, its applicability is limited solely to planar systems.  

To overcome the limitations presented by the Hückel MO theory, in 196342 Roald 

Hoffmann developed the Extended Hückel theory (EHT). Differently from Hückel MO 

theory, in the EHT method not only the  but all the valence electrons are 

considered. This enlargement of basis set allows the determination of molecular 

energies and structures, transition states and energy barriers. 

In the EHT formalism, the total electronic wavefunction for a system with ݊ 

valence electrons is described as a product of one-electron wavefunctions ߰௝ሺ ௝࢘ሻ 

 

 Ψ୉ୌ୘ ൌ 	߰ଵሺ࢘ଵሻ߰ଶሺ࢘ଶሻ. . ߰௝൫ ௝࢘൯. . ߰௡ሺ࢘௡ሻ . (2.51)  
 

In turn, these one-electron molecular orbitals can be written as linear 

combinations of normalized valence atomic orbitals		߮ఔ 
 

 ߰௝ ൌ ෍ ܿఔ௝߮ఔ

௄

ఔୀଵ

 (2.52)  

  

In the EHT, the basis set is formed by Slater-type orbitals (STOs) chosen to 

represent the valence orbitals of the atoms in the molecule. Once the molecular 

orbitals are constructed, it is possible to calculate the total energy of the system as 

the sum of the one-electron energies ߝ௝, which can be evaluated by applying the 

effective one-electron Hamiltonian ෠݄௘௙௙ to the one-electron molecular orbital ߰௝  
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 ෠݄
௘௙௙߰௝ ൌ   ௝߰௝ (2.53)ߝ

 

The ෠݄௘௙௙ describes the interaction of an electron with the rest of the molecule. 

However, the exact expression of this Hamiltonian is not needed in EHT. 

The crucial step in obtaining the eigenfunctions for an effective Hamiltonian is the 

construction of the secular determinant  

 

 ተ

ଵଵܪ െ ܧ ଵܵଵ ଵଶܪ െ ܧ ଵܵଶ ⋯
ଶଵܪ െ ଶଵܵܧ ଶଶܪ െ ଶଶܵܧ ⋯

⋮ ⋮ ⋱

ଵ௄ܪ െ ܧ ଵܵ௄
ଶ௄ܪ െ ଶ௄ܵܧ

⋮
௄ଵܪ െ ௄ଵܵܧ ௄ଶܪ െ ௄ଶܵܧ ⋯ ௄௄ܪ െ ௄௄ܵܧ

ተ ൌ 0 (2.54)  

 

To solve this equation it is necessary to calculate a series of overlap ( ఓܵఔ) and 

resonance integrals (ܪఔఓ). The solution to the first problem is rather simple. Since 

we know the form and the position of the atomic orbitals, their overlap can be 

readily evaluated as a function of interatomic distances. The diagonal resonance 

integral ܪఓఓ is called Coulomb integral and represents the kinetic and potential 

energy of an electron in a specific atomic orbital ߮ఓ.	 Its value is parametrized 

against a specific reference value, which is usually taken as the negative of the 

orbital ionization potential. On the contrary, the off diagonal resonance integral ܪఓఔ 

describes the energy of an electron in the region where the orbitals ߮ఓ and ߮ఔ 

overlap. This term can be approximated as 

 

ఓఔܪ  ൌ 	
1
2
݇ఓఔ ൫ܪఓఓ ൅ ఔఔ൯ܪ ఓܵఔ (2.55)  

  

Equation 2.55 indicates that ܪఓఔ is proportional to the energy of the atomic 

orbitals involved, and to the extent of their overlap. The term ݇ఓఔ is an empirical 

factor usually assumed equal to 1.75, which takes the name of Wolfsberg-Helmholtz 

constant. 

Through the application of these conventions it is possible to solve the secular 

equation and obtain qualitatively correct energy values and wavefunctions for the 

molecular orbitals of the investigated system. However, since EHT is not a self-

consistent method, it is not able to generate potential energy surfaces accurately. 

Therefore, it is best applied in combination with structures or trajectories obtained 
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from higher levels of theory. This is the strategy adopted in chapter 4 and 5 of this 

thesis. 
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