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A unified approach to mapping and clustering
of bibliometric networks

Ludo Waltman, Nees Jan van Eck, and Ed C.M. Noyons

Centre for Science and Technology Studies, Leideinéisity, The Netherlands
{waltmanlr, ecknjpvan, noyons}@cwts.leidenuniv.nl

In the analysis of bibliometric networks, researsh&ten use mapping and clustering techniques in a
combined fashion. Typically, however, mapping ahgtering techniques that are used together rely
on very different ideas and assumptions. We propogeified approach to mapping and clustering of
bibliometric networks. We show that the VOS mappieghnique and a weighted and parameterized
variant of modularity-based clusterirtgn both be derived from the same underlying ppieciWe
illustrate our proposed approach by producing ahined mapping and clustering of the most
frequently cited publications that appeared infiblel of information science in the period 1999—-200

1. Introduction

In bibliometric and scientometric research, a loattention is paid to the analysis
of networks of, for example, documents, keywordshars, or journals. Mapping and
clustering techniques are frequently used to ssubh networks. The aim of these
techniques is to provide insight into the structafea network. The techniques are
used to address questions such as:

* What are the main topics or the main researchdielithin a certain scientific

domain?

* How do these topics or these fields relate to edlcr?

* How has a certain scientific domain developed tvee?

To satisfactorily answer such questions, mappird)@dnstering techniques are often
used in a combined fashion. Various different apphes are possible. One approach
is to construct a map in which the individual nodes network are shown and to
display a clustering of the nodes on top of the nh@apexample by marking off areas
in the map that correspond with clusters (e.g., MnC1990; White & Griffith, 1981)
or by coloring nodes based on the cluster to wkhely belong (e.g., Leydesdorff &
Rafols, 2009; Van Eck, Waltman, Dekker, & Van desrdd 2010). Another approach
is to first cluster the nodes in a network andhtentconstruct a map in which clusters
of nodes are shown. This approach is for examdentan the work of Small and
colleagues (e.g., Small, Sweeney, & Greenlee, 1888)in earlier work of our own
institute (e.g., Noyons, Moed, & Van Raan, 1999).

In the bibliometric and scientometric literaturéhet most commonly used
combination of a mapping and a clustering technigsiethe combination of
multidimensional scaling and hierarchical clustgr{for early examples, see McCain,
1990; Peters & Van Raan, 1993; Small et al., 1988iite & Griffith, 1981).
However, various alternatives to multidimensior@lsg and hierarchical clustering
have been introduced in the literature, especi@lynore recent work, and these
alternatives are also often used in a combinedidasA popular alternative to
multidimensional scaling is the mapping technigii&amada and Kawai (1989; see
e.g. Leydesdorff & Rafols, 2009; Noyons & CalerodM®, 2009), which is



sometimes used together with the pathfinder netwaghnique (Schvaneveldt,
Dearholt, & Durso, 1988; see e.g. Chen, 1999; dgavinegon et al., 2007; White,
2003). Two other alternatives to multidimensionedlgg are the VxOrd mapping
technique (e.g., Boyack, Klavans, & Boérner, 20088 aur own VOS mapping
technique (e.g., Van Eck et al., 2010). Factorymms| which has been used in a large
number of studies (e.g., de Moya-Anegodn et al.,72Q@ydesdorff & Rafols, 2009;
Zhao & Strotmann, 2008), may be seen as a kindlwdtering technique and,
consequently, as an alternative to hierarchicaktehing. Another alternative to
hierarchical clustering is clustering based onrtfeelularity function of Newman and
Girvan (2004; see e.g. Wallace, Gingras, & DuhddQ® Zhang, Liu, Janssens,
Liang, & Glanzel, 2010).

As we have discussed, mapping and clustering tquaksi have a similar
objective, namely to provide insight into the sture of a network, and the two types
of techniques are often used together in biblioimednd scientometric analyses.
However, despite their close relatedness, mappi) dustering techniques have
typically been developed separately from each offileis has resulted in techniques
that have little in common. That is, mapping anastdring techniques are based on
different ideas and rely on different assumptidnsour view, when a mapping and a
clustering technique are used together in the samaéysis, it is generally desirable
that the techniques are based on similar princigéesiuch as possible. This enhances
the transparency of the analysis and helps to awombcessary technical complexity.
Moreover, by using techniques that rely on sinplanciples, inconsistencies between
the results produced by the techniques can be edoid this paper, we propose a
unified approach to mapping and clustering of bimietric networks. We show how a
mapping and a clustering technique can both besettrirom the same underlying
principle. In doing so, we establish a relationwesn on the one hand the VOS
mapping technique (Van Eck & Waltman, 2007; Van [etkal., 2010) and on the
other hand clustering based on a weighted and pdesized variant of the well-
known modularity function of Newman and Girvan (2D0

The paper is organized as follows. We first presant proposal for a unified
approach to mapping and clustering. We then dishogsthe proposed approach is
related to earlier work published in the physideréture. Next, we illustrate an
application of the proposed approach by producingoabined mapping and
clustering of frequently cited publications in theld of information science. Finally,
we summarize the conclusions of our research. Senfeical issues are elaborated
in appendices.

2. Mapping and clustering: A unified approach

Consider a network oh nodes. Suppose we want to create a mapping or a
clustering of these nodes; denotes the number of links (e.g., co-occurreides)
co-citation links, or bibliographic coupling linksetween nodeisandj (c;; = ¢; > 0).

s;j denotes the association strength of nodeslj (Van Eck & Waltman, 2009) and is
given by

2me;

=2 1
S cc (1)

wherec; denotes the total number of links of nadedm denotes the total number of
links in the network, that is,



c=>c and m:%Zci : (2)

j#

In the case of mapping, we need to find for eadena vectorx; 0 R that indicates
the location of nodein ap-dimensional map (usually= 2). In the case of clustering,
we need to find for each noda positive integex; that indicates the cluster to which
node i belongs. Our unified approach to mapping and efusj is based on
minimizing

V(Xl""’xn)zzsljdijz_zdij (3)

i<j i<j

with respect to, ..., %.. dij denotes the distance between nade®dj and is given by

dii :HXi ~X; H :ﬂi(xik _Xjk)2 (4)

in the case of mapping and by

d_O if X =X, .
Ty i x £ X ®)

in the case of clustering. We refer to the parameie (5) as the resolution parameter
(y> 0). The larger the value of this parameter,lénger the number of clusters that
we obtain. Equation (3) can be interpreted in teofattractive and repulsive forces
between nodes. The first term in (3) representattmactive force, and the second
term represents a repulsive force. The higher #s®@ation strength of two nodes,
the stronger the attractive force between the ndsiese the strength of the repulsive
force between two nodes does not depend on theiagsa strength of the nodes, the
overall effect of the two forces is that nodes wathhigh association strength are
pulled towards each other while nodes with a lowoamtion strength are pushed
away from each other.

In the case of mapping, it has been shown thaabloee approach is equivalent to
the VOS mapping technique (Van Eck & Waltman, 200@n Eck et al., 2010),
which is in turn closely related to the well-knowechnique of multidimensional
scaling.

In the case of clustering, it can be shown (seeefdpx A) that minimizing (3) is
equivalent to maximizing

A

V(xl,...,xn):%Z“J(xi,xj)vv”[cij —y%} (6)

i<j

where the weightss; are given by

W; =——. (7)



Interestingly, if the resolution parametgeand the weightss; are set equal to 1 in (6),
then (6) reduces to the so-called modularity fuorctintroduced by Newman and
Girvan (2004; see also Newman, 2004b). Clusteratgp(referred to as community
detection) based on this modularity function (Newr2004a) is very popular among
physicists and network scientists (for an extengiverview of the literature, see
Fortunato, 2010). In bibliometric and scientometriesearch, modularity-based
clustering has been used in a number of receniestydambiotte & Panzarasa, 2009;
Schubert & So6s, 2010; Takeda & Kajikawa, 2009; ldéa et al., 2009; Zhang et al.,
2010). It follows from (6) and (7) that our propdsgustering technique can be seen
as a kind of weighted variant of modularity-basagtering (see Appendix B for a
further discussion). However, unlike modularityedsclustering, our clustering
technique has a resolution paramejerThis parameter helps to deal with the
resolution limit problem (Fortunato & Barthélemy0@) of modularity-based
clustering. Due to this problem, modularity-baskgstering may fail to identify small
clusters. Using our clustering technique, smalbkidts can always be identified by
choosing a sufficiently large value for the resiontparametey.

3. Related work

Our unified approach to mapping and clustering etated to earlier work
published in the physics literature. Here we sunmedhe most closely related work.

The above result showing how mapping and clusteciaig be performed in a
unified and consistent way resembles to some exdentsult derived by Noack
(2009). Noack defined a parameterized objectivection for a class of mapping
techniques (referred to as force-directed layodhn@&ues by Noack). This class of
mapping techniques includes for example the wetivkm technique of Fruchterman
and Reingold (1991). Noack showed that his paramzete objective function
subsumes the modularity function of Newman and &ir(2004). In this way, Noack
established a relation between on the one handsa df mapping techniques and on
the other hand modularity-based clustering. Ouultegiffers from the result of
Noack in three ways. First, the result of Noacksdoet directly relate well-known
mapping techniques such as the one of FruchtermdnRaingold to modularity-
based clustering. Instead, Noack’s result showsttiteobjective functions of some
well-known mapping techniques and the modularityction of Newman and Girvan
are special cases of the same parameterized fan€ior result establishes a direct
relation between a mapping technique that has lsed in various applications,
namely the VOS mapping technique, and a clusteaalgnique. Second, the mapping
and clustering techniques considered by Noack hadnes that we consider differ
from each other by a weighing factor. This is theghiing factor given by (7). Third,
the clustering technique considered by Noack isatanpeterized, while our clustering
technique has a resolution parameter

A parameterized variant of the modularity functaNewman and Girvan (2004)
was introduced by Reichardt and Bornholdt (200&; also Heimo, Kumpula, Kaski,
& Saramaki, 2008; Kumpula, Saramaki, Kaski, & Kerte2007). Clustering based on
this generalized modularity function is closelyatedd to our proposed clustering
technique. In fact, setting the weightg equal to 1 in (6) essentially yields the
function of Reichardt and Bornholdt.



4. lllustration of the proposed approach

We now illustrate an application of our unified apgch to mapping and
clustering. In Figure 1, we show a combined mapjing clustering of the 1242 most
frequently cited publications that appeared infiekl of information science in the
period 1999—2008.The mapping and the clustering were produced usimginified
approach. This was done as follows. We first ctdldcan initial set of publications.
This set consisted of all Web of Science publicetiof the document types article
and review published in 37 information science i@als in the period 1999-2008 (for
the list of journals, see Van Eck et al., 2010, l&4dl). Publications without references
were not included. We then extended the initialafgbublications with all Web of
Science publications in the period 1999-2008 cligdor referring to at least five
publications in the initial set of publications. tinis way, we ended up with a set of
9948 publications. For each publication in this set counted the number of citations
from other publications in the set. We selected 1842 publications with at least
eight citations for further analysis. For these lmalbons, we determined the number
of co-citation links and the number of bibliograplzioupling links. These two types
of links were added together and served as inpubdth our mapping technique and
our clustering technigueln the case of our clustering technique, we tred a
number of different values for the resolution paeteny. After some experimenting,
we decided to set this parameter equal to 2. Tinreet! out to yield a clustering with a
satisfactory level of detail.
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Figure 1. Combined mapping and clustering of thd2l2nost frequently cited
publications that appeared in the field of inforatscience in the period 1999-
2008. Publications are labeled with the name offitts¢ author. Colors are used to
indicate clusters.

! For other bibliometric studies of the field of amfation science at the level of individual
publications, we refer to Astrém (2007) and Chéekive-SanJuan, and Hou (in press).

2 Our techniques for mapping and clustering bothuiregsolving an optimization problem. In the case
of mapping, we minimized (3) using a majorizatidgoaithm (similar to Borg & Groenen, 2005,
Chapter 8). In the case of clustering, we maximigdusing a top-down divisive algorithm combined
with some local search heuristics.



The combined mapping and clustering shown in Figupeovides an overview of
the structure of the field of information sciendée left part of the map represents
what is sometimes referred to as the informaticgkisg and retrieval (ISR) subfield
(Astréom, 2007), and the right part of the map repngs the informetrics subfield. The
distinction between these two subfields is well wnoand has been observed in a
number of studies (e.g., the influential study ofit¢ & McCain, 1998). Within the
ISR subfield, a further distinction can be madenaen “hard” (system-oriented) and
“soft” (user-oriented) research (e.g., Astrom, 200¥ard ISR research is located in a
relatively small area in the upper left part of anap, while soft ISR research is
located in a much larger area in the middle anceldeft part of the map.

The clustering shown in Figure 1 consists of 25tets. The distribution of the
number of publications per cluster has a mean of 48d a standard deviation of
31.5. There is one very small cluster consistinguet two publications. These two
publications are concerned with the use of inforomascience techniques to support
biological research. The largest cluster consists28 publications. The publications
in this cluster deal with citation analysis and somelated bibliometric and
scientometric topics. Out of the 25 clusters, eighisters are used to cover the
informetrics subfield. We have examined these elssin more detail. A summary of
the contents of the eight informetrics clustensr@vided in Table 1.

Table 1. Summary of the contents of the eight mikeftrics clusters. The four authors
with the largest number of publications in a clustes listed as important authors.

No of pub. Important authors Main topics

123 Rousseau, R.; Glanzel, W.; Moed, Citation analysis; research evaluation;
H.F.; Van Raan, A.F.J. general scientometric topics

101 Thelwall, M.; Vaughan, L.; Bar-llan, Webometrics
J.; Wilkinson, D.

73 Leydesdorff, L.; Chen, C.M.; White, Mapping and visualization of science
H.D.; Small, H.

53 Egghe, L.; Burrell, Q.L.; Daniel, h-index; citation distributions; Google
H.D.; Glanzel, W. Scholar

48 Glanzel, W.; Cronin, B.; Bozeman, Scientific collaboration; co-authorship
B.; Shaw, D.

46 Meyer, M.; Leydesdorff, L.; Tijssen, Science and technology studies; patent
R.J.W.; Zimmermann, E. analysis

26 Nisonger, T.E.; Cronin, B.; Shaw, Studies of the library and information
D.; Wilson, C.S. science field

14 Newman, M.E.J.; Barabasi, A.L.; Complex networks; scientific
Albert, R.; Jeong, H. collaboration networks

The results presented above illustrate an appbicadf our unified approach to
mapping and clustering. Our approach seems to geldccurate and detailed picture
of the structure of the field of information sciendhe interested reader is invited to
examine the results in more detaiwatw.ludowaltman.nl/unified_approacHdn this
web page, the combined mapping and clustering shoviaigure 1 can be inspected
using the VOSviewer software (Van Eck & Waltmanpness). The clustering is also
available in a spreadsheet file.

5. Conclusions

Mapping and clustering are complementary to ealsroMapping can be used to
obtain a fairly detailed picture of the structufeadibliometric network. For practical
purposes, however, the picture will usually be rretstd to just two dimensions.



Hence, relations in more than two dimensions wslhally not be visible. Clustering,
on the other hand, does not suffer from dimensiogsdtictions. However, the price to
be paid is that clustering works with binary rathigan continuous dimensions. As a
consequence, clustering tends to provide a ratbarse picture of the structure of a
bibliometric network®

Given the complementary nature of mapping and etusg and given the frequent
combined use of mapping and clustering technigues, believe that a unified
approach to mapping and clustering can be highlyalde. A unified approach
ensures that the mapping and clustering technigoneshich one relies are based on
similar ideas and similar assumptions. By takingnéied approach, inconsistencies
between the results produced by mapping and cingtechniques can be avoided.

In this paper, we have elaborated a proposal fonihed approach to mapping
and clustering. Our proposal unifies the VOS magpathnique with a weighted and
parameterized variant of modularity-based clusterifss discussed elsewhere (Van
Eck & Waltman, 2007; Van Eck et al., 2010), the V@8pping technique is closely
related to the well-known technique of multidimemsl scaling, which has a long
history in the statistical literature (for an exdam overview, see Borg & Groenen,
2005). Modularity-based clustering, on the othendhas a recent result from the
physics literature (Newman, 2004a, 2004b; Newmaai&an, 2004). It follows from
this that our proposed unified approach establishesnnection between on the one
hand a long-lasting research stream in the fieldtafistics and on the other hand a
much more recent research stream in the field g$iph.

Our unified approach to mapping and clustering lbanespecially useful when
multiple maps of the same domain are needed, dagltifferent level of detail. For
example, when bibliometric mapping is used for sogepolicy purposes, two maps
may be needed. On the one hand a detailed map enagduled that can be carefully
validated by experts in the domain of interest, andthe other hand a much more
general map may be needed that can be providedédnce politicians and research
managers. The former map may show the individudesan a bibliometric network,
while the latter map may show clusters of nodegeégxvalidation, which is a crucial
step in the use of bibliometric mapping for sciepoéicy purposes (Noyons, 1999),
of course only makes sense when the map preseatatbrhain experts shows
essentially the same structure of the domain cérast as the map presented to
science politicians. A unified approach to mappamgd clustering helps to avoid
discrepancies between maps constructed at difféegets of detail. In that way, a
unified approach facilitates the use of biblionetmapping in a science policy
context.

In the latest version of our freely available VO&wer software (Van Eck &
Waltman, in press; seeww.vosviewer.corjy we have incorporated algorithms that
implement our unified approach to mapping and elust). Open source algorithms to
be run in MATLAB are available atww.ludowaltman.nl/unified_approach/

% In this paper, we have been concerned with climgtetechniques that require each node in a
bibliometric network to be assigned to exactly arester. These are the most commonly used
clustering techniques. We have not discussed cingtéechniques that allow nodes to be assigned to
multiple clusters (e.g., Fortunato, 2010, Sectid). The latter techniques provide a more detailed
picture of the structure of a bibliometric network.
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Appendix A

In this appendix, we prove that in the case of telusg minimizing (3) is
equivalent to maximizing (6) with weightg; given by (7). Using (1) and (5), it can
be seen that (3) can be rewritten as

V(X,..or X,) :12(1—5(xi,xj)){1 ame; _ ] (8)
Vis y Cc,

wheredx;, X;) equals 1 ifx = x and 0 otherwise. Let us define

\7(x1,...,xn):—V—ZV(xl,...,xn)+—Z( v J 9)

2m 2mi3;

Notice that (9) is obtained from (8) by multiplyingth a constant and by adding a
constant. The multiplicative constant is always migga It follows from this that
minimizing (8) is equivalent to maximizing (9). Satibuting (8) into (9) yields

~ 1 2mc..
V(X X ) == O(X, X)) ———)]|. 10
(% ) Zm; (% ,)( oc yj (10)
We have now shown that minimizing (3) is equivaléot maximizing (10).
Furthermore, (10) can be rewritten as (6) with \W&sgw; given by (7). This
completes the proof.

Appendix B

Our proposed clustering technique can be seenvesiginted and parameterized
variant of modularity-based clustering. Modulafiiggsed clustering maximizes (6)
with weightsw;; that are set equal to 1. Our clustering technigagimizes (6) with
weightsw;; that are given by (7). In this appendix, we prevah illustration of the
effect of the weightsy; in (7).

Consider a network af = 31 nodes. Let

10 ifl<i<l0andl< j<l10andi # |

100 ifll<i<?20andll< j<20andi# j

c = 100 if 21<i<30and21< j<30andi # j (1)
' 120 if A<i<10andj=31or(i =31landl< j<10)

50 if (11<i<20andj=3)or(i =31landll< j<20)

0 otherwise.

Our clustering technique (with the resolution pagten y set equal to 1) and
modularity-based clustering both identify threestbus. They both produce a cluster
that contains nodes 1, ,..10, another cluster that contains nodes 11,20, and a
third cluster that contains nodes 21, ..., 30. Howethe two clustering techniques do
not agree on the cluster to which node 31 shouldassigned. Our clustering
technique assigns node 31 to the same clusterdesr .., 10, while modularity-
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based clustering assigns node 31 to the same rclastenodes 11, ..., 20. The
disagreement on the assignment of node 31 is dtieeteffect of the weighta; in
(7). It follows from (7) that, compared with modrtg-based clustering, our
clustering technique gives less weight to nodes witlarger total number of links.
Nodes 11, ..., 20 have a much larger total numbéink$ than nodes 1, ..., 10, and
compared with modularity-based clustering our @tisg technique therefore gives
less weight to nodes 11, ..., 20 and more weightades 1, ..., 10. Node 31 is
strongly associated both with nodes 1, ..., 10 arnti wodes 11, ..., 20. However,
due to the difference in weighting, our clusterieghnique assigns node 31 to the
same cluster as nodes 1, 10 while modularity-based clustering assigns n@t¢o
the same cluster as nodes 11, ..., 20.

Which of the two assignments of node 31 is to lefgored? The total number of
links of nodes 11, ..., 20 is almost an order of niagle larger than the total number
of links of nodes 1, ..., 10, but the number of litdetween node 31 and nodes 11, ...,
20 is only 2.5 times larger than the number ofdibletween node 31 and nodes 1, ...,
10. Hence, from a relative point of view, node 3% Imore links with nodes 1, ..., 10
than with nodes 11, ..., 20. Based on this obsemvatiesigning node 31 to the same
cluster as nodes 1, ..., 10 seems preferable toraisgigode 31 to the same cluster as
nodes 11, ..., 20. Hence, we believe that, at leat$tis particular example, the results
produced by our clustering technique are preferdblahe results produced by
modularity-based clustering.
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