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Is more always better?
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Is more always better? We address this question iodhixt of bibliometric indices that aim to assess
the scientific impact of individual researchers by countimeir number of highly cited publications.
We propose a simple model in which the number of citationa pfiblication correlates with the
scientific impact of the publication but also depends onrdthedom’ factors. Our model indicates
that more need not always be better. It turns out that & mfluential researchers may have a
systematically lower performance, in terms of highlied publications, than some of their less
influential colleagues. The model also suggests an improvgaf@unting highly cited publications.

1. Introduction

When bibliometrics is used for research assessnpemposes, a general
presumption seems to be that more is always béditermore publications, the better;
the more citations, the better. At the same tirertd is an increasing awareness that
‘more is always better’ should not be taken toerdtly. For instance, interpreting the
number of citations of a publication as approximate measure of the scientific
impact of the publication, having more citationggmotalways coincide with having
more impact. Publications with more citations noeayaverage have more impact, but
individual publications may deviate from this pattern. Onaldchypothesize, for
instance, that authors of a publication tend toyagubstantial part of their reference
list from the reference lists of earlier publicaty often without paying serious
attention to the contents of the referenced wo8imkin & Roychowdhury, 2003,
2005). If there is indeed some truth in this idéagdoes not seem unlikely that
publications sometimes become highly cited withactually having a lot of impact



on the progress of science. What this illustraesthiat there exists no perfect
relationship between scientific impact and citagioimstead, the relationship between
scientific impact and citations is noisy. In adalitito scientific impact, there are many
other factors that influence a publication’s numbércitations (e.g., Bornmann &

Daniel, 2008; Moed, 2005; Nicolaisen, 2007). Irstpaper, we will interpret these
other factors as ‘random effects’ in the relatiopshetween scientific impact and

citations.

Also when assessing the scientific impact of anvoewof publications rather than
a single individual work, the more-is-better idé@@ld be treated with care. It is not
obvious, for instance, whether comparing the oeuvaketwo researchers based on
each researcher’s total number of citations is @dgapproach. One researcher may
have more citations than another researcher, lmdud be that the latter researcher
has authored a number of highly cited publicatioinile the former researcher has
earned his citations by producing an extensive @eaensisting exclusively of lowly
and moderately cited works. In this situation, teeearcher with the highly cited
publications may actually have been more influéntikespite his smaller overall
number of citations. When assessing a researcéestific impact based on the total
number of citations of his publications, the imgleEssumption is that the number of
citations of a publication is proportional to thaestific impact of the publication.
This is a rather strong assumption. As argued byalRan and Wagstaff (2011), the
true relationship between scientific impact andt@ns may well be non-linear.

In recent years, a large number of bibliometridaed were introduced that may
serve as an alternative to counting a researchmd$ number of citations. The best-
known example is of course theindex (Hirsch, 2005). This index is robust both to
publications with only a small number of citatioasd to publications with a very
large number of citations. This robustness is oftemsidered a strong property of the
h-index. Unfortunately, however, theindex has other properties that are difficult to
justify and that may cause inconsistencies in thsults produced by the index
(Waltman & Van Eck, 2012). An attractive alternatito theh-index is the highly
cited publications (HCP) index (Bornmann, 2013; ivan & Van Eck, 2012). This
index counts the number of publications of a redearthat have received at least a
certain minimum number of citations (e.g., Plom®9@, 1994). The HCP index has a
similar robustness property as theindex, but it does not suffer from the

inconsistencies of this index.



In this paper, our focus is on the HCP index. Thsearch question that we
consider is whether more is always better when wogimighly cited publications. To
address this question, we introduce a simple madethe relationship between
scientific impact and citations. The model showat,ts a consequence of the above-
mentioned random effects in the relationship betwssentific impact and citations,
the answer to our research question is negativiseif, this may not be considered
surprising. When working with small numbers of paéiions, it is to be expected that
random effects may cause deviations from the nmefeetter principle. For instance, a
researcher with one highly cited publication neetlaiways be more influential than
a researcher who does not have any highly citedigations. However, what our
model reveals is that random effects may resuttemiations from the more-is-better
principle that are of a systematic nature. Thesgatlens occur even when dealing
with large numbers of publications. In concretantgrthe model demonstrates how
random effects in the relationship between scientifipact and citations may lead to
paradoxical situations in which the most influehtesearchers have a systematically
lower performance, in terms of highly cited pubficas, than some of their less
influential colleagues. The model also suggests ttwvHCP index can be modified
to avoid these paradoxical situations.

Before proceeding with our analysis, it is impottememphasize that the problem
studied in this paper does not relate specificalyhe HCP index. We focus on the
HCP index because it is an important bibliometnideix that, due to the simplicity of
its definition, can be analyzed in a convenient wégwever, findings similar to ours

can be made for other bibliometric indices as well.

2. More need not always be better

A crucial distinction in our analysis is betweere thumber of citations of a
publication and a publication’s scientific impaar the purpose of our analysis, what
exactly is understood by the term ‘scientific impas not so important, although it
should be clear that impact is not simply synonyshowith citations. One
interpretation one could give to the notion of atiféec impact is the contribution of a
publication to the long-term progress of scienceother interpretation could focus
more on the influence a publication has in the t&morerm. Short-term scientific
impact can probably be expected to be more stroogiyelated with citations than

impact in the longer term. In our analysis, we wgke the notion of scientific impact



in a general way, without being very specific abitwet type of impact that we have in
mind.

We now introduce a simple model of the relationdbgween scientific impact
and citations. Suppose we want to measure the lbverntific impact of a
researcher, and assume that a researcher’s oseietitific impact is determined by
the number of high-impact publications the researdias produced. We define a
high-impact publication as a publication that bg®ro the top 10% of its field in
terms of its scientific impact. Publications tHadsed on their scientific impact, do not
belong to the top 10% of their field are referredas low-impact publications. We
assume the scientific impact of low-impact publi@as to be negligible.

The scientific impact of a publication cannot beedily observed, and we
therefore look at the number of citations of a patlon. We distinguish between two
classes of publications: Publications that belanthe top 10% of their field in terms
of citations and publications that, based on thamber of citations, do not belong to
the top 10% of their field. We refer to publicatsoobelonging to the top 10% most
frequently cited of their field as highly cited pigations! Publications that do not
belong to the top 10% most frequently cited ofitiieid are referred to as lowly cited
publications. Counting the number of highly citagbfications of a researcher yields
the above-mentioned HCP index.

In an ideal world in which there is a perfect ctatien between the scientific
impact of a publication and a publication’s numbércitations, being highly cited
coincides with having a high impact. In other wordach highly cited publication is
also a high-impact publication, and the other wapuad. In such an ideal world, the
HCP index perfectly indicates the number of higlpétt publications of a researcher,
and the index therefore always provides a corrassessment of a researcher’s
scientific impact.

However, as we have already discussed, the idageffect relationship between
scientific impact and citations is difficult to jiifg. Some publications are highly cited
even though they have only a limited scientific aop Conversely, some publications
belong to the top 10% highest impact publicatiohtheir field even though they do
not belong to the top 10% most highly cited pulilamas of their field. A possible

! For the purpose of our analysis, practical difficultiesletermining whether a publication belongs to
the top 10% most frequently cited of its field (Waltm& Schreiber, in press) can be ignored.



scenario is illustrated in Table 1. In this scemaB% of the publications in a field
have a high impact and are also highly cited, whie of the publications have a high
impact but are not highly cited and another 7%hefpublications are highly cited but
do not have a high impact. The remaining 83% ofpthielications have a low impact

and are also lowly cited.

Table 1. lllustration of a scenario in which thex@o perfect relationship between the

scientific impact of a publication and a publicatenumber of citations.

Lowly cited pub. Highly cited pub Total
Low-impact pub. 83% 7% 90%
High-impact pub. 7% 3% 10%
Total 90% 10% 100%

In the scenario illustrated in Table 1, we may héwe following interesting
situation. Suppose we have two researchers, résgatcand researcher B (see Table
2). Researcher A has produced 100 publications,oflthem of high impact.
Researcher B has produced 500 publications, sdifives as many as researcher A,
but none of these publications has been of a migiact. Given our assumption that a
researcher’s overall scientific impact is deterrdin®/ the number of high-impact
publications the researcher has produced, we narstiude that researcher A has
been highly influential while the scientific impaaft researcher B has been negligible,

despite the large publication output of this reseer.

Table 2. Some researchers that are used to iltasth@ consequences of different

approaches to counting highly cited publications.

Number of publications Number of publications
low-impact high-impact lowly cited highly cited
Researcher A 0 100 70 30
Researcher B 500 0 461 39
Researcher C 50 200 186 64
Researcher D 270 70 298 42

The interesting question is whether the HCP inderfioms this conclusion.
Given the percentages reported in Table 1, we gpact researcher A to have (3% /

10%) x 100 = 30 highly cited publications. For researdBethe expected number of



highly cited publications is (7% / 90%) 500 = 39. If researchers A and B indeed
each have their statistically expected number gillyi cited publications, we end up
in the paradoxical situation in which the HCP indedicates that researcher B, with
an HCP value of 39, appears to be more influethiah researcher A, with an HCP
value of 30. Hence, the HCP index provides an mmbrassessment of the scientific
impact of the two researchers. Moreover, this irexrassessment is not caused by an
incidental statistical fluctuation. Since researshéd and B each have their
statistically expected number of highly cited poations, the HCP index is
systematically wrong in situations like ours.

So why does the HCP index in certain situationwipie systematically incorrect
assessments of researchers’ scientific impact? i§thgcause, as long as there is no
perfect relationship between scientific impact aitdtions, a researcher with a given
number of high-impact publications can always bgedormed, in terms of highly
cited publications, by another researcher with ficsently large number of low-
impact publications. Low-impact publications arssldikely to become highly cited
than high-impact publications, but by producingslof low-impact publications it is
still possible to obtain a large number of highited publications. What the above
scenario demonstrates is that more need not allaysetter when counting highly
cited publications. There can be systematic deonatifrom the more-is-better
principle. In particular, the HCP index may oveirstte the scientific impact of
researchers who focus on producing lots of pubtioat without paying much
attention to the impact of their work.

Table 3 shows a generalization of the scenaricstitded in Table 1. The
parametera determines the degree to which scientific impaatl @itations are
correlated. A perfect correlation is obtained bytisg a equal to zero. The other
extreme is to sett equal to 0.09, in which case scientific impact aitdtions are
completely uncorrelated and the number of citatiohsa publication provides no
indication at all of the scientific impact of theauldication. The absence of any
correlation between scientific impact and citatiémsa = 0.09 follows from the fact
that settingn equal to 0.09 causes each cell in Table 3 to baldq the product of
the corresponding row and column totals. The pdggibf settinga equal to a value
above 0.09 can be ignored. This would lead to niy@ausible situation of a negative

correlation between scientific impact and citatioBsttinga equal to 0.07 yields the



scenario illustrated in Table 1. In the end, thtu®aof a that one considers most
realistic depends on how much trust one has irathigy of citations to indicate the

scientific impact of a publication. It also depemasthe exact interpretation that one
gives to the notion of scientific impact (e.g., mepin the short term vs. impact in the

long term).

Table 3. Scientific impact vs. citations. The pagtena determines the degree of

correlation (< a < 0.09).

Lowly cited pub. Highly cited pub, Total
Low-impact pub. 0.9 -a o 0.9
High-impact pub. a 0.1-a 0.1
Total 0.9 0.1 1

Based on Table 3, it can be seen that produaindpigh-impact publications on
average Yields [(0.1 &) / 0.1] x ny, highly cited publications. Similarly, producing
ny low-impact publications on average yields/[0.9] x n.; highly cited publications.
It follows that obtaining a single highly cited pgigation on average requires 1 /[(0.1
—a) / 0.1] high-impact publications or 1d | 0.9] low-impact publications. Clearly,
the lower the value ofi, the more the HCP index rewards the productioiigh-
impact publications. Nevertheless, for any non-zatue ofa, a researcher with a
given number of high-impact publications can beteysitically outperformed, in
terms of highly cited publications, by a researchvath lots of low-impact
publications. More precisely, a researcher who ypeed more than [(0.1e) / 0.1] /
[a/0.9]% ny = (0.9 — @) / a x ny low-impact publications on average outperforms
a colleague producingy high-impact publications. Of course, if the valiea is
close to zero, the number of low-impact publicasiorequired to outperform a
researcher withny, high-impact publications becomes very large, angractice it

may not be possible to have such a large publicatidput.

3. An improved counting approach

An obvious question is whether the HCP index cambdified in such a way that

it no longer suffers from systematic errors in #ssessment of researchers’ scientific



impact. In other words, is it possible to developiraproved way of counting highly
cited publications?

One possibility might be to move from a size-deamdHCP index to a size-
independent one. In that case, instead of calagjatihe number of highly cited
publications of a researcher, one would calculatesaarcher’'groportion of highly
cited publications. In some situations, this wonldeed lead to improved results. For
instance, consider the scenario illustrated in &ab] and take the situation of
researchers A and B, as discussed in the prevemni®n (see Table 2). Researcher A
has produced 100 high-impact publications, of wt80hare highly cited. Researcher
B has produced 500 low-impact publications, of wWwh89 are highly cited. As we
have seen, when looking at a researcher's numbehighfly cited publications,
researcher B outperforms researcher A, even thoesgarcher B’s scientific impact
is negligible compared with researcher A’s. Nowmge we look at the proportion of
highly cited publications of a researcher, thatisesearcher’'s number of highly cited
publications divided by his total number of publioas. Researcher A has 30/ 100 =
30% highly cited publications, while researcher & tonly 39 / 500 = 7.8% highly
cited publications. Hence, when looking at a resdears proportion of highly cited
publications, researchers A and B are ranked ciyreith respect to each other.

Unfortunately, a size-independent HCP index also grablems. To demonstrate
this, we introduce a third researcher, researchi@e€ Table 2). Suppose researcher C
has produced 200 high-impact publications and B8itopact ones. In line with the
percentages reported in Table 1, this has resultéd%6 / 10%)x 200 + (7% / 90%X
50 = 64 highly cited publications. Since researcheras produced twice as many
high-impact publications as researcher A, resear€le scientific impact is also
twice as large as researcher A’s. However, researéh has 30% highly cited
publications, while researcher C has only 64 / (2080) = 25.6% highly cited
publications. Hence, according to a size-independ#@P index, researcher A
outperforms researcher C. It is clear that thisams incorrect assessment of the
scientific impact of the two researchers.

The fundamental problem of a size-independent H@eX is that productivity is
not rewarded. If two researchers have the sameopiop of highly cited
publications, their scientific impact is assessetid the same as well. This makes no

sense if one researcher for instance has a twitar@e publication output as another



researcher. Other things equal, the scientific chp&a researcher should be assessed
proportionally to his publication output. If onesearcher has both twice as many
highly cited and twice as many lowly cited publioas as another researcher, then
the scientific impact of the former researcher $thdne assessed to be twice as large
as the scientific impact of the latter researchesize-independent HCP index fails to
take such productivity considerations into account.

There turns out to be a better way in which the H@fex can be modified to
make sure that it provides proper assessmentsseairehers’ scientific impact. The
HCP index can be seen as a weighted sum of thécptibhs of a researcher, where a
highly cited publication has a weight of one whidowly cited publication has a
weight of zero. We now show that the weights useithé HCP index can be modified
in such a way that on average the HCP value ofeareher is exactly equal to the
number of high-impact publications the researclasrgroduced.

Our starting point is the general scenario showmahle 3, with the parameter
(0 < a < 0.09) determining the degree to which scientifipact and citations are

correlated. We propose to weight highly cited pedtions by

0.1o. — 009
W, =——m—— 1
" a-00¢8 @)
and lowly cited publications by
0.1o

W, = : 2
* a-0.09 @)

Hence, the HCP value of a researcher is given by
HCP=n W +NycWic 3)

wheren ¢ andnyc denote the number of lowly and highly cited puddiicns of the
researcher. Notice that settiogequal to zero yieldsvyc = 1 andw.c = 0, which
means that (3) reduces to the standard HCP indmusked in the previous section.

Notice also thatvyc andw,c are not defined ift is set equal to 0.09. As we have seen



in the previous section, it is set equal to 0.09, the number of citations of a
publication does not provide any indication of gegentific impact of the publication.

Suppose a researcher has produsgdhigh-impact publications and,, low-
impact publications. The expected HCP value ofrdsearcher calculated using (1),
(2), and (3) then equais. This can be seen as follows. Based on Table &bian

0l1-a o
E(nye) = T Ny + @ n, (4)

and

09-a

—NnN
0.9

o
E(ne) = EnHI + Ll (5)

where E(*) denotes the expected value operattwildivs from (3) that
E(HCP)=E(n )W +E(Myc)Wic - (6)
Substitution of (1), (2), (4), and (5) into (6) uéis in
E(HCP)=n,. (7)

This proves that on average the HCP value of aareker calculated using (1), (2),

and (3) is exactly equal to the number of high-iotgaublications the researcher has
produced. Unlike the standard HCP index, our medifiCP index therefore does not
suffer from systematic errors in the assessmergsgfarchers’ scientific impact.

To understand the mechanism of our modified HCExndt is important to see
thatw,c in (2) is always negative (exceptoifis set equal to zero). Hence, lowly cited
publications are given a negative weight in our ified HCP index. Other things
equal, the more lowly cited publications one hhas,lower one’s HCP value. Why do
we give a negative weight to lowly cited publicas@ Given our assumption that the
scientific impact of low-impact publications is tigghle, we want the contribution of

a low-impact publication to a researcher's HCP ®alo be zero on average.
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However, due to random effects in the relationghgtween scientific impact and
citations, some low-impact publications end up beimghly cited, and these
publications make a positive contribution to a aesker's HCP value. To compensate
for this, we give a negative weight to lowly citedblications. This negative weight is
chosen in such a way that on average the contibati a low-impact publication to a
researcher's HCP value is zero. For a high-impadbligation, we want the
contribution to a researcher’s HCP value to be @amaverage. Using the weights in
(1) and (2), we accomplish both of our objectivesw-impact publications make an
average contribution of zero, and high-impact matlons on average contribute one.

Finally, there is an interesting property of ourdified HCP index that we want
to demonstrate. We again consider the scenargtrifited in Table 1. Let us introduce
a new researcher, researcher D (see Table 2). Seipipis researcher has produced 70
high-impact publications and 270 low-impact onestHis way, he has obtained the
expected number of (3% / 10%) 70 + (7% / 90%)x 270 = 42 highly cited
publications. His remaining 70 + 270 — 42 = 298|malions are lowly cited. Setting
a equal to 0.07 in (1) and (2), we obtamc = 4.15 andwv c = —0.35. Using (3), we
then find that the HCP value of researcher D eqR@8&x (-0.35) + 42x 4.15 = 70.
Hence, as expected, researcher D's HCP value edjglsumber of high-impact
publications. A similar calculation can be made fesearcher A introduced earlier
(see Table 2). Recall that this researcher hasupezti100 high-impact publications,
which has resulted in 30 highly cited publicati@ml 70 lowly cited ones. Based on
his number of highly and lowly cited publicatiomge obtain a HCP value of 100 for
researcher A, which is exactly the number of higipact publications this researcher
has produced. Comparing researchers A and D, oulified HCP index correctly
identifies researcher A as the one with the lasgerntific impact.

What is interesting in the comparison of reseacieand D is that researcher A
is outperformed by researcher D in terms of boghlyi cited publications (30 vs. 42)
and lowly cited publications (70 vs. 298). Intudly, this may seem sufficient
evidence to conclude that researcher D must halager scientific impact than
researcher A. However, as we have seen, reseafclerthe one with the larger
scientific impact. Hence, based on simple moreeigen logic, one would easily draw
an incorrect conclusion in the comparison of reseens A and D. By deviating from

the more-is-better logic, our modified HCP indeaalees the correct conclusion.
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4. Discussion and conclusion

The more-is-better principle plays a central rolevaluative bibliometrics. In this
paper, we have given examples of situations in whiore need not always be better.
When the overall scientific impact of researchersléetermined by their number of
high-impact publications, having more highly citedblications need not always
coincide with having a larger scientific impact.iis caused by random effects in
the relationship between scientific impact andtictes. The stronger these random
effects, the more difficult it becomes to maintaime more-is-better principle.
Importantly, the deviations from the more-is-befteénciple that we have studied are
of a systematic nature. They do not simply reswtimf incidental statistical
fluctuations. This shows that, contrary to what stmes seems to be claimed (e.qg.,
Van Raan, 1998), random effects in citations neetdcancel out. Instead, random
effects may have systematic consequences, at Veash using certain types of
bibliometric indices.

The model that we have analyzed in this paper tiemely stylized. On the one
hand this makes the model easy to study, but owttier hand it also means that the
model has significant weaknesses. The most imporeakness may be that the
scientific impact of a publication is assumed toabbinary variable: A publication
either does or does not have scientific impactdugh this is of course an unrealistic
assumption, it does match well with the idea ofrntmg highly cited publications,
which also relies on a binary distinction, albeased on citations rather than impact.
Future work could focus on constructing more dethimodels of the relationship
between scientific impact and citations to find aoter what types of conditions our
findings do or do not remain valid.

We emphasize that we consider the modified HCPxindigoduced in Section 3
to be mainly of theoretical interest. To obtain ppiate weights for lowly and
highly cited publications, one would need to havealistic value for the parameter
It is not evident how such a value could be deteemiiempirically. Moreover, our
modified HCP index is completely based on our \@nyple model of the relationship
between scientific impact and citations. This makes index vulnerable to the
weaknesses of this model.

Nevertheless, we do believe that our modified HQEex provides some

interesting insights. The index illustrates how dam effects in the relationship
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between scientific impact and citations can beemted for while staying within the
framework of simple additive indices with their nyaattractive properties (Marchant,
2009; Ravallion & Wagstaff, 2011). In addition, aaodified HCP index introduces
the idea of giving a negative weight to certain lmabions, not because these
publications have a negative impact, but simplyaakind of correction factor to
ensure that the index on average produces corescits. We emphasize that the
insights we have obtained for HCP indices may baiegible to other bibliometric
indices as well.

We hope that this paper will stimulate more redeanto the development of
bibliometric indices within a model-based frameworik particular within a
framework in which the relationship between citai®n the one hand and concepts
such as scientific impact and scientific qualitytbe other hand is made explicit (see
also Ravallion & Wagstaff, 2011).
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