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Towards a new crown indicator:
Some theoretical considerations

Ludo Waltman, Nees Jan van Eck, Thed N. van Leepywen
Martijn S. Visser, and Anthony F.J. van Raan

Centre for Science and Technology Studies, Leiddmddsity, The Netherlands
{waltmanlr, ecknjpvan, leeuwen, visser, vanraan}@xleidenuniv.nl

The crown indicator is a well-known bibliometricdicator of research performance developed by our
institute. The indicator aims to normalize citatioounts for differences among fields. We critically
examine the theoretical basis of the normalizati@thanism applied in the crown indicator. We also
make a comparison with an alternative normalizati@thanism. The alternative mechanism turns out
to have more satisfactory properties than the nmshrmapplied in the crown indicator. In particular,
the alternative mechanism has a so-called consigteroperty. The mechanism applied in the crown
indicator lacks this important property. As a cansmce of our findings, we are planning to move
towards a new crown indicator, which relies ondahiernative normalization mechanism.

1. Introduction

It is well known that in some scientific fields thgerage number of citations per
publication (within a certain time period) is muaigher than in other scientific fields.
This is due to differences among fields in the agernumber of cited references per
publication, the average age of cited referenced,the degree to which references
from other fields are cited. In addition, biblioghac databases such as Web of
Science and Scopus cover some fields more extdéydivan others (e.g., Moed,
2005). Clearly, other things equal, one will findhigher average number of citations
per publication in fields with a high database ecage than in fields with a low
database coverage.

In citation-based research performance evaluatibis crucial that one carefully
controls for the above-mentioned differences anfaids. This is especially the case
for performance evaluations at higher levels ofraggtion, such as at the level of
countries, universities, or multi-disciplinary raseh groups. In performance
evaluation studies, our institute, the Centre farece and Technology Studies
(CWTS) of Leiden University, uses a standard sebibfiometric indicators (Van
Raan, 2005). Our best-known indicator, which weallgurefer to as the crown
indicator, relies on a normalization mechanism #ats to correct for the above-
mentioned differences among fields. An indicatonikir to the crown indicator is
used by the Centre for R&D Monitoring (ECOOM) inuven, Belgium. ECOOM
calls its indicator the normalized mean citatioter@e.g., Glanzel, Thijs, Schubert, &
Debackere, 2009). Thomson Reuters uses an indimat@hich it refers as the crown
index or C-index (Thomson Reuters, 2008). This dattir relies on a similar
normalization mechanism as our crown indicator, lutorrects for differences
among journals rather than for differences amoeigl$i

The normalization mechanism of the crown indicdttasically works as follows.
Given a set of publications, we count for each jgaktibn the number of citations it
has received. We also determine for each publicatsoexpected number of citations.
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The expected number of citations of a publicatiouats the average number of
citations of all publications of the same docuntgpe (i.e., article, letter, or review)
published in the same field and in the same yearofjtain the crown indicator, we
divide the sum of the actual number of citationglbfublications by the sum of the
expected number of citations of all publications.

The normalization mechanism of the crown indicabais been criticized by
Lundberg (2007) and by Opthof and Leydesdorff (lesg): These authors have
argued in favor of an alternative mechanism. Aceaydio the alternative mechanism,
one first calculates for each publication the rafiagts actual number of citations and
its expected number of citations and one then ti#kesverage of the ratios that one
has obtained. Lundberg refers to an indicator tisas this mechanism as the item-
oriented field-normalized citation score averageisTindicator is used by Karolinska
Institute in Sweden (Rehn & Kronman, 2008). Simikaticators are used by Science-
Metrix in the US and Canada (e.g., Campbell, Ardbanit, & C6té, 2008, p. 12) and
by the SCimago research group in Spain (SCimagedrels Group, 2009).

In this paper, we present a theoretical comparisetween the normalization
mechanism of the crown indicator and the altereatnormalization mechanism
discussed by Lundberg (2007) and others. We foasicler two fictitious examples
that provide some insight into the differences lestw the mechanisms. We then
study the consistency (Waltman & Van Eck, 2009490 of the mechanisms. We
also pay some attention to the way in which ovemilag fields should be handled.
The main finding of the paper is that the alteneatormalization mechanism has a
more solid theoretical basis than the normalizatr@cthanism currently applied in the
crown indicator. As a consequence of this findi@/VTS is planning to move
towards a new crown indicator, which relies on #iternative mechanism. An
extensive empirical comparison between the two admation mechanisms is still
underway but will be reported soon.

2. Definitions of indicators

In this section, we provide formal mathematicalinigbns of the CPP/FCSm
indicator and of the MNCS indicator. The CPP/FC®nlidator has been used as the
crown indicator of CWTS for more than a decade. MICS indicator, where
MNCS is an acronym for mean normalized citationrec the new crown indicator
that CWTS is planning to adopt. The two indicatdifer from each other in the
normalization mechanism they use. Throughout thigep, we focus on the issue of
normalization for differences among fields. We dot rconsider the issue of
normalization for differences among document typesfor differences among
publications of different ages. However, at the ehthe paper, we will make some
brief comments on the latter issue.

Consider a set af publications, denoted by 1, .n, Let ¢ denote the number of
citations of publicationi, and lete denote the expected number of citations of
publicationi given the field in which publication has been published. Hena,
equals the average number of citations of all galibns published in the same field
as publication. The CPP/FCSm indicator, where CPP and FCSm aomaus for,
respectively, citations per publication and meatdftitation score, is defined as

1 See also our reply to Opthof and Leydesdorff (\R@man, Van Leeuwen, Visser, Van Eck, &
Waltman, 2010).
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The CPP/FCSm indicator was introduced by De Briint, Luwel, and Moed (1993)
and Moed, De Bruin, and Van Leeuwen (1995). A simihdicator, the normalized
mean citation rate, was introduced somewhat eadneBraun and Glanzel (1990).
The normalization mechanism of the CPP/FCSm indicgbes back to Schubert and
Braun (1986) and Vinkler (1986).

We now turn to the MNCS indicator. We define the GBlindicator as

(1)

1&c
MNCS==-) . (2)
e

The MNCS indicator uses the same normalization ie@sm as the item-oriented
field-normalized citation score average indicatotraduced by Lundberg (2007).
Comparing (1) and (2), it can be seen that the E@8M indicator normalizes by
calculating a ratio of averages while the MNCS d¢atlor normalizes by calculating an
average of ratioS.

Interestingly, the CPP/FCSm indicator can be regrrds a kind of weighted
version of the MNCS indicator. To see this, notltat (1) can be rewritten as

CPP/FCSnE 1Zvvi =, 3)
nsg e

wherew; is given by

\Ni:

&
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Hence, like the MNCS indicator, the CPP/FCSm ingicaan be written as an
average of ratios. However, unlike the MNCS indicathe CPP/FCSm indicator
does not weigh all ratios equally. Instead, it gimeore weight to ratios corresponding
with publications that have a higher expected nundfecitations. In other words,
fields with a high average number of citations ppablication have more weight in the
calculation of the CPP/FCSm indicator than fieldshva low average number of
citations per publication. This has also been ndigdLundberg (2007). In the
calculation of the MNCS indicator, all fields hatvee same weight, regardless of their
average number of citations per publication. Wd wdilme back to this difference
between the CPP/FCSm indicator and the MNCS inalidater on in this paper.

The CPP/FCSm indicator and the MNCS indicator asth Isize independent.
These indicators are intended to measure the awepagformance of a set of

21n a somewhat different context, formulas similar(1) and (2) were also studied by Egghe and
Rousseau (1996). Egghe and Rousseau refer to (1glabalizing quotient and to (2) as an averaging
guotient.



publications® Although in performance evaluation studies onealigdocuses on the
average performance of a set of publications, ttal tperformance of a set of
publications can be of interest as well. A natapproach to measuring the total
performance of a set of publications is to firsiasigre the average performance of the
set of publications and to then multiply the averpgrformance by the total number
of publications involved (Waltman & Van Eck, 20094Jhen average performance is
measured using the CPP/FCSm indicator, this apprpiatds

"¢
CPP/FCSmxn = Z—l (5)

dre/n

At CWTS, we refer to the indicator in (5) as thatbrforce indicator. This indicator is
for example used in our Leiden Ranking of univeesi{CWTS, n.d.). When instead
of the CPP/FCSm indicator the MNCS indicator isduger measuring average
performance, one obtains

TNCS=MNCSxn=Y3, (6)

i=1 €

We refer to this indicator as the TNCS indicatohene TNCS is an acronym for total
normalized citation score. The TNCS indicator imikr to what Lundberg (2007)
refers to as the total field-normalized citatioorgcindicator.

3. Example 1

The following fictitious example provides some gisi into the differences
between the CPP/FCSm indicator and the MNCS inglicéuppose we want to
compare the performance of two research groupgarels group A and research
group B. Both research groups are active in theesi@eld. This field consists of two
subfields, subfield X and subfield Y. Research gsoA and B have the same number
of publications, and they both have half of theiblications in subfield X and half of
their publications in subfield Y. The number of poétions and citations of the two
research groups in the two subfields is reportedable 1. For each subfield, the
expected number of citations of a publication soakported in the table.

Table 1. Number of publications (P) and citatio6$ ¢f research groups A and B in
subfields X and Y.

| Expected cit. per pub.  Research group A Researcipdso
Subfield X 10 P =100,C=1000 P =100,C=2200
Subfield Y 20 P =100, C=4000 P =100, C =2400

As can be seen in Table 1, research group B owtpesf research group A in
subfield X while research group A outperforms reseayroup B in subfield Y. The
question that we want to answer is which reseandupy has a higher overall

3 Citation-based indicators in fact measure only asmect of research performance, namely the aspect
of citation impact. Throughout this paper, we use termperformanceto refer specifically to the
citation impact of publications rather than to egst performance in general.
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performance. The CPP/FCSm indicator and the MNG&ator turn out to answer
this question differently.

According to the CPP/FCSm indicator, the overaifgenance of research group
A is higher than the overall performance of reseanoup B. This is shown in Table
2. Values of the CPP/FCSm indicator for each slibBeparately are also shown in
the table. Notice that research group B’s perforgeamm subfield X is higher than
research group A’s performance in subfield Y andat tihesearch group B’s
performance in subfield Y is higher than reseandug A’'s performance in subfield
X. Despite of this, the CPP/FCSm indicator stated tesearch group B has a lower
overall performance than research group A.

Table 2. Values of the CPP/FCSm indicator for redegroups A and B.

| Research group A Research group B

Subfield X 1.00 2.20
Subfield Y 2.00 1.20
Both subfields together 1.67 1.53

According to the MNCS indicator, the overall penfance of research group B is
higher than the overall performance of researclugrd. This is shown in Table 3.
Notice that for each subfield separately the MN@ddator yields exactly the same
results as the CPP/FCSm indicator. For both sulsfigbgether, however, the
indicators yield different results. In fact, theyea yield opposite rankings of the two
research groups.

Table 3. Values of the MNCS indicator for reseayobups A and B.

| Research group A Research group B

Subfield X 1.00 2.20
Subfield Y 2.00 1.20
Both subfields together 1.50 1.70

Why does the CPP/FCSm indicator favor researchpgfwver research group
B? This is because the CPP/FCSm indicator give® meight to subfield Y than to
subfield X while the MNCS indicator weighs both 8alals equally. This difference
can be seen by comparing (2) with (3) and (4) (Seetion 2). The CPP/FCSm
indicator and the MNCS indicator agree with eadiepthat an appropriate measure
of the performance of a single publication is tldior of the publication’s actual
number of citations and the publication’s expeatathber of citations. As indicated
by (2), the MNCS indicator calculates the perforoeanf a set of publications as an
unweighted average of the performance of the iddiai publications in the set. Since
in the case of research groups A and B the numb@ublications in subfield X
equals the number of publications in subfield Ye tINCS indicator weighs both
subfields equally. Unlike the MNCS indicator, thBRIFCSm indicator calculates the
performance of a set of publications as a weightestage of the performance of the
individual publications in the set. As indicated (8) and (4), publications with a
higher expected number of citations have a higheight. Since in subfield Y the
expected number of citations of a publication ighler than in subfield X, the
CPP/FCSm indicator gives more weight to subfielth&n to subfield X. In subfield
Y, research group A outperforms research group rigl, therefore the CPP/FCSm



indicator states that research group A has a higherall performance than research
group B.

Should publications be weighed differently depegdon their field, like the
CPP/FCSm indicator does? In general, we do notewelithis to be desirable.
Indicators such as the CPP/FCSm indicator and tNE®lindicator aim to correct for
differences among fields. To achieve this aim,rthmber of citations of a publication
should be normalized for differences among fieliswever, after this normalization
has been performed, there seems to be no reasmatqgublications from different
fields differently. Instead, after normalizationulgications from different fields
should be treated equally. This is exactly whatvi¢CS indicator does. By treating
publications from different fields differently, thePP/FCSm indicator introduces a
bias towards fields with high a expected numbaeaitations.

To further illustrate this point, suppose the numidfepublications and citations of
research groups A and B in subfields X and Y issgiby Table 4 rather than by
Table 1. Notice that the only thing that has chanigethat the actual and expected
numbers of citations in subfield Y have been diditby four. Since both for research
group A and for research group B the performancsach subfield separately has not
changed, it seems natural to also expect no changhe overall performance of the
research groups. In the case of the MNCS indic#itere are indeed no changes. In
the case of the CPP/FCSm indicator, however, reBegmoup A’s value decreases
from 1.67 to 1.33 while research group B’s valuer@ases from 1.53 to 1.87 (see
Table 5). This seems a counterintuitive result.héligh nothing substantive has
changed, the ranking of the two research groupsrdeiy to the CPP/FCSm indicator
has reversed.

Table 4. Number of publications (P) and citatio63 ¢f research groups A and B in
subfields X and Y. (Modified version of Table 1.)

| Expected cit. per pub.  Research group A Researcipdso
Subfield X 10 P =100,C=1000 P =100,C =2200
Subfield Y 5 P =100, C = 1000 P =100, C = 600

Table 5. Values of the CPP/FCSm indicator for resegroups A and B. (Modified
version of Table 2.)

| Research group A Research group B

Subfield X 1.00 2.20
Subfield Y 2.00 1.20
Both subfields together 1.33 1.87

4. Example 2

We now turn to another fictitious example that destmates some of the
differences between the CPP/FCSm indicator andlRES indicator. The example
also illustrates the policy relevant consequencieghe differences between the
indicators. Suppose the faculty of natural scierafesome university finds itself in
the following situation. The faculty is doing resdain two broad fields, chemistry
and physics. (For simplicity, we do not break ddwese fields into subfields.) When
differences among fields are corrected for, therabs and the physicists working at



the faculty turn out to perform equally well. Traan be seen from the second and
third column of Table 6.

Table 6. Number of publications (P) and citatiol®) (©f the chemists and the
physicists in the current situation and in two fatacenarios.

Expected  Current situation Scenario 1 Scenario 2

cit. per pub.
Chemistry 5 P =100, C = 500 P =100, C =900 P =€06500
Physics 10 P =100,C=1000 P =100,C=1000 PO=QG 1600

To increase the performance of the faculty, a écthiéamount of money is available.
The faculty wants to invest this money in new emept for either the chemists or
the physicists. The new equipment is expecteddease the average performance of
the publications of the faculty. The expected dffescshown in the last two columns
of Table 6. Scenario 1 shows what is expected ppér if the money is invested in
new equipment for the chemists, and scenario 2 shvavat is expected to happen if
the money is invested in new equipment for the [uiists.

Taking into account that in physics the expectednler of citations of a
publication is twice as high as in chemistry, iems that an investment in new
equipment for the chemists is preferable over &astment in new equipment for the
physicists! However, if an investment decision is made basethe expected effect
on the overall CPP/FCSm indicator of the facultye tavailable money will be
invested in new equipment for the physicists. Td@e be seen in Table 7. It follows
from this that the way in which the CPP/FCSm inthcaeflects the effects of the two
investment opportunities does not seem completdlgfactory.

Table 7. Values of the CPP/FCSm indicator in theani situation and in two future
scenarios.

| Current situation  Scenario1l  Scenario 2

Chemistry 1.00 1.80 1.00
Physics 1.00 1.00 1.60
Both fields 1.00 1.27 1.40

Suppose now that an investment decision is madedbas the expected effect on
the overall MNCS indicator of the faculty. As cae feen in Table 8, the available
money will then be invested in new equipment foe tbhemists. Given the
information that is available, this indeed seenasltst decision.

Table 8. Values of the MNCS indicator in the cutrsitiuation and in two future
scenarios.

| Current situation  Scenario 1 Scenario 2

Chemistry 1.00 1.80 1.00
Physics 1.00 1.00 1.60
Both fields 1.00 1.40 1.30

* An investment in new equipment for the physicigedds a larger increase in the absolute number of
citations of the faculty than an investment in reguipment for the chemists (600 vs 400). However,
when looking at the relative number of citations.(ithe number of citations after correcting fiefd
differences), an investment in new equipment ferchemists has a larger effect than an investment i
new equipment for the physicists (400 / 5 = 8008 610 = 60).



Why does the CPP/FCSm indicator favor an investrimenew equipment for the
physicists over an investment in new equipmentterchemists? This is again due to
the bias of the CPP/FCSm indicator towards fields & high expected number of
citations. In the above example, publications irygats have a higher expected
number of citations than publications in chemistig. the calculation of the
CPP/FCSm indicator, publications in physics areefmee overweighted compared
with publications in chemistry. As a consequenceglatively small increase in the
performance of publications in physics can lead telatively large increase of the
CPP/FCSm indicator.

5. Consistency of indicators

In this section, we study the consistency of odidators of interest. Consistency
is a mathematical property that bibliometric indoza may or may not have. In earlier
research (Waltman & Van Eck, 2009a, 2009b), it p@isted out that the well-known
h-index (Hirsch, 2005) does not have the propertyanfsistency.

We first introduce some mathematical notation.thetmultisetS be given byS=
{(c1, &), ..., Cn, &)}, Wheren is a positive integery, ..., C, are non-negative integers,
andey, ..., & are positive rational numbet$ denotes a set af publications, and;
ande denote, respectively, the actual and expected euwiicitations of publication
i in this set. Lek be defined as the set of all multis&tHence X denotes the set of
all possible (non-empty) sets of publications. His tpaper, we define a bibliometric
indicator as a function frora to the set of non-negative rational numbers.

We make a distinction between on the one hand siamgly of indicators of the
average performance of a set of publications andhenother hand consistency of
indicators of the total performance of a set oflaltions. We first consider the latter
type of consistency. We define this type of comsisy as follows.

Definition 1. Letf denote an indicator of the total performance sétof publications.
f is said to beonsistentf and only if

f(§) 2 1(S,) = 1(SD{(c.e)) = f(S, T{(c.e)}) (7)
forall S, S O Z, all non-negative integers and all positive rational numbegs

Informally, the definition states that an indicatdrtotal performance is consistent if
adding the same publication to two different sdt@ublications never changes the
way in which the indicator ranks the sets of puilans relative to each other. This
idea of consistency was also discussed by WaltmanVvan Eck (2009a, 2009b). A
similar idea was discussed by Marchant (2009a, RQO&ho referred to it as
independence rather than consistency.

It seems very natural to expect that an indicatdotal performance is consistent.
It can be readily seen that the TNCS indicator rafiin (6) is indeed consistent.
However, the brute force indicator defined in (5)rot consistent. To see this,
consider the following example. L& = {(3, 1)} and S = {(12, 6)}, and suppose a
publication with ¢, €) = (0, 2) is added to botly;, and S,. Before adding the
publication, the brute force indicator has a valti8 for S; and 2 forS,. After adding

® SinceS is a multiset rather than an ordinary set, thenelets ofS need not be unique. Hence, it is
possible thatq, &) = (g, g) fori #j.



the publication, the brute force indicator has meaf 2 forS and 3 forS,. Hence,
adding the same publication to ba&&handS, causes a reversal of the way in which
the brute force indicator ranks the two sets of lipgbons. This shows the
inconsistency of the brute force indicator.

We now turn to consistency of indicators of therage performance of a set of
publications. For indicators of average performanse use a slightly different
definition of consistency than for indicators offaioperformance.

Definition 2. Let f denote an indicator of the average performance et of
publicationsf is said to be&onsistentf and only if

f(S)21(S,) = f(ST{(c.e) 2 (S, T{(c.e) (8)

for all S, S [0 Z such that$,| = [5;| and for all non-negative integerand all positive
rational numbers.

According to this definition, an indicator of avgeaperformance is consistent if
adding the same publication to two different butialy large sets of publications
never changes the way in which the indicator rahkssets of publications relative to
each other. A similar idea, referred to as independ rather than consistency, was
discussed by Bouyssou and Marchant (2010).

Like for indicators of total performance, consisigralso seems an appealing
property for indicators of average performanceisitnot difficult to see that the
MNCS indicator indeed has the property of conssgefhe CPP/FCSm indicator,
however, does not have this property. This candsm s1sing the same example as
given above for the brute force indicator. In t@mple, adding the same publication
to bothS, andS, causes the value of the CPP/FCSm indicator tcedserfrom 3 to 1
for S and from 2 to 3/2 fo&,. Hence, adding the publication leads to a reverfstile
ranking ofS; and$; relative to each other. This violates the propeftgonsistency.

Are there, apart from the MNCS indicator, any otlwdicators of average
performance that normalize for differences amoelgl§ and that are also consistent?
The following theorem provides a negative answehi®question.

Theorem 1. Let f denote an indicator of the average performancea fet of
publications. For als = {(c, €1), ..., Cn, &)} O Z such thae, = ... =e, = ¢, letf(§
be equal to

£(9)= _Z:f fn ©)

f is then consistent if and onlyfifs the MNCS indicator defined in (2).

A proof of the theorem is provided in the appendixe theorem can be interpreted as
follows. For any indicator of average performanhattnormalizes for differences
among fields, it is reasonable to require that,mtie indicator is calculated for a set

® Notice also that adding the publication leads teerease of the value of the brute force indicttor

S.. It seems natural to expect that an indicatootfltperformance never decreases when a publication
is added (Waltman & Van Eck, 2009a). However, asetkample shows, the brute force indicator does
not have this property.



of publications that all belong to the same fidlde indicator equals the average
number of citations per publication divided by theld’'s expected number of

citations per publication. Given this requiremetttere turns out to be only one
indicator of average performance that normalizesdifferences among fields and
that is also consistent. This indicator is the MN@@cator.

6. How to handle overlapping fields?

In the previous sections, we have shown that theCNhdicator has attractive
theoretical properties. In this section, we themeftocus exclusively on the MNCS
indicator. We study how the indicator should becgkted in the case of overlapping
fields.

A nice property that we would like the MNCS indigatto have is that the
indicator has a value of one when calculated fergét of all publications published
in all fields. If there are no publications thatdye to more than one field, it is easy to
see that the MNCS indicator indeed has this prgpdfiowever, at CWTS we
normally define fields based on subject categarigke Web of Science database and
these subject categories are overlapping. Manyigatlins therefore belong to more
than one field. Special care then needs to be takensure that the MNCS indicator
has the above-mentioned property.

Consider the following example. Suppose the sdientiniverse consists of just
three fields, field X, field Y, and field Z, andmoose just five publications have been
published in these fields during a certain timeaqerFor each publication, the field in
which it has been published as well as the numbeitations it has received is listed
in Table 9. Notice that publication 5 belongs btaHield X and to field Y. Hence,
fields X and Y are overlapping.

Table 9. Overview for each publication of the fieidvhich it has been published and
the number of citations it has received.

| Field Citations

Publication 1 X 2
Publication 2 X 3
Publication 3 Y 8
Publication 4 Z 6
Publication 5 XandY 5

Because publications 1, 2, 3, and 4 each belongriy one field, it is
straightforward to calculate their expected numtdfecitations. Publications 1 and 2
belong to field X, and their expected number cdittiins therefore equals the average
number of citations of all publications publishedield X. This yields

_ _2+3+52 _ 3

% Te1v12 (10)

As can be seen, publication 5 has a weight of A/his calculation. This is because
publication 5 belongs half to field X and half telfl Y. The expected number of
citations of publication 3 is given by

_8+5/2 _
1+1/2

7, (12)

10



where publication 5 again has a weight of 1/2. Obsiy, for publication 4 we obtain
e, = 6.

How should the expected number of citations of jgalibn 5 be calculated? One
approach is to take the arithmetic average of @@ (11). This results ies = 5.
Calculating the value of the MNCS indicator for et of all publications published
in all fields, we then obtain

MNCs=2[2+3,8,6,5)_ 101 (12)
5133 7 6 5 105

Notice that the MNCS indicator does not have a&atione. This means that the
property formulated at the beginning of this secttie violated. Because of this,
calculating the expected number of citations ofligakion 5 by taking the arithmetic
average of (10) and (11) does not seem a compledtisfactory approach.

We now discuss an alternative approach that daad gatisfactory results. The
calculations in (10) and (11) are based on the tdaapublication 5 belongs half to
field X and half to field Y. The same idea can disoapplied in the calculation of the
MNCS indicator. This results in

1(2 3 8,6 15 15] (13)

MNCS==| S+ -+ -+ —+=
53 3 7 6 23 27

In this case, the MNCS indicator does have there@sialue of one. An equivalent
way to obtain this result is to calculate the expéanumber of citations of publication
5 as the harmonic (rather than the arithmetic)ayeof (10) and (11). We then have

2 21
= == 14
% 13+1Y7 5 (14)
which gives
mMnes=1(24+3,8,6, 5 |4 (15)
5|3 3 7 6 215

The use of harmonic averages ensures that the MNCStmdadevays has a value
of one when calculated for the set of all publications puldisheall fields. This
therefore seems the most appropriate approach to ddéabwerlapping fields. The
approach leads to a convenient interpretation of the MNCSaitwdicWhen the
indicator has a value above one, one’s publications oragegrerform above world
average. When the indicator has a value below ones gnéilications on average
perform below world average. As shown above, this inggagion is not valid when
arithmetic rather than harmonic averages are used in tbelaton of the MNCS
indicator.

7. Conclusions

We have presented a theoretical comparison between twvmahzation
mechanisms for bibliometric indicators of research perfooma®ne normalization
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mechanism is implemented in the CPP/FCSm indicator, alsoeéfer at CWTS as
the crown indicator. The other normalization mechanism is imgié@a in what we
call the MNCS indicator. The examples that we have given shainthe CPP/FCSm
indicator sometimes yields counterintuitive results, which is notctse for the
MNCS indicator. The counterintuitive results of the CPP/FCSm itaficae due to
the unequal weighing of publications from different fields. Umnlithe MNCS
indicator, the CPP/FCSm indicator gives more weight to publications fields with
a high expected number of citations. We have also studeecbtinsistency of both the
CPP/FCSm indicator and the MNCS indicator. Consistency isathematical
property based on the idea that a ranking should not chamge everyone makes the
same improvement. As we have pointed out, the MNCS itadida consistent
whereas the CPP/FCSm indicator is not. This is anotherrredlsp we consider the
MNCS indicator preferable over the CPP/FCSm indicator. lyinak have discussed
how overlapping fields should be dealt with in the case ef MNCS indicator.
Contrary to what one might expect, harmonic rather thannaetib averages should
be used to calculate the expected number of citations oblecation that belongs to
multiple fields.

Based on the findings reported in this paper, CWTS is milyrplanning to adopt
the MNCS indicator as its new crown indicator. However,glege some issues that
still need to be addressed. In particular, the question neddsanswered whether the
normalization mechanism of the MNCS indicator should be ussdonly for
normalizing for differences among fields but also for ndizireg for differences
among document types and for differences among publisatbulifferent ages. In
the latter case, an important issue is the way in which negent publications should
be handled. A very recent publication (e.g., less tharyeaeold) usually has a rather
low expected number of citations (quite close to zero in ntasgs). Hence, even if
such a publication has been cited only once, the ratio atital number of citations
and its expected number of citations may already be qugke Because of this, very
recent publications may cause the MNCS indicator to beeorstble. This may be
regarded as undesirable. There is a similar issue in the afapublications of
document type letter. These publications typically also have axpected number
of citations and may therefore also cause the MNCS inditatm#come unstable. We
are currently working on an empirical paper in which issesh as these will be
investigated in detail. In this paper, we will also presentegensive empirical
comparison between the CPP/FCSm indicator and the MNCS tiodica
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Appendix

In this appendix, we provide a proof of Theorem 1. Ppaufficiency is trivial.
We therefore focus on proving necessity.

Let f denote an indicator of average performancef betfield normalized. Hence,
f equals (9) for al5= {(cy, €1), ..., (Cn, &)} O Z such thae; = ... =, =e. Letf also
be consistent.

We first prove that

_|IS|f(S)+c/e
f(SU{(c,e)}) = s|+1 (16)

for all SO Z, all non-negative integexs and all positive rational numbees Let o
and S be non-negative integers such th@e = a / B Sincef(S ande are non-
negative rational numbergy and B are guaranteed to exist. L8t [0 X denote a
multiset of § identical elementsa( Se). f is field normalized, and it therefore follows
from (9) thatf(S) =f(S). Consistency of then implies that(S [ {(c, e)}) = f(SU {(c,
e)}). Due to field normalizationf({(c, €)}) = f{( /A, Be)}), which means that, as a
consequence of consistend{§ [ {(c, €)}) = f(S O {(/, fe)}). Again due to field
normalizationf(S O {( /&, £e)}) equals (16). Hence, (16) has been proven.

It is now straightforward to prove thhis the MNCS indicator defined in (2). For
|[§ = 1, field normalization implies thd(S) equals (2). For§ > 1, mathematical
induction using (16) implies thdfS) equals (2). This completes the proof of the
theorem.
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