Universiteit

4 Leiden
The Netherlands

Autonomous Weapon Systems, Human Dignity and International Law
Saxon, D.R.

Citation
Saxon, D. R. (2016, December 1). Autonomous Weapon Systems, Human Dignity and
International Law. Retrieved from https://hdl.handle.net/1887/44700

Version: Publisher's Version
License: Licence agreement concerning inclusion of doctoral thesis in the

Institutional Repository of the University of Leiden
Downloaded from: https://hdl.handle.net/1887/44700

Note: To cite this publication please use the final published version (if applicable).


https://hdl.handle.net/1887/license:5
https://hdl.handle.net/1887/license:5
https://hdl.handle.net/1887/44700

Cover Page

The handle http://hdl.handle.net/1887/44700 holds various files of this Leiden University
dissertation.

Author: Saxon, D.R.
Title: Autonomous Weapon Systems, Human Dignity and International Law
Issue Date: 2016-12-01


https://openaccess.leidenuniv.nl/handle/1887/1
http://hdl.handle.net/1887/44700
https://openaccess.leidenuniv.nl/handle/1887/1�

Chapter Five
Autonomous Weapon Systems and International Humanitarian Law

I ntroduction

During armed conflict, soldiers must conduct comdatording to norms entrenched
in both international and domestic law, so thatitamy activity does not take place in a
normative void: Although ‘[v]iolence is appropriate to war,’for many generations writers
have advocated that ‘it is worthy of civilized mats ... “to restrain the destructive force of
war, while recognizing its inexorable necessiti€s.” Lord Wright, who edited The Law
Reports of Trials of War Criminals following the ®&d World War, observed that the laws
of war attempt ‘to diminish the evils of war so f&s military requirements permft.Thus,
law cannot serve as a substitute for Walt can, however, constrain the conduct of hivist

to reduce the suffering that occurs during armedlicb.

The efforts of international humanitarian fagas well as international human rights
law) to promote the ‘humanization of war’ intuitlygoresuppose that war’s protagonists and
decision-makers — soldiers, military commandersijlian superiors and insurgents — are
human. This assumption is reinforced by relevaeiaties and other instruments that
frequently use personal pronouns and/or refer tadrmubeings. For example, Article 57 of
the 1863 Lieber Code provided that whemanis armed by a sovereign government and

takes the soldier's oath of fidelitye is a belligerenthis killing, wounding, or other warlike

! The Public Committee Against Torture in Israel ke TGovernment of IsraeBeparate Opinion of President D.
Beinisch, HCJ 769/02, December 11, 2005.

2 L White, Jr.Medieval Technology and Social Char{@ford: The Clarendon Press, 1962), p. 103.

% Preface;The Laws of War on Landhstitute of International Law, Oxford, 9 Septenli 880, citing Baron de
Jomini, <https://www.icrc.org/applic/ihl/ihl.nsf/ART/140-80%?0penDocument

* Foreword, Vol. 15, Digest of Laws and Caskaw Reports of Trials of War Criminaléondon, United
Nations War Crimes Commission, 1948ii, <http://www.loc.gov/rr/frd/Military_Law/pdf/law-Reports_Vol-
15.pdf>.

® H LauterpachtThe Function of Law in the International Commur{®xford: Clarendon Press, 1933), p. 437.
® In this dissertation, | use the phrases ‘inteomati humanitarian law,’ ‘the law of armed confliend ‘the law

of war’ synonymously.
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acts are not individual crimes or offensésArticle 13 of the 1949 Geneva Convention (1) for
the Amelioration of the Condition of the Woundedd&ick in Armed Forces in the Field
(‘Geneva Convention’) applies to members of miitend organized resistance movements
that are ‘commanded by person responsible forhis subordinates® Article 87 (3) of
Protocol | Additional to the Geneva Conventionsl@f August 1949 (‘API’) requires ‘any
commander who is aware that subordinatestber persons under his contrate going to
commit or have committed breaches’ of the GenevavE€ations or API, to initiate steps to

prevent and/or punish the perpetratbrs.

Concurrently, however, the growing use of technglbg armed forces has driven the
development of the laws of wit. As we saw in chapter two, increasingly, warrid avill be
fought by machines — and virtual networks linkingahines - which, to varying degrees, are
controlled by humans. In chapter four, | demonsttdnow the delegation to machines of the
responsibility for important, value-based thoughtdl aeasoning damages human dignity.
Respect for human dignity is ‘the very raison d&trof the entire body of international law,

including the law of armed conflict. Indeed, theegervation and restoration of human

" General Orders No. 100, Instructions for the Goveemt of Armies of the United States in the Fieltphasis
added), <http://avalon.law.yale.edu/19th_centweblir.asp#artl>. Article 72 provided that ‘all offis, when
captured, must surrendtreir side arms to the captor. They may be restorebegtisoner in marked cases, by
the commander, to signalize admirationhisf distinguished bravery or approbationhi$ humane treatment of
prisoners beforaéis capture. In the 1868 Declaration Renouncing the, ih Time of War, of Certain Explosive
Projectiles, the state signatories agreed thathfapurpose of weakening the military forces ef émemy, ‘it is
sufficient to disable the greatest number of men (emphasis added).
<https://www.icrc.org/ihl/INTRO/130?0OpenDocument>.
® (Emphasis added).
® Furthermore, according to Article 44 (2) of Addiial Protocol | of 1977 (‘API’), violations of inteational
humanitarian law ‘shall not deprive a combatanhisfright to be a combatant or,h€ falls into the power of an
adverse Party, dfisright to be a prisoner of war....” (emphasis added).
19 Centuries ago, advances in technology ‘ended ahe-fo-face combats and the “individualism of cothba
between medieval warriors,” and ‘ultimately genedathe need for international rules of war to huireithe
conduct of hostilities ....” T MerorBloody Constraint: War and Chivalry in Shakespe@®@xford University
Press: 1998), p. 12.
" prosecutor v. Anto Furufija, JudgmentIT-95-17/1-T, 10 December 1998, para. 183.
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dignity is the essence of the work of the Inteimadi Committee of the Red Cross, which

received its mandate from the 1949 Geneva Conventiad the 1977 Additional Protocdfs.

Therefore, in this chapter, | describe the develepnof international humanitarian
law, its basic principles and the rules of targgtivhich are particularly relevant to the design
and employment of lethal autonomous weapon systeimdentify the kinds of values-based
decisions concerning the exercise of lethal fontceinternational humanitarian law that
demand the inclusion and direction of human reagpnil argue that 1) the principles of
humanity and military necessity in internationaltanitarian law are intrinsically linked to
the concept of human dignity, 2) humans should ndé@sions in situations where these
principles are in tension, 3) human involvemenhas necessary in military decisions that
require more automatic and instinctive behaviouchsas close-quarters combat, or during
processes of information gathering and fusion, énithe duties to protect human dignity and
to employ the guiding concept of dignity limits ardhforces and organized armed groups to
the use of autonomous weapon systems with a ceeadesign that permits collaborative

autonomy for complex, values-based decisions.

[I.  The Development and Applicable Principles and Rules of Modern
International Humanitarian Law

A. The Development of Modern International Humanitariaaw

More than two thousand years ago, Marcus Tulliusef@, the Roman philosopher,
politician and orator famously declared that ‘[ffmes of war, the law falls silent® By the

medieval era, however (if not before), rules castng behaviour during armed conflict

12 ‘Memorandum: The ICRC's Privilege of Non-Disclosuof Confidential Information,” 893nternational
Review of the Red Cro¢®ctober 2015), p. 2; Arts. 3 (2), 9, 10, 11, B8, 75, 79, 123, 125 and 126, Geneva
Convention Ill; Arts. 5, 17, 33, 38, 78 and 81, API
13 :Sjlent enim leges inter arma;...” The literal tsfation is ‘[flor laws are silent when arms aresea.” M
Cicero, ‘Oration for Titus Annius Milo,” The Societ for Ancient Languages, section 1V,
<http://www.uah.edu/student_life/organizations/SA&kit/latin/classical/cicero/promilonele.html#celeve
For a general description of ‘codes of conduct i@arfare implemented by ancient cultures, see G@&veod,
‘Historical Development and Legal Basis,’ D Fleekl() The Handbook of International Humanitarian L&&)*
ed.) (Oxford University Press: 2009), pp. 15 — 16.
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were more commol. This process accelerated during the last fewucirst and today a
comprehensive body of customary and treaty-baséerniational humanitarian law has
developed that regulates the conduct of hostildied protects persons who are vulnerable to

the violence and suffering of war.

Dutch jurist Hugo Grotius, writing in the seventdenentury, was a catalyst for new
thinking about the importance of law during armedftict. Grotius introduced the principle
that the lawful exercise of force during warfare@ unlimited*> He argued that ‘the power
of the sword must beestrainedfrom inflicting promiscuous death® Grotius linked this
notion of restraint with the importance of ‘modésatand humanity’ in the conduct of war
and foreshadowed how commanders might be held ataae should they fail to adhere to
these principle$’ Similarly, a century later, Emerich de Vattel tmrded that the right to use
violence during armed conflict ‘goes hand in hanth necessitynd the exigency of the case,
but never exceeds therff.’ This connection between the exercise of force rmamkssity, de
Vattel claimed, is part of Natural Lat¥. Thus, hostile acts by armed forces that are seces
to overpower the enemy’s resistance and attainetite of a lawful war are lawful under

international law?°

14 For example, th&®ur'an prohibits attacks against non-combatants such asemp children, the aged, the
blind, the sick and incapacitated persons. M Badthars in Bello Under Islamic International Law,31
International Criminal Law Reviey2013), 593, p. 606; For an analysis of the rd&€hivalry, see Meron,
Bloody Constraint: War and Chivalry in Shakespeare.

15 Grotius explained that his subject was to decidry far the power of lawfully destroying an enerapd all
that belongs to him, extendsOn the Law of War and Peag1625), Translated by A.C. Campbell (Kitchener:
Batoche Books, 2001, p. 286, available online at
http://socserv2.socsci.mcmaster.ca/econ/ugecm/388(cs/Law?2.pdf

1% |bid (emphasis added).

7 Ibid, pp. 319 — 324. Grotius’ description of the impoce of moderation resembles the modern prindple
‘military necessity discussed below:” ‘[b]y way ofnclusion to this subject it may be observed, #ifiaactions
no way conducive to obtain a contested right, obriag the war to a termination, but calculated eherto
display the strength of either side are totallyugsmant to the duties of a Christian and to theqiples of
humanity.’ Ibid, para. XIX.

8 The Law of Nationg1758) (Philadelphia: T. & J. W. Johnson, Law Bsellers, 1844), section 137,
<http://www.loc.gov/rr/frd/Military _Law/Lieber_Codiction/pdf/DeVattel LawOfNations.pdf>.

1% bid, sections 137 — 138.

2 bid, section 137.




Just a few years after Vattel's treatise, Jeanula&pusseau advanced the same nexus
between necessity and lawful conduct: ‘[w]ar givesright which is not necessary to the
gaining of its object”® Rousseau also drew a distinction between thénters of persons
taking part in hostilities and those who did noguang that once persons lay down their arms,

they should not be subject to att&ék.

These Enlightenment doctrines eventually develop®d the proscriptive and
empowering rules of modern international humaratataw, which is divided generally into
two categories: ‘Hague Law’ and ‘Geneva Law.’ Had.aw" generally encompasses rules
for the conduct of hostilities whilst Geneva L4vaddresses the protections due to civilians
who are not directly participating in hostilities aell as combatants who find themselves

hors de comba&t

Several nineteenth century foundational documenrtshiese branches of international
humanitarian law deserve mention. With respectHague Law,’ the so-called ‘Lieber

Code,’ drafted by Professor Francis Lieber at duguest of U.S. President Abraham Lincoln

2 The Social Contract  (1762), translated by G.D.H. Cole, p. 8,
2<2http://www.ucc.ie/archive/hdsp/Rousseau contratesdf>.

Ibid.
% Sources of Hague Law include, inter alia, The ereBode, the 1868 Saint Petersburg Declaration Gesing
the Use, in Time of War, of Explosive Projectilesdgr 400 Grammes Weight, the 1874 Brussels Profezt
International Declaration Concerning the Laws an$t@ms of War, the 1880 Oxford Manual on the LaWs o
War on Land, the 1899 Hague Convention (ll) withspet to the Laws and Customs of War on Land and it
annex: Regulations concerning the Laws and Custdi¢éar on Land, the 1907 Convention (IV) Respectimg
Laws and Customs of War on Land and its annex: Réguos concerning the Laws and Customs of War on
Land, 18 October 1907 and related Declarations Ptiweocol for the Prohibition of the Use of Asphatxng,
Poisonous or Other Gases, and of Bacteriologicahbtis of Warfare, Geneva, 17 June 1925, and th@ 198
Convention on Prohibitions on the Use of Certair@ltal Weapons.
# Sources of Geneva Law include, inter alia, the v@ation for the Amelioration of the Condition ofeth
Wounded in Armies in the Field, Geneva, 22 Augufi4l, Convention (1) for the Amelioration of the Glition
of the Wounded and Sick in Armed Forces in thedri€eneva, 12 August 1949, Convention (ll) for the
Amelioration of the Condition of Wounded, Sick aBHipwrecked Members of Armed Forces at Sea, Geneva,
12 August 1949, Convention (lll) Relative to thee@iment of Prisoners of War, Geneva, 12 August 1848
Convention IV Relative to the Protection of Civili#ersons in Time of War, Geneva, 12 August 194Be
1977 Additional Protocols to the Geneva Conventioh4949 (‘API' and ‘APII") effectively combine Hage
and Geneva Law, as they extend the protectionseoCbnventions as well as develop the rules coimagthe
conduct of hostilities.
% ‘Introduction to the Commentary on the Additiofabtocols | and Il of 8 June 1977," ICRC,
<https://www.icrc.org/ihl/INTRO/470>.
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during the increasingly vicious American civil wacpnstituted the first single set of
instructions for soldiers and officers in the figidrtaining to the laws and customs of war.
Lieber was a realist, a tough humanitarian who ebeldl that war should be waged
vigorously?® ‘Blood,” he once wrote to the General-in-Chief #fe Union armies, ‘is
occasionally the rich dew of histor§/.” Thus, although the Lieber Code proscribes acts of
inhumanity (‘[m]ilitary necessity does not admit @lelty, that is, the infliction of suffering
for the sake of suffering or for revenge, ..%®)t does so pragmatically to facilitate the return
to peacé’ Moreover, the Code sanctions and provides a framefor ‘all direct destruction

of life or limb of armed enemies’ and other persari® suffer incidental but unavoidable

injury as a consequence of wWar.

In addition to the Lieber Code’s regulation of tbenduct of hostilities, the 1868
Declaration of St. Petersburg was the first formé&drnational agreement that prohibited the
use of certain weapons. The Declaration prohibtiteduse of bullets that explode on impact
and reiterated the principle suggested by GrotMattel and Rousseau that ‘the only
legitimate object which States should endeavorcmmplish during war is to weaken the
military forces of the enemy”* Accordingly, the Declaration banned the use oépons that
would needlessly aggravate the sufferings of pex;sonrender their death inevitable, a rule

that is now part of customary international humeniéin law, as well as treaty lai.

% J witt, Lincoln’s Code: The Laws of War in American Hist¢ew York: Free Press, 2012), p. 196; ‘The
more vigorously wars are pursued, the betterfarisiumanity. Sharp wars are brief.” Art. 29, Tllieber Code.

27 Witt, p. 196 and notes 177 and 196.

8 Art. 16, The Lieber Code.

2 bid.

*bid, art. 15.

31 Declaration Renouncing the Use, in Time of War,Cafrtain Explosive Projectiles. Saint Petersbi2gj,
November/11 December 1868,

<https://www.icrc.org/applic/ihl/ihl.nsf/Article.xg?action=openDocument&documentld=568842C2B90F4A29C
12563CD0051547C>.
%2 Rule 70, ‘Weapons of a Nature to Cause Superflunjisy of Unnecessary SufferinglCRC Customary
International Humanitarian Law Study <https://www.icrc.org/customary-
ihl/feng/docs/vl_cha_chapter20_rule7@rt. 35, API.
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A number of the tenets expressed in the Lieber Catt® the Declaration of St.
Petersburg became part of the 1899 RegulationseZoing the Laws and Customs of War on
Land and the 1907 Regulations Concerning the LaadsGustoms of War on Land (the ‘1899
and/or 1907 Hague Regulation®’). For example, articles 22 and 23 of both the 1880
1907 Regulations echo the Lieber Code’s admonitltat there are limits to the lawful
exercise of violence during armed conflict. Thempoehensive rules codified in the
Regulations address important areas of the condicthostilities including 1) the
qualifications of lawful combatants, 2) the treatrnef prisoners of war, 3) legal and illegal
means and methods of warfare, 4) the status aatinest of spies during armed conflict, 5)

flags of truce, capitulations and armistices anthifary occupation of enemy territor.

In addition, the preamble to the 1899 Regulatiargans the ‘Martens Clause:’

‘Until a more complete code of the laws of wardsued, the High Contracting Parties
... declare that in cases not included in the Regulatadopted by them, populations
and belligerents remain under the protection andoimmof the principles of
international law as they result from the usageabéished between civilized nations,
from the laws of humanity and the requirementseffublic conscience.’

The 1977 Additional Protocols to the Geneva Conwvestof 1949 partly affirmed and
developed the principles and rules embodied i 889 and 1907 Hague ConventidAsFor

example, API, applicable to international armedflicts,*® contains, in addition to a modified

% The influence of the Lieber Code and the St. Bbteg Declaration also can be seen in the unmtifie
International Declaration Concerning the Laws antst@ms of War (‘Brussels Declaration’) of 1874 d@hd
1880 Oxford Manual of the Laws and Customs of Waxiord Manual’). For example, like the Lieber Gnd
the Brussels Declaration affirms that prisonersvaf must be humanely treated (compare arts. 72 of TBe
Lieber Code with art. 23 of the Brussels Declargtio Similarly, art. 9 (a) of the Oxford Manual, iwh
prohibits the use of weapons calculated to caugerfuous suffering or aggravated wounds, spedificafers

to the St. Petersburg Declaration.

34 See ‘History and Sources of the Law of Armed Giopflin G Corn et. al, (eds.J;he Law of Armed Conflict:
An Operational ApproacfiNew York: Wolters Kluwer, 2012), pp. 40 — 43.

% ‘General Commentary to 1899 Regulations,’ ICR@ttgs://www.icrc.org/ihl/INTRO/150?0penDocument
Similarly, whilst the 1899 Declaration 2 Concernifsgphyxiating Gases banned the used of projedtitended

to diffuse asphyxiating or deleterious gases, ®251Geneva Protocol for the Prohibition of the Ws&Var of
Asphyxiating, Poisonous or Other Gases, and of @udbgical Methods of Warfare extended this ban to
include the use of bacteriological methods of warfaA Roberts & R Guelffdocuments on the Law of Wa&®

ed. (Oxford University Press: 2000), pp. 155 —.159

B Art. 1(3).
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version of the Martens Claudea detailed framework that articulates conductl(iding acts
and omissions) necessary for compliance with theicbarinciples of international

humanitarian law®

The development of ‘Geneva Law’ began after Henup&nt's experience tending to
the wounded and dying survivors of the battle dfe8mo.** Dunant’s proposals for reducing
the kinds of suffering that he had witnessed letheodrafting of the Geneva Convention for
the Amelioration of the Condition of the WoundedAmmies in the Field and, gradually, the
development of the International Committee of thedRCros$® A Second (more
comprehensive) Convention for the Ameliorationled Condition of the Wounded in Armies
in the Field was promulgated in 198/%6.In 1929, a diplomatic conference drafted the dhir

Geneva Convention Relative to the Treatment ofoRgss of Waf'?

The disastrous events of the Second World War tegdesignificant gaps in ‘Geneva
Law.” In many areas, the law was vadtieFurthermore, even with respect to provisions that
were relatively clear and precise, breaches of lthwe demonstrated the need for more
effective rules to monitor compliance and hold afots accountable. Consequently, a
diplomatic conference produced the four 1949 Ge@aventions (the ‘1949 Conventions’).
The First, Second and Third 1949 Conventions Spanitly broadened the protections due to

wounded and sick combatants as well as prisonevganof Perhaps most importantly, 1949

37 Art. 1 (2), ‘[ijn cases not covered by this Praitbor by other international agreements, civilizarsd
combatants remain under the protection and authafitthe principles of international law derivedbifn
established custom, from the principles of humaaitgt from the dictates of public conscience.’

3 For example, see Art. 57, API, ‘Precautions ire8kt’ discussed below.
39 H Dunant,A Memory of Solferin¢1862) (Geneva: International Committee of the Redlss, 1986), pp. 13 -
128.
“|bid, Afterword by H Haug, pp. 129 — 131.
“L <https://www.icrc.org/ihl/INTRO/180?0OpenDocument>.
“2 <https://www.icrc.org/ihl/INTRO/305?0OpenDocument>.
“3 Roberts and Guelff, Documents on the Law of Waf, 9.
8



Geneva Convention IV Relative to the ProtectioiCofilian Persons in Time of War was the

first treaty devoted exclusively to the protectifreivilians during armed confliétt

The 1949 Geneva Conventions share several comntiglegipertaining to the scope
of the treaties. Common Article 2 provides tha @onventions apply to any armed conflict
(whether formally declared or not) between two oorenstate parties. Thus, the four
Conventions apply to international armed conflict€ommon Article 2 also invokes the
power of the Conventions over situations of pamiatotal occupation of the territory of a
state party, even when the occupation meets withrneed resistance. Common Atrticle 3
compels parties to a non-international armed ccindiccurring in the territory of a state party

to treat persons taking no active part in hosgithumanely.

Additional gaps in Geneva Law (in particular comieg the protection of civilians
and the status and treatment of prisoners war) werdified during the post-World War I
conflicts of decolonization as well as the Koreaml a&/ietham Waré> Hence, in 1977,
another diplomatic conference promulgated two Adddl Protocols to the four 1949 Geneva
Conventions® As noted above, in addition to filling gaps inf@ea Law and obliging state
parties to review the legality of new means andhmes of warfaré’ API includes more
precise rules regarding the conduct of hostilitirsluding provisions that codify the rules of
targeting®® Importantly for chapter seven, ‘Autonomous Weafystems and International

Criminal Law,” API also obliges state parties tdchaccountable persons who commit grave

“*|bid, p. 299.

S |bid, p. 244.

48 < https://www.icrc.org/ihl/INTRO/478 and <ttps://www.icrc.org/ihl.nsf/INTRO/475?0penDocuntent
“"|bid, art. 36.

“8|bid, arts. 48 — 59.




breaches of the 1949 Conventions and API, as vgettcanmanders who fail to prevent or

punish subordinates for violations of the laws af

Many of the provisions of Hague Law and Geneva lesmbody rules of customary
international humanitarian I&%and thus, also bind states that are not parti¢ketdreaties
and convention3. Indeed, the International Court of Justice haschaled that the
fundamental rules expressed within the Hague R&gok and Geneva Conventions
‘constituteintransgressibleprinciples of international customary la¥.’ While the Geneva
Conventions have achieved almost universal apicaAt the same cannot be said for the
Additional Protocols? Nevertheless, many rules of customary internatidrumanitarian
law apply in both international and non-internadibmrmed conflicts® Importantly, the
application of customary international humanitariaw to non-international armed conflicts
serves to fill gaps in APII's limited regulation die conduct of hostilities and the general

provisions of common Article %  Furthermore, customary rules of international

*9bid, arts. 85 — 87.

%0 As explained in chapter three, the creation otamary international law requires a combinationstsdte
practice and opinio jurisNorth Sea Continental Shelfudgment, I.C.J. Reports 1969, paras. 77 — »gthd
context of international humanitarian law, whereltiple treaties codify legal obligations during adhconflict,
the primary significance of a norm’s customary eleser is that the norm binds states that are mbiepao the
instrument that restates the norm. T Merbluman Rights and Humanitarian Norms as Customarw La
(Oxford: Clarendon Press, 1989), p. 3.

*1 |CRC Introduction taConvention (II) with Respect to the Laws and CustofrWar on Land and its Annex:
Regulations Concerning the Laws and Customs of &darand The Hague, 29 July 1899, available online at
https://www.icrc.org/ihl/INTRO/150?0penDocumei@reenwood, ‘Historical Development and Legal Basi
p. 11; J Kellenberger, to J Henckaerts & L DoswBditk (eds.Customary International Humanitarian Law
Volume I: Rules,” (Also referred to below as th€ RC Customary International Humanitarian Law Stydp.

X.

%2 Legality of the Threat or Use of Nuclear Weapgesa. 79 (emphasis added).

3 Most provisions of the Geneva Conventions are idensed to be declaratory of customary international
humanitarian lawProsecutor v Blagoje Siiet. al Decision on the Prosecution Motion Under Rulefdi3a
Ruling Concerning the Testimony of a Witness, BF9H 27 July 1999, para. 48.

** Kellenberger, ‘Foreword’ p. x.

5 ‘Introduction’ to Customary International Humamigan Law: Volume |, p. xxix.

%5 |bid, pp. xxviii — Xxix.
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humanitarian law are reflected in other internagiameaties such as the Rome Statute of the

International Criminal Court’
B. Basic Principles and Rules of Modern InternatioRlaimanitarian Law

The application of modern international humanitariaw is an attempt to achieve an
equitable balance between humanitarian requirensmisthe demands of armed conffitt,
e.g. between the principles of humanity and mijitaecessity® The principle of ‘humanity’

— the heart of international humanitarian &wprohibits the infliction of suffering, injury or
destruction not actually necessary for the accashpient of a legitimate military purpoSe.
‘These considerations are based upon the rightiseoindividual, and his [human] dignit§?’
Francis Lieber defined ‘military necessity’ as€thecessity of those measures which
are indispensable for securing the ends of the wmd, which are lawful according to the
modern law and usages of wit.' The U.K. armed forces use a more nuanced definttiat

mirrors the principle of humanity:

" Roberts & Guelff, Documents on the Law of War, fp.and 157. For example, art. 8 (2) (b) (xviéjlects
the customary rule banning the use of ‘asphyxiatipgisonous or other gases, and all analogousdkgui
materials or devices.” Similarly, Art. 6 (b) dfet Charter of the International Military TribunadlMuremberg
reflected the laws and customs of war first codifie the 1907 RegulationsJudgmentThe Trial of German
Major War Criminals, Proceedings of the InternagioMilitary Tribunal Sitting at Nuremberg, Germany,
October 1946, p. 467.

8 | May & M Newton, Proportionality in International Law(New York: Oxford University Press, 2014), pp.
171 and 177t1CRC Commentary to Art. 5API, para. 2206, <https://www.icrc.org/ihl/INT R&0>.

9 ICRC Commentary to Art. 57, API, para. 22086,
https://www.icrc.org/applic/ihl/ihl.nsf/Comment.X8action=openDocument&documentld=D80D14D84BF36B9
2C12563CD00434FBD

®  Legality of the Threat or Use of Nuclear Weapongara. 95, <http://www.icj-
cij.org/docket/files/95/7495.pdf>.

®1 This principle is based on the concept that onoglitary purpose has been achieved, the furthiéiciion of
suffering is unnecessary. JSP 388g Joint Service Manual of the Law of Armed Conf(R004 ed.) Joint
Doctrine  and Training Centre, U.K. Ministry of Def®e, paras. 2.4 and 2.4.1,
<https://www.gov.uk/government/publications/jsp-38@-joint-service-manual-of-the-law-of-armed-cactfl
2004-edition>.

%2 The Public Committee Against Torture in Israel ke TGovernment of IsraeDpinion of President (Emeritus)
A Barak, HCJ 769/02, December 11, 2005, para. RR#.example, when civilians are present in a cdrmbae,
their human dignity must be protected during militaperations. JudgmentPhysicians for Human Rights v.
IDF CommandersOpinion of President A. Barak, HCJ 4764/04, [J084LR 200, paras. 11 — 12.

83 Art. 14, The Lieber Code.
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‘[m]ilitary necessity is now defined as ‘the pript? whereby a belligerent has the
right to apply any measures which are required timgb about the successful
conclusion of a military operation and which are foobidden by the laws of war. Put
another way a state engaged in an armed confligt usa that degree and kind of
force, not otherwise prohibited by the law of arncedflict, that is required in order to
achieve the legitimate purpose of the conflict, agmthe complete or partial
submission of the enemy at the earliest possiblenemd with the minimum
expenditure of life and resourcés.’

Evident in both of these legal principles is thegance and influence of the concept of
human dignity. Humanity's goal to reduce the strfig caused by war demands the (feasible)
respect for human rights during armed conflict. perallel, military necessity’s limits on
permissible use of force demands the same regatilfoan rights. Accordingly, humanity
and military necessity are an expression of therphhy of human dignity and human rights

within international humanitarian 1af.

In addition to humanity and military necessity, tvather ‘crucial®

principles
determine the effectiveness of modern internatibim@hanitarian law. First, the principle of
distinction establishes that belligerents must gbvdistinguish between enemy combatants

and civilians and never intentionally target ciafls or civilian objectd’ Consequently,

indiscriminate attacks, i.e. those that are of taineato strike military objectives and civilians

64 JSP 383, Joint Services Publication 383The Manual of the Law of Armed Conflict Amendment 3
(September 2010), (22), para. 2.2
® The term ‘international humanitarian law’ itsetherged from the influence of human rights doctomethe
law of armed conflict. Prosecutor v. DuSko Kadlk/a ‘Dule,” Decision on Defence Motion for Intsutory
Appeal on Jurisdiction, No. 1T-94-1, 2 October 19p&ra. 87. Like human rights law, the rules e¢inational
humanitarian law rest on ‘the principle of respdat human personality,” i.e. human dignity. ICRC
Commentary to Common Art. 4 of 1949 Geneva Conwvensti
% The Legality of Nuclear Weapons, paras. 77 anctifidg Art. 23 (e) 0fl907 Convention (IV) Respecting the
Laws and Customs of War on Land and Its Annex: Régns Concerning the Laws and Customs of War on
Land which prohibits the use of arms, projectile ortenial calculated to cause unnecessary suffering.
<https://www.icrc.org/ihl/INTRO/195>.
7 Art. 48, API. The principle of distinction ‘is ¢hfoundation upon which the codification of the $amnd
customs of war rests.’” International Committee tbé Red Cross, ‘Protocol Additional to the Geneva
Conventions of 12 August 1949, and Relating to Phetection of Victims of International Armed Couts
(“API1™), 8 June 1977: ‘Commentary’ (ICRC, 2012) dahle online at http://www.icrc.org/ihl.nsf/COM/87
750073?0penDocument (visited 22 March 2014), a.pE863. This principle has become part of custgma
international humanitarian law. Rule 1, ‘The Pijhe of Distinction between Civilians and Combatarand
‘Rule 7, The Principle of Distinction between Cigih Objects and Military Objective,” ICRC Customary
International Humanitarian Law Studyh#ps://www.icrc.org/customary-ihl/eng/docs/v1 >ul
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without distinction, as well as the use of weaptms are indiscriminate, are unlawffl.
Second, belligerent parties may not employ meadsnagthods of warfare in a manner that
causes superfluous injury or unnecessary sufféfinbhe phrase ‘means of combat’ generally
refers to the weapons used while ‘methods of congmaterally refers to the way in which
weapons are uséd. This constraint reflects the ‘most fundamentaltomary principle’* of
the law relating to the conduct of hostilities; ttti@e right of belligerents to adopt means of

injuring the enemy, including the choice of weapassiot unlimited’

No rule of international humanitarian law speciligaaddresses autonomous weapon
systems, which is unsurprising given the stateeoinology in 1977, when the 1949 Geneva
Conventions were last revised. Nevertheless, iictiliat is not specifically prohibited in
treaty law is not necessarily lawflil. Article 1 (2) of API contains a revised versiohtioe
Martens Clause: ‘[ijn cases not covered by thigdta@ or by other international agreements,
civiians and combatants remain under the protacaod authority of the principles of

international law derived from established custfnom the principles of humanity and from

% Art. 51 (4), API. The prohibition of indiscrimiteattacks is also part of customary internatidnahanitarian
law. ‘Rule 11, Indiscriminate Attacks’ and ‘Rul@,1Definition of Indiscriminate Attacks,” ICRC Cushary
International Law Study.
% Art. 35 (2), API, This constraint on the means andthods of warfare also forms part of customary
international humanitarian law. ‘Rule 70, Weapafisa Nature to Cause Superfluous Injury or Unneagss
Suffering, ICRC Customary International Law Study. The Nuclear Weapons Cagdbe International Court of
Justice defined ‘unnecessary suffering’ as ‘a hgreater than that unavoidable to achieve legitinmailéary
objectives.’ para. 78. By prohibiting unnecesssuffering, international humanitarian law acknovged that
‘necessary sufferingp combatants is lawful, and may include sevejary or loss of life.” W H Parks,
‘Conventional Weapons and Weapons RevieWsarbook of International Humanitarian Lai®005), 55, 140
(emphasis in original).
' ICRC Commentary to art. 51, API, para. 195%hitgs://www.icrc.org/applic/ihl/ihl.nsf/INTRO/420 The
humanitarian character of the principles of the tdvarmed conflict applies to all forms of warfamed all kinds
of weaponsincluding future weaponsThe Legality of Nuclear Weapgrzara. 86.
" Roberts & Guelff, Documents on the Law of War9p.
2 In his Dissenting Opinion in The Legality or Thres Use of Nuclear Weapons Advisory Opinion, Judge
Shahabudeen makes a compelling argument that dingbfiron on causing unnecessary suffering mustyafzp
civilians as well as combatants, p. 404.
3T Meron, ‘The Martens Clause, Principles of Huryarand Dictates of Public Conscience,’ Bde American
Journal of International Law 1 (2000), 78 — 79, 87
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the dictates of public conscience.” The MartenauSé itself is a rule of customary

international law*

The practical effect of the dynamic principles obnsiderations of humanity’ and
‘dictates of public conscience’ varies dependingtlom means and/or method of warfare at
issué® and these phrases from the Martens Clause dosnetly, by themselves, delegitimize
weapons and methods of war. Modern human rights law, including the United iNas$
Charter, informs interpretations of these prinaplé Thus, the doctrinal basis of human
dignity underlying the Charter and other internaéilboconventions instructs our application of
the ‘considerations of humanity’ and ‘dictates abfpc conscience’ language of the Martens
Clause to means and methods of warfare. The tdetaf public conscience’ with respect to
the development and use of autonomous weaponsrsyste still evolving® Nevertheless,
the requirement of ‘considerations of humanity’ mudorm our current discussions about
autonomous weapons. This new technology, by remgogeomplex war-fighting decisions
from the responsibility of humans, creates new tarakeffects on humanity, i.e. virtualbil

of humanity.

Arguably, the basic principles of international hamtarian law have becomes
cogensnorms, i.e. canons from which no derogation isriged.® Many of the more precise

rules of humanitarian law, however, do not enjay #atug®

™ Legality of the Threat or Use of Nuclear WeapoAsyisory Opinion, I.C.J. Reports 1996 (Dissenting
Opinion Judge Shahabuddeen), p. 405.
> bid, p. 406.
® Meron, ‘The Martens Clause, Principles of Humanipd Dictates of Public Conscience,” p. 88. One
example where the Martens Clause arguably delegésma means or method of warfare is the use deauc
weapons. lbid, Legality of the Threat or Use of Nuclear Weapdisssenting Opinion Judge Shahabuddeen),
p. 411.
" egality of the Threat or Use of Nuclear WeapdBsssenting Opinion Judge Weeramantry), pp. 4991- 4
8 M Rosenberg & J Markoff, ‘At Heart of U.S. Straye¢Veapons That Can ThinkThe New York Time£6
October 2016, pp. 1 and 23.
"9 Greenwood, ‘Historical Development and Legal Bagis39
% Ipid.
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[I1.  TheLaw of Targeting: The Use of Force During Armed Conflict

In order to understand how the development and @npnt of autonomous weapon
systems impacts the exercise of force, it is nergds review the process(es) modern armed
forces undertake to plan and execute attacksmolkiern warfare, the process of selecting and
engaging targets can be extraordinarily complexplinng multiple stakeholders, interests
and values, and includes a mix of human thinkingpmation and autonomy. Word limits
prevent a comprehensive description of all facdtsameting. Instead, | will review the
general principles and concepts that guide thi€ge®, using the targeting doctrine of the

United States, the United Kingdom and Australianexd forces as a model.

‘A target is any structure, object, person, orgatim, thought process, attitude or
behaviour which can be influenced by a weapon?*..Selected targets should be relevant to
strategic, operational and tactical gd4ls. Essentially, the targeting process identifies
resources that the enemy can least afford to losthat provide her with the greatest
advantage. Subsequently, targeters identify thesetuof those targets that must be

neutralized to achieve succéss.

The North Atlantic Treaty Organisation (‘NATQO’) deés targeting as the ‘process of
selecting and prioritizing targets and matching dperopriate response to them, taking into
account operational requirements and capabilitfes. According to U.S. military doctrine,

valid targets are those that have been vettedadgart of target development that ensures all

81 «Campaign ExecutionJoint Doctrine Publication 3-Q08™ ed. U.K. Ministry of Defence, October 2009, para.
3B-2, nte 2. Therefore, the targeting process mealyde the use of ‘non-lethal’ force as well. Hoxer, this
dissertation will focus primarily on the use offlak force by autonomous weapon systems.
8 Chairman, U.S. Joint Chiefs of Stalhint Targeting, Joint Publication 3-681 January 2013, p. vii.
83 y|a: .

Ibid, pp. vii - viii.
8 NATO Glossary of Terms and Definitiomgorth Atlantic Treaty Organisation, Nato Standsation Agency,
2008, p. 2-T-3, <available online at https://fagl/ivp/doddir/other/nato2008.pdf>.
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vetted targets meet the objectives and criteridineat in the commander’s guidance and
ensures compliance with the law of armed confiitt ules of engagemertt’

Four general principles guide the targeting proceBsst, it should be focused, i.e.
every target proposed for engagement should caomérito attaining the objectives of the
mission. Second, targeting should be ‘effects-thasee. it attempts to produce desired
effects with the least risk and least expenditdreesources. Third, it is interdisciplinary in
that targeting entails participation from commasdand their staffs, military lawyers,
analysts, weaponeets, ‘other agencies, departments, organisations, andtinational
partners®’ Finally, targeting should be systematic; a railoprocess that methodically
analyses, prioritises, and assigns assets agamstt#® A single target may be significant
because of its particular characteristics. Thgetés real importance, however, ‘lies in its
relationship to other targets within the operati@ystem® of the adversary.

There are two general categories of targeting:ibeelte and dynamic. Deliberate
targeting shapes the battlespace and addresseegltargets and efforts, i.e. beyond the next
twenty-four hours. Dynamic targeting manages tlatléspace and refers to decisions
requiring more immediate responses, usually withia current twenty-four hour peridg.

Targets have temporal characteristics in that thalinerability to detection, attack, or other

8 ‘No-Strike and the Collateral Damage Estimationtideology,” CJCSI 3160.01AChairman of the Joint
Chiefs of Staff Instructior).S. Department of Defence, 12 October 2012, &suwek C, p. C-2, nte. 7, citing JP
3-60,Joint Targeting reference f.
8 A weaponeer is an ‘individual who has completequisite training to determine the quantity and tyge
lethal or nonlethal means required to create aeksiffect on a given target.’Ibid, p. GL-11.
87 JP 3-60, Joint Targeting, p. viii.
8 |bid. See P Margulies, ‘Making Autonomous Weapons Aotable: Command Responsibility for Computer-
Guided Lethal Force in Armed Conflicts,’ in J Oh{ed.)Research Handbook on Remote Warfare
(Northampton: Edward Elgar Press, forthcoming 2016)
(<http://papers.ssrn.com/sol3/papers.cfm?abstrac? 7ig49006-.
8 JP 3-60, Joint Targeting, p. |I-5; ‘Operationsi&erADDP 3.14,Targeting 2" ed. Australia Department of
Defence, 2009, para. 1.21,
<http://www.defence.gov.au/foi/docs/disclosures/QP112_Document_ ADDP_3 14 Targeting.pdf>.
Australian targeting doctrine contains a fifth pipie: legitimacy: ‘[a]ll legal obligations, domts and
international are understood and mehbid, para. 1.6.
P 3-60, Joint Targeting, pp. II-1 — 1I-2 and ADBRA4, Targeting, paras. 1.10 — 1.1.2.
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engagement varies in relation to the time availableengage therft. Targets that are
especially time-sensitive present the greatestleggs to targeting personnel who must

compress their normal decision cycles into muchtshgeriods.

As mentioned above, targeting decisions must gatiatv of war obligations
(discussed in more detail beloW). In this context, targeting personnel bear thresestial
responsibilities. First, they must positively itifhand accurately locate targets that comport
with military objectives and rules of engagemengecond they must identify possible
concerns regarding civilian injury or damage tailgim objects in the vicinity of the target.
Finally, they must conduct collateral damage ed@mavith due diligence and ‘within the
framework of the operational imperatives of accastphg mission objectives, force
protection and collateral damage mitigatich.’

In U.S. military doctrine, the methodology of @i#ral damage estimation ‘is a
balance of science and aft.’ Targeting personnel must use their combined d¢isper
experience and current intelligence to apply theree to the conditions of the operational
environment. In addition to the potential for eddral damage and other law of war

considerations, commanders may weigh and balancg wther factors into their decision-

1 JP 3-60, Joint Targeting, p. I-5.
92 Targeteers and planners must understand andlbeabpply the basic principles of internatiorsaklas they
relate to targeting.’ Ibid, Appendix A, Legal Considerations in TargetingAgl.
% Joint Doctrine Publication 3-0Qpara. 337.
% ‘No-Strike and the Collateral Damage Estimationtidelology,” Chairman of the Joint Chiefs of Staff
Instruction, U.S. Department of Defence, 12 Octobefi2, Enclosure A, p. A-6 (emphasis added)’; Joint
Doctrine Publication 3-00, para. 3B-8; ADDP 3.T4rgeting, para. 1.24.
% |bid, Enclosure D, p. D-2. The U.S. military personmelist consider five essential questions when
performing collateral damage estimates: 1) Isdnget positively identified? 2) Are there protette collateral
objects, civilian or noncombatant personnel, inmtdmy or unwitting human shields, or significant
environmental concerns within the effects rangéhef weapon recommended to attack the target? 3)ti@an
damage to those collateral concerns be mitigatestriking the target with a different weapon ortwét different
method of engagement, yet still accomplish the imi$s 4) If not, what is the estimate of the numbér
civilians and noncombatants that will be injuredibled by the attack? and 5) Are the expectedatethl effects
of the attack excessive in relation to the expentéilary advantage gained and should this decitioattack the
target be addressed by the next level of commaseédan the ROE in effectbid, pp. D-A-6-D-A-7.
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making such as operational and strategic objectivedes of engagement, target
characteristics, political risks and risks to fdgnforces and the mission itséff.

After targets are engaged, commanders must ass$esseftectiveness of the
engagement. ‘Direct’ effects are the immediate consequenaksnilitary action whilst
‘indirect’ effects are the delayed and/or displasedond, third or higher order consequences,
resulting from intervening events or mechanismffedts can ‘cascade,’ i.e. ripple through a
targeted system and effect other syst€m3he assessment process is continuous and helps
commanders adjust operations as necessary and ottaedecisions designed to ensure the

success of the missidn.

Finally, the work of targeting is increasingly amt@mated (if not autonomous)

100 1t refers to the use of

process. ‘Targeting automation is decision suppehnology.
computer applications to speed the accurate dewvelnopand use of information that matches
objectives with targeting, and facilitates the assgent of effects. U.S. military doctrine
holds that, whilst automation increases the speeth® targeting processit is not a
replacement for human thinking or proactive comrations'®* and personnel must ‘fully
comprehend foundational targeting conceffs.” The next section describes the most
important targeting rules of international humamsta law with respect to autonomous
weapon systems.

A. Applicable Rules of Targeting in Internationalidanitarian Law

The international humanitarian law provisions priseg how belligerents should

conduct targeting — i.e. Articles 48 — 59 of ARhtegrate the principles of military necessity

%|bid, pp. D-3 and D-A-2.
*7 Joint Doctrine Publication 3-00, para. 338.
* ADDP 3.14, Targeting, para. 1.21.
9 ‘No-Strike and the Collateral Damage Estimatiorthéelology,’ p. D-1.
190 hid, Appendix B Targeting Automation, p. B-1. (empkasided).
101 pid, p. B-4.
1% bid.
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and humanity. The targeting rules (perhaps thet inggortant in international humanitarian
law'®® attempt to delineate the parameters for the tdseroe during armed conflict and
therefore are the most relevant to a discussioth@fdevelopment and use of autonomous

weapon systems.

Articles 48 and 52 enshrine the customary law dditparties to an armed conflict to
distinguish between the civilian population and batants and between civilian objects and
military objectives, and thus direct operations yomlgainst combatants and/or military
objectivest®® Consequently, military necessity will not providebasis for derogation from
this prohibition'® In addition to attacks directed against civiliatfg]cts or threats of
violence the primary purpose of which is to spréador among the civilian population are
prohibited.’®® Article 51 (4) expresses the rule of customatgrinational humanitarian law

that prohibits indiscriminate attacks, which inaud

(a) those which are not directed at a specific militajective®’

(b) those which employ a method or means of combatiwbannot be directed at a
specific military objective; or

(c) those which employ a method or means of combaetleets of which cannot be
limited as required by APf®

193 M Waxman, ‘Detention As Targeting: Standards oft@iaty and Detention of Suspected Terrorists,” 108
Columbia Law Review(2008) 1365, 1394, nte 103 (citing Christopher damood, ‘The Law of War
(International Humanitarian Law)’ in M Evans (ethjernational Law 2" ed. (Oxford University Press, 2003)
p. 793. ‘The question who, or what, is a legitienrget is arguably the most important questiothénlaw of
war ....").
194 prosecutor v. Tihomir Blagki Judgment, IT-95-14-A, Appeals Chamber, 29 Ju@L(ara. 109. Article 52
defines ‘military objectives’ as “those objects walniby their nature, location, purpose or use makeftective
contribution to military action and whose total partial destruction, capture or neutralization, the
circumstances ruling at the time, offers a definiiétary advantage.’
195 prosecutor v. Stanislav GaliJudgment, IT-98-29-A, Appeals Chamber, 30 Novar@0€6, para. 130.
1% Art. 51 (2), API.  The object and purpose of Ali51 (2) is to confirm the customary rule thailizins must
enjoy general protection against the danger arismg hostilities as well as the customary proditagainst
attacking civilians. Gadi para. 103.
' The ICRC Commentary to art. 51 explains that amjitobjectives principally include ‘the armed fascéheir
members, installations, equipment and transports.”  para. 1951,
<http://lwww.icrc.org/applic/ihl/inl.nsf/Comment.x8piewComments=LookUpCOMART&articleUNID=4BEB
D9920AEOAEAEC12563CD0051DC9E>. Limited areas ohtegic physical space, such as bridgeheads or
mountain passes may, in certain circumstancesifgjaal military objectives. Ibid, para. 1955.
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Article 54 prohibits attacks against objects thatiadispensable to the survival of the
civilian population ‘for the specific purpose ofrdeéng them for their sustenance value to the
civilian population or to the adverse Party’’regardless of motive. Such indispensable
objects would include food supplies, crops ripe liarvest, drinking water reservoirs and
water distribution system3® To avoid additional civilian suffering, Article8Sbans attacks
against works or installations containing dangefouses, i.e. dams, dykes and nuclear power

plants.

Article 57 addresses the precautions that ‘those plan or decide upon’ an attack
must exercise to avoid or minimize civilian caswslt Planners and executors of attacks
must do everything feasible to verify that the &rgf the attack is a military objective and the
provisions of API do not forbid the operatibi. Furthermore, belligerent forces must ‘take
all feasible precautions in the choice of means mmathods of attack'? to avoid and

minimize incidental injury to civilians and damagde civilian objects® ‘Feasible

198 Oeter, ‘Methods and Means of Combat,’ pp. 127 -12&acks that employ certain means of combat tvhic
cannot discriminate between civilians and civiliabjects and military objectives are ‘tantamountdicect
targeting of civilians.” Prosecutor v. Pavl&trugar, Judgment, IT-01-42-A, Appeals Chamber, 17 Jul§&0
note 689 (citingGali¢ Trial Judgment, note 101). Similarly, encouragetnef soldiers to fire weapons for
which they lack training may be indicative of thadiscriminate nature of an attackStrugar, para. 274.
Furthermore, the indiscriminate nature of an attaaly be circumstantial evidence that the attackadlgt was
directed against the civilian population. Gglppeals Chamberat para. 132.

199 A belligerent party may, in extreme cases of mmjitnecessity, destroy objects thae indispensable to the
survival of the civilian population in portions 6§ territory that are undets control. ICRC Commentary to Art.
54 of API, para. 2121,
<http://www.icrc.org/applic/ihl/ihl.nsf/Comment.xsp@wComments=LookUpCOMART &articleUNID=C5F28
CACC22458EAC12563CD0051DD80

10 1pid. Article 54 was drafted before the development diomawide and global computer networks that
operate and maintain vital communication, transguam, electrical and defence systems. Whethesethe
networks should be considered as objects indispémga the survival of the civilian population wiie
considered in the chapter on international crimiaal.

ML Art. 57 (2) (@) (i). As technology develops, theope of what is ‘practicable,” and therefore lsga
necessary, may expand accordingly. J Beard, ‘Lad War in the Virtual Era,” 10&merican Journal of
International Law 3 (July 2009), 409, at 433 — 439.

12 Art. 57 (2) (@) (ii).

113 Rules 15 — 17, ICRC Customary International Lawd$f supra note .... According to U.K. military
doctrine, when considering the means or methodgtatk to be used, ‘a commander should have regatte
following factors:

a. the importance of the target and the urgendgesituation;

b. intelligence about the proposed target—what litding, or will be, used for and when;
c. the characteristics of the target itself, foample, whether it houses dangerous forces;
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precautions’ are precautions that are practicablepractically possible considering all
circumstances ruling at the time, including hunemidin and military consideration¥: Thus,
this duty does not require an attacker to be aettzt the target of the attack is lawkti.

Instead the obligation is to act with due diligeacel in good faitH°

The rule of proportionality, expressed in Articles (5) (b) and 57 (2) (a) (iii), is the
most challenging obligation within the realm of épautions-in-attack.” This rule requires
parties to armed conflict to ‘refrain from deciding launch any attack which may be
expected to cause incidental loss of civilian lifgury to civilians, damage to civilian objects,
or a combination thereof, which would be excessiveelation to the concrete and direct
military advantage anticipatef:” This duty requires consideration and balancingtdéast
three abstract values: eXcessiveancidental injury to civilians and/or damage toiltan
objects,’ 'concrete and direct’ and ‘military advage.’

The adjective ‘excessive’ is important because,Pasfessor Dinstein observes,

incidental civilian damage during armed conflictingevitable due to the impossibility of

d. what weapons are available, their range, acguean radius of effect;

e. conditions affecting the accuracy of targetswugh as terrain, weather, and time of day;

f. factors affecting incidental loss or damage hsas the proximity of civilians or civilian objedts the vicinity

of the target or other protected objects or zonws \whether they are inhabited, or the possibleassleof
hazardous substances as a result of the attack;

g. the risks to his own troops of the various amgi@pen to him. JSP383, Joint Service Manuahefliaw of
Armed Conflict, para. 5.32.4.

" Art. 10, Protocol 1l to Convention on Prohibitioms Restrictions on the Use of Certain Conventional
Weapons Which May Be Deemed to Be Excessively imjgror to Have Indiscriminate Effects (“CCW?").

¥ Dinstein, The Conduct of Hostilities Under the Law of Intefomal Armed Confligt2"™ ed. (Cambridge
University Press, 2010), p. 139; W Boothiifie Law of TargetingOxford University Press, 2012), p. 121.

° Dinstein p. 139. Feasibility determinations depend onedie factors such as access to intelligence
concerning the target and the target area, avhilalof weapons, personnel and different means tedcé,
control (if any) over the area to be attacked, Wihgency of the attack and ‘additional security siskhich
precautionary measures may entail for the attacfances or the civilian population.” J Wright, ‘X€essive’
Ambiguity: Analysing and Refining the ProportiontgliStandard,” 94international Review of the Red Cross
(Summer 2012), 819, 827 (citing N Melzérargeted Killing in International LawOxford University Press,
2009), p. 365).

" Art 57 (2) (a) (iii). ‘Concrete and direct,’ JSB3 Joint Service Manual of the Law of Armed Catflpara.
5.33.3. For a discussion of the customary lavishafsthe rule of proportionality customary lawe$&rosecutor

v. Zoran Kupreski, Judgment, IT-95-16-T, 14 January 2000, para. 524.
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keeping all civilians and civilian objects ‘awayofn the circle of fire in wartime:®
However, the term does not lend itself to empiricalculations as it is impossible to prove

® Furthermore, calculations of

that a particular factory is worth X number of &iams*
expectedincidental damage to civilians (whether excessive not) will always be
approximation¥® ‘to help inform a commander’s decision making.’

The language “concrete and direct” means that #uwantage to be gained is
identifiable and quantifiable and one that flowsedily from the attack, as opposed to a vague
hope that it might improve the military situationthe long term%2

The ICRC Commentary to Article 52 (2) (a) (iii) @ges that ‘a military advantage
can only consist in ground gained and in annimtator weakening the enemy armed
forces.’®® Other commentators, however, argue that milislyantage is a contextual notion

with diverse variable¥* Furthermore ‘an attack’ in this context may benpoised of a

number of coordinated actions including diversignatactics and disruption of

18y Dinstein, ‘The Principle of Distinction and Cyb®ar in International Armed Conflicts,” 1Journal of
Conflict & Security Law2 (2012), 261, 269.
119 A Rogers,Law on the Battlefield2™ ed. (Manchester University Press, 2004), p. 2@m@anders may
consider a (non-exhaustive) list of intangible cams to determine what is excessive: ‘[hJow impatrta the
military objective sought to be achieved? Whatthaepros and cons of each option available toeaehthat
objective? For each option, what is the probabditsuccess? What are the costs of failure? \&tethe risks
of civilian casualties present in each option? Wra the risks of military casualities involvedaach option?
How are casualites of either kind to be weighedregahe military benefits of the attack?’ Depagtrh of
Defense Law of War Manual, nte. 320.
120 United States military doctrine defines ‘CollaleEzamage Estimate’ as ‘[a]n approximate calculatafn
potential collateral damage through analysis pociarget engagement.” ‘No Strike and the Collt&amage
Estimation Methodology,Chairman of the Joint Chiefs of Staff Instructi@JCSI 3160.01A, 12 October 2012,
p. GL-4. Thus, collateral damage estimates dopmetlict the actual outcome of weapon use. Operaltio
environments, weapon performance and accuracytelfigence can contribute to collateral damagenesies
that differ from actual resultdbid, p. D-2.
1211bid, p. D-2.
122 3SP 383, Joint Service Manual of the Law of ArrGenhflict, para. 5.33.3.
' |bid, para. 2218. Such advantage, however, ‘may or moaye temporally or geographically related to the
object of the attack.” Elements of Article 8 (2)fl) of the Rome Statute for the Internationalr@irial Court,
note 36.
124 Eor example, the ‘the military advantage’ of ataek may change depending on the overall purposheof
military mission. Y Dinstein, ‘Legitimate Militar{bjectives Under the Current Jus in Bello,” in AaWed.),
Legal and Ethical Lessons of NATO'’s Kosovo Campai@international Law StudiegNewport, Naval War
College, 2002), p. 186.
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communications?®> Thus, the military advantage anticipated fromadtack refers to the
advantage expected from the attack considered whoée and not only from isolated or
specific parts of the attack® Phrased differently, ‘military advantage’ is mestricted to
immediate tactical gains, but may be assesseckifuthstrategic context’

Proportionality analyses, often made during thesstrof military operations, are
notoriously difficult and require a degree of sulidty on the part of military
commanders$®® In 2000, a report issued by the Office of thesrutor of the International
Criminal Tribunal for the Former Yugoslavia (‘ICT)Ybbserved that ‘[i]t is much easier to
formulate the principle of proportionality in geaéterms than it is to apply it to a particular
set of circumstances because the comparison i b#aveen unlike quantities and values.
One cannot easily assess the value of innocent idimas as opposed to capturing a
particular military objective’®®*  The language contained in Articles 51 (5)(b) &W
(2)(a)(iii): ‘which would be excessive in relativo,’ links and relativises the two core values
at stake, and guarantees that proportionality ‘do&sfunction as a rule of equity within

armed conflict¥*°

Thus, the proportionality rule ‘is not a standarid poecision.**' Rather, military

commanders must use their common sense and gotd Vidden they weigh up the

125 pepartment of Defense Law of War Manual, Sectiah73.

126 3Sp 383, Joint Service Manual of the Law of Arn@onflict, para. 5.33.5. Importantly, the terms
‘anticipated’ and ‘expected’ guarantee that praposlity analysis will not be retrospective. Itetonot concern
the actual incidental damage caused nor the nyilddvantage achieved by the attack. The ‘decis&an by
the person responsible has to be judged on the baasil information available to him at the relavdme, and
not on the basis of hindsight.” Galinte. 109, citing the Statements of Understandiagle by Germany upon
ratification of API, 14 February 1991.

” Department of Defense Law of War Manual, Sectiah73.

128 ICRC Commentary to Art. 57, API, para. 2208,
<https://www.icrc.org/applic/ihl/ihl.nsf/Commentp@action=openDocument&documentld=D80D>.

129 Final Report to the Prosecutor by the CommitteeaBlighed to Review the NATO Bombing Campaign
Against the Federal Republic of Yugoslaf2800), para. 48 kttp://www.icty.org/sid/10052.

130 May & Newton, Proportionality in International Lap. 172.

131 The Targeted Killing CaseJudgment, Supreme Court of Israel, PresidentakaR 11 December 2005, para.
58.
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humanitarian and military interests at stake.The ICRC Commentary recognizes that the
rule, ‘such as it is™®® attempts to balance the competing interests dfanjlnecessity and the
protection of civilian populationS® Not surprisingly, the ICRC prefers to set thisabae
substantially on the side of humanity: ‘[tlhe P@il does not provide any justification for
attacks which cause extensive civilian losses ardagies. Incidental losses and damages
should never be extensive!®> More recently, a group of international humariétarlaw
experts, in disagreement with the latter approagmed that ‘extensive collateral damage
may be legal if the anticipated concrete and diretitary advantage is sufficiently great.
Conversely, even slight damage may be unlawfulhé@ tilitary advantage expected is
negligible.**®

The requirements of the Article 57 rules concegrpnecautions-in-attack (as well as
the other targeting rules codified in API) refletémentary considerations of humanity (i.e.
human dignity) and the international humanitariaw Iprinciple that civilians and civilian

objects shall be spared, as much as possible, fheneffects of hostilities’”  Similarly,

these rules speak to military necessity and thel méearmed forces for disciplined soldiers

132|CRC Commentary to Art. 57, API, para. 2208.

133The ICRC acknowledged that the rule ‘is by no messslear as it might have beetbid, para. 2219.

134 Questions that may impact a commander’s propatitynanalysis include: what are the relative valte be
assigned to the anticipated military advantageeghind the expected injury to hon-combatants amtiorage

to civilian objects; what do you include or excluthecalculating these values; to what extent is ilitary
commander obligated to expose her own forces t@eatam order to limit civilian casualties or damaige
civilian objects? Final Report to the Prosecutpitie Committee Established to Review the NATO Bogb
Campaign Against the Federal Republic of Yugoslgyéaa. 49. Since different commanders possesg etitfe
doctrinal backgrounds and different levels of coh@gerience, this report suggested that the steridaapply

for assessing past proportionality determinatidmsukl be that of the ‘reasonable military commaridébid,
para. 50.

3% |CRC Commentary to Article 51 (5), para. 1980, (bamgis added),
<http://www.icrc.org/applic/ihl/ihl.nsf/Comment.xsp@wComments=LookUpCOMART &articleUNID=4BEB
D9920AEOAEAEC12563CD0051DCSE

13 Tallin Manual, Rule 51 (7). The Netherlands arnfietes distinguish between what is lawful and wisat
acceptablen proportionality analysis. Thus, when plannattacks, Dutch commanders must try to ensure that
no collateral damage occurs. Author interviewhwiolonel Hans Folmer, Commander of Cyber Command,
Netherlands Ministry of Defence, 20 January 2015.

Y7 Gali¢, Judgment, para. 190.
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who will fight most effectively and facilitate thre-establishment of peat®. Thus, this dual
proscriptive and permissive approach — based irvéihée of human dignity -- runs through
the laws and customs of war from the writings obtiars, Vattel and their contemporaries to

modern day treaty and customary international hutawaan law.

Given the complexities of combat and the battlesptie general principles of Article
57 do not give rise to specific rules that par@culpes of weapons must be used in a specific
case’*® Instead, parties to armed conflict ‘retain comsidble discretion to prioritise military
considerations and the framework of operationaliregnents, and not simply humanitarian

constraints**° Targeting assessments, therefore, often entibeee of subjectivity’*

Nevertheless, the targeting rules of internatidmainanitarian law apply to the use of
autonomous weapon systems (like any other weapstersg).  Professional armies must
‘expect military commanders employing a system aittonomous functions to engage in the
decision-making process that is required by intsnal humanitarian law*** Logically, it
is impossible for commanders darect weapons at specific military objectives, as reelipy
Article 51 (4) (b) of API, without a proper undeastling of the weapon. Thus, deployment
of autonomous weapons systems without a properrsitageling of how the system works

will constitute an indiscriminate attack and be jeab to criminal sanction, at least in

138 [n]o responsible military commander would wishatiack objectives which were of no military intsre

ICRC Commentary to Art. 57, API, para. 2195, avdda
<https://www.icrc.org/applic/ihl/ihl.nsf/Commentp®@action=openDocument&documentld=D80D14D84BF36B
92C12563CD00434FBD>
% Oeter, ‘Methods and Means of Combat,’ pp. 189 — 190or does the rule imply any prohibition of sifiec
weapons. ICRC Commentary to Art. 57, API, para. 2012
<https://www.icrc.org/applic/ihl/ihl.nsf/Commentp®@action=openDocument&documentld=D80D14D>.
"0 Oeter, ‘Methods and Means of Combat,” p. 190.
14141 considering whether commanders and othersoresiple for planning, deciding upon, or executittgeks
have fulfilled their responsibilities, it must berbe in mind that they have to make their decisimmghe basis
of their assessment of the information from allrsea which is available to them at the relevanetimJoint
Service Manual on the Law of Armed Confipt 85. This means looking at the situation apfieared to the
individual at the time when she made her decisibid. Tallin Manual, note 384.
142 Colonel R. Jackson, Panel on ‘Autonomous Weapan Armed Conflict’, Annual Meeting of American
Society of International Law, Washington DC, Af114.
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jurisdictions that recognize the dolus eventuaksmdard for mens red® Moreover, prior to
deploying an autonomous weapdhthe superior must ensure one of two criteria: igeo
programmed, the artificial intelligence softwarentolling the autonomous weapon system
has the robust capacity to comply with Article ®f, 2) deployment of the autonomous
weapon system is itself an expression of a ‘feasgrecaution in the choice of means and

methods of attack’ within the meaning and spirithe law™*°

B. Autonomous Weapon Systems and Compliance withathe af Targeting

Nothing in international humanitarian law per seakes the application of these
targeting rules by autonomous weapon systems uunlawiovided that the artificial
intelligence of the autonomous functions is capablecompliance with the rule(s§°
Currently, the limited powers of artificial ‘visiomnd object recognition severely restrict the
capacity of autonomous technologies to comply whta principle of distinction?” Thus,
deployment of an autonomous weapon system progrannseek out and attack an enemy
(and only that enemy) would be lawful exclusivetyrémote areas such as deserts or the high

seas, where the likelihood of the presence ofiang is extremely low and more complex

143 M Schmitt, Remarks during Panel on “The Internadio Legal Context” at ‘Autonomous Military
Technologies: Policy and Governance for Next GeimraDefence Systems,” Chatham House, London, 24
February 2014; Permission to cite provided in etetdt mail message to author, 15 March 2014.
144 By definition, once the commander deploys an autwus weapon platform, she may lose her abilityke
additional feasible precautions as well as mak@g@onality judgments. During the Clinton admingion,
after U.S. armed forces under his command launeh#dmated cruise missiles against the headquaoters
Saddam Hussein’s intelligence service in Baghdaeki@ent Clinton was aghast to learn that the teissieither
had cameras mounted on them, nor could they beetlback’ prior to striking their targets. R ClayRgainst
All Enemies: Inside America’s War on Teridtew York: Free Press, 2004), pp. 82 — 83.
145 Jackson, Panel on ‘Autonomous Weaponry and Arnadlict’; Art. 8 (2) (b) (iv) of the Rome Statute of the
International Criminal Court prohibits attacks whethe anticipated civilian injury and damage issé&ly
excessive” to the expected military advantage. dinilar provision exists in treaty or customary ldmat
criminalises failures to take feasible precautionsler Arts. 57 (2) (a) (i) or (ii). | am grateftd Professor
Robin Geil3 for clarifying this point.
146 The humanitarian character of the principles eflthw of armed conflict applies to all forms of feae and
all kinds of weapons, including future weapons.e Tlgality of Nuclear Weaponsypranote ... para. 86.
147M Cummings, ‘Man versus Machine or Man + Machint=EE Intelligence SystemSeptember/October
2014, 7, dittp://hal.pratt.duke.edu/sites/hal.pratt.duke .Blgg/u10/1S-29-05-
Expert%200pinion%5B1%5D_0.pelf Peter Margulies, on the other hand, claims thathine recognition of
human faces and landscape images have improvedygratthough still requires ‘regular, frequent ham
monitoring and assessment.” Margulies, ‘Makingdxtmous Weapons Accountable: Command Responsibility
for Computer-Guided Lethal Force in Armed Conflicts
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assessments, such as proportionality, unnece¥8argven this restricted scenario contains
additional challenges. Article 41 of API, for exale, prohibits the targeting of individuals

who clearly express an intention to surrender.h@lgh this assessment can be difficult for
human soldiers, sailors and pilots as W&llthe launch of an autonomous weapon system

without this recognition capability would be unlait°

Indeed, the ability to make the difficult value gmdents often present in complex
proportionality analysis (as well as other preaasiin attack) probably presents the greatest
cognitive challenge to the lawful operation of auwgmous weapon systerhs. The data-
processing strengths of modern computers missubgtagive ability to assess the competing
human priorities of military advantage and the @ctbn of civilians. This reflective
capacity, the presence of accumulated knowledgperience, instin¢t? and ‘common-
sense,’ resides, at times, in the human mifd. Given the present state of artificial
intelligence, without human-machine teamwork inu&iions where proportionality
evaluations and other value-based decisions aressar/, the deployment of a lethal
autonomous weapon system would be illegal purstaatiie targeting rules of international

humanitarian law.

148 B Boothby, ‘How Far Will the Law Allow Unmanned figeting to Go?’ in D Saxon (edljternational
Humanitarian Law and the Changing Technology of \W&iden: Martinus Nijhoff, 2013), pp. 57 — 59 a62l.
149 During the trench warfare of the first world wéne ‘onus fell rather on the would-be prisoner & bis
surrender accepted, something difficult to do wireend and enemy met so rarely face-to-face, wizee-to-
face encounters tended to provoke hair-triggerti@as, and when a pacific shout from a dark dugioua
foreign language might be misinterpreted.” J Keedae Face of BattléNew York, Penguin Books, 1978), pp.
282 — 283.
159Boothby, ‘How Far Will the Law Allow Unmanned Tatiey to Go?’ p. 59.
151’ M Schmitt and J Thurnher, “Out of the Loop”: Ammmous Weapon Systems and the Law of Armed
Conflict,” 4 Harvard Natl. Sec..J(2013), 231, 266 - 267. M Sassoli, ‘Automomdvisapons and International
Humanitarian Law: Advantages, Open Technical Qaestiand Legal Issues to Be Clarified,” @@ernational
Law Studies08 (2014), 331 — 33.
12 Reliance on one’s natural instincts, of course ba fallible. AristotleOn Rhetoric: A Theory of Civic
Discourse George A. Kennedy, Trans“2d. Oxford, Oxford University Press, 2007, p. 94.
153 sassoli, ‘Automomous Weapons and International &hitarian Law: Advantages, Open Technical
Questions and Legal Issues to Be Clarified, 33@¢RC Commentary to Art. 57, API, para. 2208,
<https://www.icrc.org/applic/ihl/ihl.nsf/INTRO/470>
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Nevertheless, as the technology improves, it isiptssto envisage scenarios where an
autonomous weapon system can fulfill targeting gailons more successfully than
humans>* Tests of new ‘machine-learning’ systémslemonstrate that ‘machine-learning’
artificial intelligence often exhibits better judgmt than humans in response to certain
situations:>® Unburdened by stress and fatigue and capableoaepsing more data, more
quickly, than human soldiers, machines — in somgasons - will exhibit more ‘tactical

7

patience'’ and, potentially, more accuracy when distinguighinetween civilian and

combatants.

Similarly, autonomous weapon systems could prowapportunities for greater pre-
cautionary measures — including more accurate ptiopality analysis - than human soldiers
planning and executing an attack. An autonomouspwae system, unworried about its own
survival, can delay the use of force, thereby redudoubt about the nature of a target. It can
also use less force, including non-lethal forceewkngaging the enemy, and so put civilians
at lesser risk>® Consequently, the use of these autonomous systéini some situations,

impact the process of balancing military necesaitgg humanity embodied in proportionality

154 gSassoli, ‘Automomous Weapons and International &hitarian Law: Advantages, Open Technical
Questions and Legal Issues to Be Clarified,” 331%.
15 Although algorithm-based artificial intelligence the most common form in use today, ‘Statisticalchine
Learning,” whereby autonomous robots learn to myottieir behaviour by trial-and-error, is a sigréfit area of
research. L Steels, ‘Ten Big Ideas of Artificiatdlligence,’Remarks to 25 Benelux Conference on Artificial
Intelligence Delft Technical University, 8 November 2013; AothHnterview with Gianfranco Visentin, Head,
Automation and Robotics Department, European Spamncy, Noordwijk, 4 November 2013; P Margulies,
‘Making Autonomous Weapons Accountable: CommandpBesibility for Computer-Guided Lethal Force in
Armed Conflict.’
%6 R Brooks, ‘A Brave New World? How Will Advances Artificial Intelligence, Smart Sensors and Social
Technology Change Our Lives?’ Panel Discussion atlfMEconomic Forum, 22 January 2015,
<http://www.weforum.org/videos/brave-new-woxld
157 “Tactical patience’ refers to the ability to petrai combat situation to develop to ensure thabasttaken
(such as attacks) are appropriate and lawful. Ha&le, ‘Executive Summary for AR 15-6 Investigati®i,
February 2010 CIVCAS Incident in Uruzgan Provinddgmorandum for Commander, United States Forces-
Afghanistan/International Security Assistance Force Afghanistan,
<http://www.rs.nato.int/images/stories/File/AprilxD
Dari/May2010Revised/Uruzgan%20investigation%?2Ofirysdi. pdf>.
138 Sassoli, ‘Automomous Weapons and International &hitarian Law: Advantages, Open Technical
Questions and Legal Issues to Be Clarified,” 310Sthmitt and J Thurnher, *“Out of the Loop”: Autanous
Weapon Systems and the Law of Armed Conflict,” 264.
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analysis™>® Indeed, the introduction of these weapons td#tdespace can alter the meaning

and scope of these two princip(&8.

A number of individuals and non-governmental oigamons have called for an
international ban on the development and use dfaleautonomous weapon systelfls,
arguing inter alia, that use of these weapon systertl violate international humanitarian
law. Human Rights Watch, for example, contends$ fiadly autonomous weapons’ would
not be able to fulfill the requirements of distioct, ‘especially in contemporary combat
environments®? Moreover, Human Rights Watch argues that autausmveapon systems
lack the ‘human qualities’ that are necessary teess an individual's intentions, an
assessment that is key to distinguishing tardétsIf an autonomous weapon system is used

in an environment where it cannot distinguish betweombatants and civilians, then its use

is indiscriminate and unlawfdf?

While that last statement is correct in principtewould not preclude the use of
autonomous weapon systems in conditions where ¢aaydistinguish between combatants

and civilians. Furthermore, nothing in internagbhumanitarian law speaks to a general duty

159 professors May and Newton suggest that the tingsedndved to consider, dex ferenda the lives of
combatants as factors in a proportionality assessmeroportionality in International Law, p. 151n that
context, in certain circumstances, particularly wisapture is possible, there may be little militadwvantage to
be gained from the use of lethal force by auton@meeapon systems against, or in the vicinity ofnan
soldiers.

180 The notions of military necessity and humanity eaolve as new technology affects the ways wansbea
fought and social perceptions of acceptable hum#aring change. H Natsu, ‘Nanotechnology andRb&ire

of the Law of Weaponry,’ 9lnternational Law Studie€015), 486, 501 — 502 and 50Jargulies, ‘Making
Autonomous Weapons Accountable: Command Respoitgitnit Computer-Guided Lethal Force in Armed
Conflict.’

161 See the Campaign to Stop Killer Robotsitg://www.stopkillerrobots.org/. Professor Christoph Heyns,
United Nations Special Rapporteur for Extrajudiciatecutions, has called for national moratoria be t
production, transfer, deployment and use of lethalonomous robots (‘LARS’) ‘until such time as an
internationally agreed upon framework on the futofd ARs has been established; ...." Report of thectal
Rapporteur on Extrajudicial, Summary or Arbitrarkxeeution, A/HRC/23/47, 9 April 2013, para. 113,
http://www.ohchr.org/Documents/HRBodies/HRCounddiiRlarSession/Session23/A-HRC-23-47_en.pdf

162 | osing Humanity: The Case Against Killer Robd#siman Rights Watch, November 19, 2012, pp. 30— 3
available online ahttp://www.hrw.org/reports/2012/11/19/losing-humtgir). Also seeKiller Robots and the
Concept of Meaningful Human ControMemorandum to Convention on Conventional Weap(@€W)
Delegates, Human Rights Watch, April 2016, pp. 2nd 16.

183 bid, p. 31.

184 Art. 51 (4)(b), API.
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to gauge ‘an individual’s intentions’ prior to emgjag a target® A belligerent may attack
an enemy soldier, and kill her, without measurimgttenemy’s thought processes or
emotional state at the time. Soldiers often firéllary at human targets many kilometres
distant. Pilots often drop bombs on targets fragh laltitudes. A suggestion that all such
attacks violate the law of armed conflict and/cattthe weapon systems used are illegal is
untenablé® Thus, Human Rights Watch appears to find ‘oblimasi in the principle of
distinction that do not exist in law.

Human Rights Watch also claims that lethal autonssmweapon systems should be
banned because they ‘cannot identify with humarsghvmeans that they are unable to show
compassion, a powerful check on the willingneskilid **’ The laws of war, however, do
‘not seek to promote ‘love,” ‘mercy’ or human enpat.., but respect based on objective

168 This contention, therefore, is also irrelevantler international humanitarian

criteria.
law.
Furthermore, Human Rights Watch claims (withoutvpdimg any scientific evidence)
that an autonomous weapon system ‘could not bergmuged to duplicate the psychological
processes in human judgment that are necessarysdess proportionality®® The
organization contends that ‘humans are better dudemake such value judgments, which

cannot be boiled down to a simple algorithif?.’Although these arguments are true, today,

the ability of computers to address complex densiwill increase as artificial intelligence

185 An exception would be an enemy soldier manifestiegintention to surrender as discussed above.

186 M Schmitt & J Thurnher, “Out of the Loop”: Automous Weapon Systems and the Law of Armed
Conflict,” 248.

157 osing Humanity: The Case Against Killer Robots3p.

188 5ass0li, ‘Automomous Weapons and International &hitarian Law: Advantages, Open Technical
Questions and Legal Issues to Be Clarified,” 318.

% 1hid, 34.

7% 1bid.

1M Cummings, ‘Man versus Machine or Man + Machind=EE Intelligence SystemSeptember/October
2014, 7 <http://hal.pratt.duke.edu/sites/hal. pdlake.edu/files/u10/1S-29-05-

Expert%200pinion%5B1%5D_0.pdf>.
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technology continues to develdff. More importantly, however, the delegation of thealue
judgments to autonomous weapon systems constituteansfer of the power of human
reasoning. As discussed beldhat scenario produces a loss of human dignity, corttizad

the very raison d’etre of international humanitariaw.

V.  AutonomousWeapon Systems, the Law of Targeting, and Human Dignity

Many of the tasks involved in the targeting pro¢essdo not require weighing of, or
reflection about, important values. The gatheohdata, calculations of expected damage (to
targets and civilians and civilian objects), eviea ftusion of information for the identification
of objects and persons as friendly or enemy, &rstibtive of sub-processes more efficiently

performed by autonomous and/or automatic technology

Conversely, final decisions concerning feasiblecputions combine subjective and
objective judgments involving the principles of naty necessity and humanity. Evaluation
of what is necessary in war is a difficult and sahive process. Consequently, ‘different
people often assess military necessity differerfiy. Commanders making these assessments
may consider the broader imperatives of winning #mmed conflict in addition to the
demands of the immediate circumstances. Considesatof military necessity that
encompass only immediate situations ‘could proltimg fighting and increase the overall

suffering of the war®* Therefore, in addition to knowledge and expemerinterpretations

172 1n addition, Human Rights Watch makes the confyisigument that even when autonomous weapons can
acquire the required level of reason, they woulbtéahave other qualities ‘— such as the abiliyunderstand
humans and the ability to show mercy — that aressary to make wise legal and ethical cholmegond the
proportionality test Losing Humanity: The Case Against Killer Robgts 34 (emphasis added). It is important
to clarify that the law does not impose obligatiamsbelligerents ‘beyond the proportionality test;’beyond
other international humanitarian law rules.
173 U.S. Department of Defense Law of War Man(@ifice of General Counsel, 12 June 2015, paa32.
1 bid, 2.2.3.1.
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of ‘everything feasible’ and ‘all feasible precaunts’ will be a matter of common sense and

good faith.*"

Delegation of responsibility for these decisions axtificial intelligence directing
autonomous weapons would remove a great deal dafsyre from soldiers and their
commanders. This short-term gain, however, createsg-term disadvantage. As discussed
in chapters three and four, the ability to thinklaommunicate about difficult concepts and
values reflects the core of personal autonomy amtham identity. Conveyance of this
responsibility to machines is a transfer of humalue; nothing could damage human dignity
more. The onus for taking the precautionary measulescribed in Article 57 of API,
therefore, must remain with the human commandedsogerators who have the capacity to

exercise their judgment over, and interact witthdéautonomous weapon systems.

Some commentators might respond that the humaonigasprocess for these value-
based decisions is simply shifted from the humammander or soldier to the person who
programmes the artificial intelligence software fach weapon. For example, William
Boothby observes that it ‘may sometimes be possbléhe mission planning stage for a
human being to determine that in all foreseeabteunistances programmed attacks will
always comply with these evaluative rulé$.’ With respect to an autonomous aerial weapon
system, the person planning the mission interwalilaspecify the area to be searched and/or
the objective to be targeted, the munitions to aeied, the associated target recognition

technology required for the mission and the necgsgaality of recognitiort!”

s ICRC Commentary to art. 57, API, para. 2198,
<https://www.icrc.org/applic/ihl/ihl.nsf/Commentp®@action=openDocument&documentld=D80D14D84BF36B
92C12563CD00434FBD>.
176 presentation to Expert Meeting on Lethal Autonosnd{eapon Systems, Convention on Certain
Conventional Weapons, 13 — 17 April 2015, p. 3.
Y7 Boothby, The Law of Targeting, p. 283.

32



The unpredictability of warfare, however, makes thrgument unsatisfactory. The
moral and legal reasoning involved in these plagmacisions only brings the autonomous
weapon system to the entrance of the battlespacs. impossible to foresee all of the
changing circumstances that result from the flyid#nd violence of armed conflict.
Consequently, it would be impossible for an operafoan autonomous weapons system to
programme the machine to address every contingenthie human planner — whether
intentionally or simply by default — leaves manyat issues to the artificial intelligence
software.

In addition, one can argue that my position wiladeto a counter-productive

‘normative drift*’®

in international humanitarian law. By using cernts about human
dignity to limit the use of lethal autonomous weapahe international humanitarian law goal
of reducing the suffering of war is ‘turned on fiead.” For example, robotic swarms of
autonomous weapons are designed to quickly overwhel opponent, resulting in sharp, but
short wars. The fielding of these lethal autonosmeweapon systems, therefore, has the
potential to reduce human casualties of the attgckorces, and possibly avoid civilian
injuries as well™® Consequently, the employment of these weaponssistent with the
principle of military necessity, could accelerated dacilitate the return to peat®. Open-
ended claims about threats to human dignity, carsaty, apart from skewing the balance
between military necessity and humanity, could léadyreater violations of international
humanitarian law. On the other hand, this samanuoahg process, operating at the heart of

international humanitarian law, might simultaneguadifirm the use of autonomous weapons

and avert their offence to human dignity.

178 ¢ Tams, ‘The Use of Force Against Terrorists,'Biropean Journal of International Lag2009), 383, 389
and 392 (discussing jus ad bello and the ‘normadii#’ with respect to the scope of the right ¢dites to self-
defence).
179 M Newton, ‘Back to the Future: Reflections on thdvent of Autonomous Weapon Systems,’ @@se
Western Reserve Journal of International L@015), 16-17 and 21-22.
180 By mitigating human suffering and property damaayened forces can accelerate recovery in posticonfl
situations. ‘No-Strike and the Collateral Damagéigation Methodology,” CJCSI 3160.01A, p. C-4.
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This argument, however, ignores the fact that treept of human dignity can inform
assessments of military necessity and humanitguhiple, nuanced ways, depending on the
circumstance$®* For example, autonomous machines can still replaemans in many
important functions during the conduct of hostkti— thereby reducing the suffering caused
by war — while human soldiers and commanders coetito make complex, value-based
decisions more effectively.  Boothby, for examptiescribes how, if humans plan an
autonomous weapon attack in a ‘relatively depopdlasrea,” or ‘within an exclusively
military area,’ then precautions taken in the piesion planning may address legal concerns
adequately for the duration of the misst8hwhile minimizing risk to human soldiers. This
outcome would support the principles of militarycassity and humanity, as well as the over-

arching value of human dignity.

Furthermore, circumstances could arise during arroedflict where the use of
autonomous weapon systems could improve compliasitteinternational humanitarian law.
For example, autonomous weapon systems might tieatrenore quickly and accurately than
human soldiers, an armed group that is mistregtirepners of war and/or civilians. In those
particular situations, concerns about law and humlignity arguably would demand their
use’®®  This argument, however, actually supports thencithat thesystematicuse of
autonomous weapons vitiates human dignity.  If istary commander has the ability to
identify those complex situations where a partic@atonomous weapon system should be

used, she will do so based on her training, expegi@nd accumulated knowled§é. These

gualities of reason and reflection — the capaatyespect and protect the rights of others --

181 3 Waldron;The Harm in Hate Spee¢ambridge Massachusetts, Harvard University P2&K2,) p. 140.
182 Boothby, The Law of Targeting, p. 284.
183 A similar situation might arise where the only iafale soldiers available to a commander have @iyisf
disrespect for the rules of international humardtataw and/or human rights law.
184 Boothby, The Law of Targeting. 409.

34



will not develop (much less be used) when the egmpént of autonomous weapons becomes

the default norm.

V. The Law of Targeting, Human Dignity and the Design of Autonomous
Weapon Systems

International humanitarian law facilitates ‘the fatifilt moral and legal choices that
require human judgmenn order to preserve human dignity and life to gneatest degree
possible in light of the military mission® As autonomous technology for warfare continues
to develop within the framework(s) of internatiomalv, the importance of preserving human
dignity compels the use of coactive design of aomoous technology and human machine
interdependence. An emphasis on teamwork betweemam and computer protects the
principals and obligations enshrined in internagiohumanitarian lawand encourages the
development of more advanced technologies:

‘....the U.K. position is that [international humaran principles], and the
requirement for precautions in attack, are besessexl and applied by a human.
Within that process a human may of course be stgpdry a system that has the

appropriate level of automation to assist the hutnamake informed decisions. This
is the intelligent partnershipve referred to yesterdalf®

A coactive design of autonomous weapon systemsifsefiexibility in the degree of
human-to-machine supervision in the face of theettainties of armed conflidf’ Humans
can provide ‘high-level direction’ whilst machineautonomously perform complex

computations for specific tasks according to preaeined rules®®

185 M Newton, ‘Back to the Future: Reflections on thevant of Autonomous Weapon Systems,’ 16 (emphasis

added).

186 U.K Government, ‘Statement to the Informal MeetisfgExperts on Lethal Autonomous Weapon Systems,
Convention on Certain Conventional WeaponsApril 2015, para. 2 (emphasis added),
http://www.unog.ch/80256 EDD006B8954/(httpAssets W5&280106A73EFC1257E2900472797/$file/2015 L
AWS MX_UK_IHL.pdf.

187 A Clare, et. al. ‘Assessing Operator Strategiedsfeal-Time Replanning of Multiple Unmanned Vehsglé
Intelligent Decision Technologi€2012), 221 — 222.

188 |bid, 221, M Newton, ‘Back to the Future: Reflections on theévant of Autonomous Weapon Systems,’ 21-
22.
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Tension will arise, however, between the methodicattice of ‘deliberate’ targeting
to assure compliance with the law of war and ther-éewreasing speed of autonomous
weapon technolog}?® Modern communication technology permits stateeatrforces and
non-state actors to use the ‘long screwdriver,’the predilection for more high-ranking and,
by implication, more remote control over attack isiems!®  Increasingly autonomous
weapons technology, however, shortens the screxemresulting in a significant military
advantage. In battlespace environments where ioeactycles are measured in micro-
seconds, for example, what will the term ‘feasiljpeécautionary measures actually mean?
Kimberly Trapp argues that during warfare, the @ty of precautionary measures are
‘conditioned by time constraints and by the spekditations of a State’s information

gathering and dissemination capabilitit.”

This reality (which, arguably, provides more weigbt the priorities of military
necessity than concerns about humanity) ignoresptssibility that autonomous weapons
technology will one day operate at such speedsathatreats will be immediate and the
notion of ‘deliberate’ target assessments impossiahd/or suicidal. Professor Sassoli
observes that ‘[a]s the weapons actually delivekimgtic force become increasingly quicker

and more complex, it may be that humans becomelgitop overwhelmed by information

189 Such pressures are not a recent phenomenon. 4l &8 example, in correspondence with the Govemm
of the U.K concerning ‘The Caroline Case,’ U.S. 1stary of State Daniel Webster articulated a stahéta the
use of force in self-defence: ‘a show of necessftgelf-defence, instant, overwhelmirgaving no choice of
means, and no moment of deliberatiorBritish-American Diplomacy: The Caroline Caséjllian Goldman
Library, The Avalon Project2008 (emphasis added)htp://avalon.law.yale.edu/19th_century/br-1842pkas
Although this standard derives from the jus addetintext, it fairly describes armed conflict sttaas in which
the need to return fire and/or attack will be immasel K Trapp, ‘Great Resources Mean Great Redipiits
A Framework of Analysis for Assessing CompliancéhwAPI Obligations in the Information Age,’ in Saxo
International Humanitarian Law and the Changinghfetogy of War, note 50.
190 Boothby, The Law of Targeting, p. 408.
91 |bid, p. 167 ‘The extent to which a state prioritises the safetyits armed forces is ... the fault line of
compliance with API obligations to take precautignameasures.’ Ibid, p. 170.
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and the decisions that must be taken to direct fi#m The growing development of
autonomous swarm technology represents the cletmasl toward this state of affairs.
Decisions made literally at the speed of light bgicimnes will obliterate opportunities for

reasoned reflection and gradually reduce humariieweent in the application of the lai?

These concerns militate for a co-active designdoatonomous weapon systems to
ensure that the use of autonomous weapon systemglies with international humanitarian
law. That policy would be consistent with the iioas of states that advocate for limitations
to autonomous weapon systems so that they remdjectuto ‘restrictions’ expressed
variously as ‘meaningful human control,” appropzisvels of human judgment over the use
of force,” etc!®® Human-machine interdependence would ensure catimprotection for

human dignity implicit in the duties of internatedrhumanitarian law.

It is crucial, therefore, to consider how the desaf lethal autonomous weapons
systems should be adapted to the targeting ruldstefnational Humanitarian Law.Law

should steer the development of new weapons teobies®®> Therefore, Article 36 (‘New

192 3assoli, ‘Automomous Weapons and International &hitarian Law: Advantages, Open Technical
Questions and Legal Issues to Be Clarified,” 31thg@ R Arkin, Ethical Robots in Warfaregseorgia Institute of
Technology (Jan. 20, 2009), 2. <http://www.cc.ghtedu/ai/robot-lab/online-publications/arkin-redfp.

193 E Jensen, ‘The Future of the Law of Armed Confl@striches, Butterflies and Nanobots,” Bfichigan
Journal of International LawWinter 2014), 253, 300 (citing Colonel (ret.) Thas Adams who contends that
future autonomous weapons ‘will be too fast, tocalsmoo numerous and will create an environmemt to
complex for humans to direct’). ‘Robots on Bdidkl: Robotic Weapons Might be the Way of the FatBut
They Raise Ethical Questions About the Nature offéfa,” Townsville Bull (Austr.), 18 September, Z)@10.

194 Statement by South Africa,” Meeting of Experts bethal Autonomous Weapon Systems, Convention on
Certain Conventional Weapons, 13 - 17 April 201%tatement of Chile,” Meeting of Experts on Lethal
Autonomous Weapon Systems, Convention on Certainv€idional Weapons, 13 April 2015; ‘Denmark:
‘General Statement by Susanne Rumohr Haekkerup aasaglor for Disarmament, Non-Proliferation and Arms
Control, Meeting of Experts on Lethal Autonomous apen Systems, Convention on Certain Conventional
Weapons, 13 - 17 April 2015; ‘Final Statement byrr@any,” Meeting of Experts on Lethal Autonomous
Weapon Systems, Convention on Certain Conventidfedpons, 17 April 2015; U.S. Department of Defence
Policy Directive 3000.09, 21 November 2012, Enctesti(1) (b) (1).

195 5 Sohm, ‘Obligations Under International Law Priorthe Use of Military Force: Current Developments

Relating to the Legal Review of New Weapons andhdés of Warfare,” 28ournal of International Law of

Peace and Armed ConfliqR015), 104 — 110, presented to Convention onaer€onventional Weapons

(‘CCW’) Meeting on Lethal Autonomous Weapon Systefsneva 11 — 15 April 2016. Professor Jensemsefe

to the ‘vital signaling role’ that international tmanitarian law plays in the development of statecpice, in
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Weapons’) of APl admonishes that ‘[iJn the studgyelopment, acquisition or adoption of a
new weapon, means or method of warfare, a Highr@otmhg Party is under an obligation to
determine whether its employment would, in somalbcircumstances, be prohibited by this
Protocol or by any other rule of international lapplicable to the High Contracting Party?’
The purpose of Article 36 is to prevent the useveépons that violate international law in all
circumstances and to impose limits on the use apars that violate international law in
some circumstances. Article 36 requires statatetermine their lawfulness before the new

weapons are developed, acquirédr otherwise incorporated into the state’s ars&fial

This rule has not yet acquired the status of cuatgraw'® as only a relatively small
number of states have acknowledged that they hatableshed formal review processes
under Article 36°° However, one of those countries, the United Staseperhaps the leading
developer of autonomous weapon systems. Thereibris, worthwhile to examine the

appropriate contours of a legal review for thessesys.

particular vis a vis the development of new weapoBksJensen, ‘The Future of the Law of Armed Catfli
Ostriches, Butterflies and Nanobots,’ Bfichigan Journal of International LafwWinter 2014), 253, 262.

19 <https://www.icrc.org/ihl/INTRO/478. Means of warfare refer to weapons while methofdwarfare refer

to how the weapon is used. Thus, an autonomoaparesystem would be a means of warfare. Schmitt a
Thurnher, *“Out of the Loop”: Autonomous Weapon t&yss and the Law of Armed Conflict,” 271.

197 For the purposes of compliance with art. 36, iinsufficient to rely on the promise of anotherstar the
manufacturer of an autonomous weapon system tbhahibe used in compliance with international laegause
that assessment may be incorrect. G Giacca, Remarganel on ‘Challenges ‘[of Autonomous Weapdns]
International Humanitarian Law,’ Informal Expert Bteng on Lethal Autonomous Weapons, Convention on
Conventional Weapons, Geneva, 13 April 2016,
http://www.unog.ch/80256EE600585943/(httpPages)B/ABIACAFB6E1C1257F4D004CAFB2?0OpenDocum
ent.

19 A Guide to the Legal Review of New Weapons, MeadsMethods of Warfare: Measures to Implement
Article 36 of Additional Protocol | of 1977 ICRC, Geneva, 2006, p. 4, <
https://www.icrc.org/eng/assets/files/other/icrc200902.pdf>.
199°cf Schmitt and Thurnher, “Out of the Loop:” Automous Weapon Systems and the Law of Armed
Conflict,” 271, who argue that ‘the obligation tontluct legal reviews of new means of warfare befioedr use
is generally considered ... reflective of customautginational law.
200 As of 2006, only nine states had informed the IGR&T they had ‘in place national mechanisms téerethe
legality of weapons ...." ‘A Guide to the Legal Rewieof new Weapons, Means and Methods of Warfare:
Measures to Implement Article 36 of Additional Rratl | of 1977," nte 8.
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Preliminarily, as Parks observes, ‘no single mddel compliance with Article 36

exists.?!

It is important, in the context of autonomousapensystemsto consider what
must be reviewed during an Article 36 process.weapon system includes the weapon itself
— the device that is designed to kill or injure qmers and/or damage property — and other
components necessary for the weapon's operaifohogically, a legal review of an
autonomous weapon system must evaluate the weaposapons designed for (the intended)

use) of the system as well as the artificial imgelhce hardware and software that will control

targeting processes:

For states that produce autonomous weapon systantBelir own use or for export,
legal reviews should commence at the concept oigulgshase and continue through the
development, testing and acquisition periods. Tpodicy will compel researchers and
developers to focus their efforts, at the earlpsssible stage, on ensuring that the results of
their work will comply with the demands of interimatal humanitarian la®®* It also ensures
that human dignity maintains its place as the paoihtdeparture for this legal analysis.
Moreover, after autonomous weapon systems are ykplw the battlefield, they should be

subject to regular review based on their techrpealormance?’®

As new technologies emerge and are applied to weapstems, participants in legal

reviews must have a reasonable understafifing how the systems work, or will work, or

201 parks, ‘Conventional Weapons and Weapons Revielf,. As Schmitt and Thurnher observe, all state
parties to APl are under a treaty obligation to. 88 conduct legal reviews. “Out of the Loop”: thmomous
Weapon Systems and the Law of Armed Conflict,” 271.
22parks ‘Conventional Weapons and Weapons Reviews,'-1156.
203 | egal reviews address the general legality of appes system as such, not its use in a specifiatiin.
Schmitt and Thurnher, “Out of the Loop”: Autononm®iVeapon Systems and the Law of Armed Conflict,’
276.
24|CRC, A Guide to the Legal Review of New Weapdvieans and Methods of Warfare, 951 — 952.
2% Giacca, ‘Remarks to panel on ‘Challenges ‘[of Awtmous Weapons] to International Humanitarian Law,’
In addition, novel uses of existing capabilitiegexrhnology may require legal reviewbid.
2% parks suggests the rather vague criteria that teg@wers have ‘some sense’ how the new weapamk.w
Parks, ‘Conventional Weapons and Weapons Reviewd§),’
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possess the ability to obtain this knowledye. The complexities of autonomous weapon
systems will require a multi-disciplinary approachjth computer scientists, robotics
engineers and other specialists assisting theamyillawyers conducting the reviéW Given
the speed at which autonomous technologies argyositaand advancing, complete records of
each legal review of each new system, and eachnmashfication of a system, are necessary

to ensure consistenéy’

For the reasons described above, legal reviewshef designs of new lethal
autonomous weapon systems must ensure that themsysill function consistently with
international humanitarian law. In order to prgsehuman dignity, reviewers should insist
that each new system employs a co-active desigh gbamits the exercise of human
reasoning for complex, value-based decisions sschraportionality evaluatiorfs® This
policy should continue as legal reviews of the sasystem(s) are completed at the

development, testing and acquisition phases.
VI.  Conclusions

In international humanitarian law, the ‘hard cases those which are in the space
between the extreme examplés.’ In order for the use of autonomous weapons system
comply with the rules of this body of law, as wedl its underlying precept of human dignity,

armed forces should not field fully autonomous weep At the same time, militaries should

297 Comparisons of proposed new weapons to alreadyirgiweapon systems may inform a legal revievor F
example, although the drafting of DOD Directive 80D was not a ‘legal review’ in the context of idle 36 of
API, military lawyers with experience in Article 38views participated in the process, which inctudaudies
of the performance of older weapon systems sucthesPatriot missile defence system and Aegis system
Colonel R Jackson, Panel on ‘Autonomous Weapon Armed Conflict,” Annual Meeting of American
Society of International Law (‘ASIL’"), Washington.O. April 2014.
208 |CRC, A Guide to the Legal Review of New Weapdvieans and Methods of Warfare, pp. 1, 6, 22 and 26;
Sohm, ‘Obligations Under International Law Priorth@ Use of Military Force: Current Developmentdafiag
to the Legal Review of New Weapons and Methods afféfe,” 7 (CCW version).
209:A Guide to the Legal Review of New Weapons, Meand Methods of Warfaresupranote ..., p. 955.
210 see MarguliesMaking Autonomous Weapons Accountable: CommandoBesibility for Computer-Guided
Lethal Force in Armed Conflict’ (‘Approval of an smnmomous weapon system in the weapons review phase
should be contingent on substantial ongoing hunmg@agement with the weapon system’).
21 Barak, The Targeted Killing Case, para. 46.
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not abandon autonomous technologies that assdiespland commanders to do their jobs
more effectively within legal limits. Co-active glgns of autonomous weapon systems that
guarantee human-machine interdependence duringtitaggorocesses will to help to ensure

compliance with international humanitarian law,luting the concept of human dignity.

Nevertheless, continued pressure for faster weagstems and ‘systems-in-systems’
to increase ‘military effectiveness’ (i.e. militaaglvantage over opponents) will work against
efforts to maintain teamwork between human warbight and their machiné¥’
Fundamentally, this condition will impede the exsecof human thought and reasoning in
decisions during armed conflict, weakening persanaionomy and the value of human

dignity as a starting point for compliance with the.

%12 professor Jensen argues that ‘the incorporatioaubbnomous weapons into regular armed forces will
diminish the role of humans in targeting decisibri3he Future of Armed Conflict: Ostriches, Butiiegs and
Nanobots,’ 286.
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