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Abstract

Peer influence plays a key role in the increasesiftaking behavior during adolescence.
However, its underlying processes are not fullyaratbod. This study examined the effects
of social norms, conveyed through peer advice,igiataking behavior in 15-to-17 year-old
adolescentsN = 76). Participants played a card-guessing taskeabnd with online peer
advice. Results showed that risk-taking increaseitié presence of peers. The results further
showed that adolescents took into account the tangr associated with gambles, as well as
the social norms conveyed by peers. Our findinggest that peers are most influential in
uncertain situations and demonstrate the value swicéal norms approach in examining the

processes underlying peer effects.
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Introduction

If all your friends jumped off a cliff, then woulgbu? Parents who worry about the negative
influence of peers frequently pose this questiotihér adolescent son or daughter and expect
the answer to be ‘no.’ It is not surprising thatgras are concerned about the influence of
friends on their child’'s engagement in risk-takipghaviors. The rates of these behaviors,
such as substance abuse, risky driving, or gamhblegease in adolescence (Boyer, 2006). In
addition, risk-taking behavior is more likely toamt when in the presence of peers than when
alone (Albert, Chein, & Steinberg, 2013; Dishiorr&sord, 2011).

A large body of literature has consistently denti@ted that peers increase risk-taking
behavior in the laboratory (Chein, Albert, O'Briddckert, & Steinberg, 2011; Gardner &
Steinberg, 2005; Haddad, Harrison, Norman, & La014 Knoll, Magis-Weinberg,
Speekenbrink, & Blakemore, 2015; Munoz CentifaMiodecki, MacLellan, & Gowling,
2014; Simons-Morton et al., 2014; Smith, Chein, i®i&berg, 2014; but see Lourenco et al.,
2015) and in daily life (Simons-Morton et al., 201Even though these results suggest peer
influence can be considered a risk factor in adelese, it may also promote cautious
behavior (Brown, Bakken, Ameringer, & Mahon, 2008he process underlying these peer
effects on risk-taking behavior is not yet fullydanstood.

The present study employed a social norms peligpeitt examine the positive and
negative effects of peer advice on gambling behlavswmcial norms can be defined as
expectations about appropriate behavior endorsea lgyoup (reviewed in McDonald &
Crandall, 2015). Through social norms peers caemially encourage risky as well as risk-
averse behavior. Using this novel approach in greemental task, we set out to investigate
how social norms conveyed through different typéspeer advice relate to risk-taking

behavior during adolescence.
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Peer effects: Theunderlying process

One hypothesis about the process underlying peferctefis that peer presence
negatively influences adolescents’ cognitive cdnfinctions by increasing impulsivity
during decision-making (O'Brien, Albert, Chein, &fberg, 2011; Weigard, Chein, Albert,
Smith, & Steinberg, 2014). Delay discounting is éoren of impulsivity and can be described
as the tendency to exhibit impatience when givechaice between an immediate small
reward versus a larger but delayed reward (Rom@i0R Recent experimental studies
investigating delay discounting showed that thes@nee of peers increased young adults’
(age 18-22 years) preference for immediate rewaves larger delayed rewards (O'Brien et
al., 2011; Weigard et al., 2014). Another studyveba that after viewing impulsive decisions
of age-matched peers, young adults (age 18-25)ybatsa preference for smaller, earlier
payments as well (Gilman, Curran, Calderon, Stdeé&kgvins, 2014).

A second hypothesis states that peer presencer gghmes’ the social-emotional
system for reward opportunities or influences kb#h reward and control systems (Albert et
al., 2013; Chein et al., 2011; Smith, Steinbergargj, & Chein, 2015). In line with this
second hypothesis, the presence of peers may sectba subjective value of rewards, for
example by making rewards more arousing, and tlyea¢dn increase the preference for a
risky choice over a safe alternative (Albert et aD13). These aspects of adolescent risk-
taking have been well captured in developmentall-giegcess and imbalance models
(Galvan, 2010; Somerville, Jones, & Casey, 2016inBtrg et al., 2008), which propose that
adolescents show heightened social-emotional satsin early adolescence and protracted
development of cognitive control in late adoleseerReer effects could then be a factor that
tips the balance to less control and more rewanditety, leading to risk-taking behavior.

Studies that employed a video driving game havewvshthat both passive (friends

observing performance; Chein et al., 2011) andradcfriends calling out advice; Gardner &
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Steinberg, 2005) peer influence resulted in risllirgring in adolescents (age 13-18 years) but
not in adults. The impact of active feedback iseayahly larger than passive observation
(Munoz Centifanti et al., 2014), but this seembeadependent on task-specifics (e.g. Haddad
et al.,, 2014). Taken together, there is evidenoenfiexperimental studies showing that
adolescents are sensitive to both passive peegrmresand active peer influence when taking

risks.

A social norms per spective on peer effects

Another useful framework for understanding peelugrice on risk-taking behavior is
the social norms perspectiy@andura, 1986; Cialdini & Trost, 1998; Van Hookman Dijk,
Meuwese, Rieffe, & Crone, 2014). Social norms dgeghich social behaviors are accepted
in the peer context and whether such behaviorseldit approval from peers (Berger, 2008;
McDonald & Crandall, 2015). These norms may notagsvencourage an increase in risk-
taking, but may instead also promote a decreasskiftaking behavior (Brown et al., 2008).

In general, adults are more likely to act accordimgocial norms when a situation is
novel, ambiguous, or uncertain (Cialdini & Trosg98). Given that social acceptance is
important during adolescence (Sebastian, Vidindlidks, & Blakemore, 2010), individuals
may be especially susceptible to social norms dutms time — and even more so in
situations of uncertainty. One previous study stbwmereased risk-taking in 15-17 year-olds
as a result of pegresencen a probabilistic gambling task (PGT), but only mmbles with
a lower gain-loss probability (Smith et al., 2014).

Naturalistic studies that employed the social nop@aspective have shown that there is
variability in adolescent risky driving outcomesthvpeer passengers that may be dependent
on how these peers behave (Simons-Morton et all;28imons-Morton et al., 2014). The

effect of peer presence on teenage males’ (age8 y@drs) simulated driving behavior was
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investigated by comparing driving alone to drivimgthe presence of a risk-accepting peer
and a risk-averse peer (Simons-Morton et al., 20E¢)dence for a general effect of peer
presence was found, which is consistent with pstadies showing that driving with a peer
leads to more risky driving (e.g., Allen & BrownQ@3; Pradhan et al., 2014). However,
driving with a risk-accepting peer increased rigkiying more than driving in the presence of
a risk-averse peer. These findings show that soacahs influence risk-taking behavior, and
sensitivity to these norms may explain variabilityrisk-taking behavior. However, to date it

is unknown how social norms conveyed by peer adeicé uncertainty interact in risky

decision-making during adolescence.

The present study

In this study we tested the effects of peer adeiteisk-taking behavior under varying
uncertainty conditions. This novel approach comrgnisocial norms with experimental
methods allowed us to manipulate different adwges that either enhanced or reduced risk-
taking while we varied the uncertainty associatéth the outcomes of the risk. We tested the
hypothesis that adolescents are specifically seasib peer advice when outcomes are
uncertain. For this purpose we designed a cardsgqugdask to investigate risk-taking
behavior, referred to as Guess Gambling Game (GG@@)ilar to Critchley, Mathias, &
Dolan, 2001; Delgado, Miller, Inati, & Phelps, 20@nmith et al., 2015).

On each trial the participant was shown a playag @and was asked to guess whether
a subsequently drawn card would have a higherwerdoalue than the current card. Then,
participants bet a variable number of poker chipsmhether they guessed correctly. Risk-
taking behavior was operationalized in this taskh@snumber of chips bet. The GGG was
played alone and in the presence of anonymousepkers. Participants were told that the

online peer watched their decision and would ghent advice on how many chips to bet.
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This peer advice was experimentally controlled &ldw bet advice (bet 1 or 2 chips),
medium betdvice (bet 4 or 6 chips) diigh betadvice (bet 8 or 9 chips). Because the task
consisted of a guess and a gamble, we were abtbsémtangle the effects of peers on
guessing behavior (i.e., the ability to make aoral choice in line with the card probability)
and gambling behavior (i.e., risk-taking behavior).

Our first analysis tested the hypothesis that gjngs behavior would show a
dichotomous pattern in both the alone and peercadonditions, in which participants would
select ‘higher’ for cards 1-4, ‘lower’ for cards%-and would have no preference for card 5.
In this card condition we expected a 50% probabdit‘higher’ (Critchley et al., 2001). This
pattern is in accordance with previous work thastrates that adolescents, like children and
adults, can make accurate decisions about protebil(Reyna & Farley, 2006; Van
Duijvenvoorde & Crone, 2013; Van Leijenhorst et 2010).

Second, we examined the influence of the typeeef mdvice on gambling behavior.
Although we expected to find a general increaséetting behavior with peers present
(Munoz Centifanti et al., 2014; O’Brien et al., 20Bmith et al., 2014; Weigard et al., 2014),
based on the social norms conveyed in peer adveEgmedicted to find a differentiated
pattern (Simons-Morton et al., 2014). In line wabcial norms theory, we hypothesized that
participants would place their bets in accordanttk the advice expressed by the online peer
(i.e. low bet, medium bet or high bet) and thatstheffects would be largest in the most
uncertain situation (Cialdini & Trost, 1998; Smeéhal., 2014).

In the current study, we collected data from admets age 15-17 years for several
reasons. First, we wanted a comparable sampleetdgms studies of interest. Smith et al.
(2014) studied 15-17 year olds and studies fronmstiwgal norms perspective used 16-18 year
olds because of the US legal driving age (Simonstdfoet al.,, 2011; 2014). Across the

literature there is some inconsistency with redarthe definitions of adolescence. Especially
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those aged 18+ are alternately called (late) adetds, youths, or young adults. To avoid
confusion, our sample did not include 18-year okldfieen-year olds were included in this
study for practical reasons as well, given thatimetuded participants from two consecutive
school years, which included 15-16 year olds and A§ear olds. Second, this age group is
specifically interesting because neuroimaging wbds shown that adolescent risk-taking
behavior peaks around the age of 15-17, when thia lg particularly sensitive to rewards
(e.g. Braams et al., 2015). The specific age-rafigaved us to test hypotheses about this age
group and explore individual differences in ternhig@ender. A meta-analysis suggests higher
rates of gambling behavior in males relative todéra over the age range of 10-21 years old
(Byrnes, Miller, & Schafer, 1999). Moreover, sorterhature points to enhanced sensitivity to
peer influence in males relative to females eitdwoss all of the adolescent period (Steinberg
& Monahan, 2007) or most pronounced in 13-15 ydds ¢Sumter, Bokhorst, Steinberg, &
Westenberg, 2009). Therefore, we expected malbs toore influenced by the online peers
than females.
Methods

Participants

The sample consisted of 76 adolescents betweeagd® of 15 and 17 yealdl (=
15:9,SD = 6 monthsyange 15:0-17:1), including 44 males (58%) and&fdles (42%). Six
additional participants from the original sampld € 82) had to be excluded due to
incomplete data. Both parental consent and paaintip consent for minors was obtained
from all participants. All adolescents for whom wlgtained informed consent participated in
the study. Participants were recruited from seveoalkecutive years in a school that teaches
secondary vocational education (Dutch school syst&&IBO). We did not collect

information regarding parental income or paren@ication level. However, participants
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were mostly Caucasian and the school was locatesl nmddle-class neighborhood in the
Netherlands (Knol, 2012).

To obtain an estimate of general intellectual ighiparticipants completed Raven’s
Standard Progressive Matrices (SPM) (Raven, Ra&édourt, 1998). Raven’s SPM consists
of 60 items, categorized in five sets (A througloE)2 items each. Each item consists of a 2
x 3 or 3 x 3 matrix figure in which one cell is etyppEither six (sets A and B) or eight (sets C
through E) pieces are displayed below the figuoenfwwhich the participant has to select the
one piece that completes the figure. The differsts and items within a set increase in
difficulty. Based on the number of correct itemstireated 1Q scores were obtained using
international norms (Raven, Raven, & Court, 1988)e to missing datd\(= 3), we included
the 1Q scores froml = 73 participants in the final sample. All IQ sesifrom the final sample
fell within the average to above average rad@SD) = 108.78 (9.92); 85-129here was no
significant difference in 1Q for the two gendeMidmae (SD) = 107.17 (9.12) anMnae(SD) =

109.84 (10.37)(71) = 1.13p = .264)

Measures

Guess Gambling Game. We designed a computerized task with playing catfus,
Guess Gambling Game, that incorporated two typedecfsion-making: guessing behavior
and gambling behaviofrials started with one playing card that was pmese face up, from
a deck of cards ranging between hearts 1 (Acegéots 9 Subsequently, the second card was
presented with the reverse side up, such thatdahes\of this card was unknown. Participants
were asked to guess whether the second card weuldgher or lower than the first card.
After this guess, participants placed a bet randmg 1 to 9 chips and they found out
whether they guessed correctly. If the gamble wasect, the number of chips bet was

doubled and added up to the number of remainingscta provide a final score for that trial

10



PEER INFLUENCE ON RISK-TAKING BEHAVIOR

[e.g. a bet of 8 chips following a correct guesailed in a score of 17 (8 chips x 2 added to 1
remaining chip)]. However, when the guess was ety the participant lost the chips that
were placed in the bet, but kept the chips thaewert bet in the trial [e.g. a bet of 8 chips
following an incorrect guess resulted in a scoré (the chip that was not bet)].

Each trial was played with a new deck of playingdsaand a new stack of 9 poker
chips, such that each trial was unrelated to previoials. The experiment consisted of 160
trials: card 5 was shown 32 times and all othedsavere shown 16 times each. Participants
were not informed of how many times each card wdddshown. Participants first played
Guess Gambling Game alone in a block of 40 trit& next three blocks of 40 trials (120 in
total) were played with an online peer, indicatgdabmessenger symbol in the corner of the
screen. These peers were 50% female (60 trialdigated by a pink messenger symbol, and
50% male (60 trials), indicated by a blue messesgebol. We chose not to counterbalance
the order of alone and peer advice because pudiest have shown that there can be carry-
over effects (Van Hoorn et al., 2014), and we ainmedcreate a pure baseline before
introducing peer influence. Note that we did ncaraine possible effects of the gender of the
peer, because there were too few trials to dravwd \@nclusions, instead we controlled for
possible peer gender effects by counterbalancing aral female peers.

The fictitious online peer watched the performarmce the entire trial and gave
participants advice on how many chips to bet, iadid by a number next to the messenger
symbol (Figure 1). We manipulated three types dfitoge advice: low bet (bet 1 or 2 chips),
medium bet (bet 4 or 6 chips) or high bet (bet @ ahips). To maintain credibility of the
advice given by peers, the advice for card 1 améh® always to bet 9 chips. Low, medium,
and high advice were each randomly provided 32dich&ing the trials in which card 2 to 8

were presented (1/3 of 96 trials).

- Insert Figure 1 about here —
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To control for possible button press effects, hddlfthe participants used their left
index finger to guess ‘higher’ and their right imdenger to guess ‘lower’, while the buttons

were reversed for the other half of the participant

Procedure

The study was conducted in a quiet classroom iichwthe task was individually
administered to participants using a laptop compiee experimenter provided standardized
verbal instructions about the procedures and wasepit at all times to provide help with the
instructions. In addition, the task was precededabyextensive written instruction and
practice trials. Participants completed three dafifie elements during the study: first the
Guess Gambling Game, then Raven’s SPM, and fitalyRPI| questionnaire. Participants
were told that their final score on the GGG wasualted by resolving the outcomes of 4
randomly selected trials at the end of the gamMiasgg. All trials had the same probability to
be included in the final score and therefore, eaieh was equally important. Participants
could choose between two possible rewards: a ssmadunt of money related to their final
score (unbeknownst to the participants, the fir@re always corresponded to a 3 Euro
reward) or a lottery ticket for a bigger reward (Bod or 2 cinema tickets). No differences in
gambling behavior or peer effects were found betwggrrticipants that chose the immediate
or delayed reward. Participants were debriefed atimipeer manipulation and goals of the

study after all data had been collected.

Results
Guessing behavior
First, we examined if participants’ guessing bebewvas related to the actual
probability of a higher card being drawn and whettés was influenced by peer presence

(i.,e. whether they were playing alone or with pealvice). We expected to find a

12
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dichotomous pattern in which participants selehir’ for cards 1 to 4 and ‘lower’ for cards
6 to 9, whereas 50% probability was expected fod &a We submitted the percentages of
‘higher’ guesses to a 2 (Condition: Alone, peerieglvx 9 (Card: 1 to 9) x 2 (Gender: Male,
female) repeated measures ANOVA. Figure 2 showsrtean §B percentage of ‘higher’
guesses per card.

- Insert Figure 2 about here -

This analysis resulted in a main effect of Caf@B( 592) = 1160.92p < .001,;7p2 =
.940), which shows that participants’ guesses wdheenced by the probabilities associated
with the different cards. Post-hoc analyses (Baofercorrected; for all comparisons see
Supplementary Table 1) revealed that the percertitpggher’ guesses was highest for cards
1-2 and slightly lower for cards 3-4, but guess®stiiese cards were still in the high range
(above 90%). As expected, card 5 was associatddapproximately 50% ‘higher’ guesses,
which was significantly less than for cards 1-4 amghificantly higher than for cards 6-9.
Finally, card 9 was associated with the lowest gatiage of ‘higher’ guesses, and though
cards 6-8 were associated with slightly more ‘higlgeiesses, percentages were in the low
range (below 10%). Taken together, guesses folldive@xpected dichotomous pattern.

The ANOVA also revealed a main effect of Peer presd-(1, 74) = 4.55p = .036,
npy- =.058, qualified by a Card x Peer presence intemad=(8, 592) = 2.40p = .015,,,° =
.031, showing that the effect of the presence obm@ime peer varied as a function of card
condition. Post-hoc analyses (Bonferroni-correctedealed that for card B € .044), and
card 8 p = .002) participants guessed that the next carddvibe higher more often in the
alone compared to the peer advice condition.

The interaction between Gender and Peer presene@otasignificant, indicating that
the effect of peers on guesses was similar for snaled females. Lastly, there was an

interaction between Card and Gendg8,592) = 3.81p <.001,;7p2 = .049. The differences

13
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between the genders were specific to card 2 (nralesnalesp = .044), card 6 (females >
males,p = .017) and card 8 (females > malpss+ .043). In these three conditions, males
tended to follow the probabilities associated with cards more than females, respectively a

higher % of ‘higher’ guesses for card 2 and a lo%eof ‘higher’ guess for cards 6 and 8.

Peer advice and gambling behavior

Next, we tested whether the type of advice givertigyonline peer influenced the
number of chips bet by participants. In these a®sywe included onlyational trials (i.e.
trials in which participants guessed ‘higher’ fards 1 to 4 and ‘lower’ for cards 6 to 9)
because this is a more conservative test that esduaise in the data. This selection led to the
removal of 4.42% of the data (see the supplementht results from analyses including all
trials). Cards with equal probabilities were condaininto five card conditions (card
conditions 1&9, 2&8, 3&7, 4&6 and 5). For this aysib card condition 1&9 was left out
because for those cards the peer advice was aklwdyst 9 chips. Therefore, in the analyses
presented below we included four card conditions.

A repeated measures ANOVA was performed with Ady&eAlone, low, medium,
high advice) and Card condition (4; Cards 2&8, 3&&6, and 5) as within-subject factors
and Gender (2; Male, female) as between subjectsrfalhis analysis yielded two main
effects for Advice (3, 222) = 45.76p < .001,;7|02 = .380) and Card conditiorF(3, 222) =
245.70,p <.001, qu = .769). These effects were qualified by an AdvicE€ard condition
interaction,F(9, 666) = 2.32p = .014,;7p2: .030). MeangSE) for number of chips bet per
card condition are displayed in Figure 3.

- Insert Figure 3 about here -

Post-hoc analyses (Bonferroni-corrected) were pewd to examine how advice
influenced bets for card conditions (for all postitomparisons see Supplementary Table 2).

In card condition 2&8 and 3&7 there were signifitdifferences between playing alone and

14
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low advice p = .001 andp = .016, respectively), such that participants @thbigher bets for
the low advice condition than for the alone comaitiHowever, in conditions 4&6 and 5,
there were no significant differences between aland low advice (bothp's > .05).
Furthermore, participants bet more chips for canaditions 3&7 p = .001), 4&6 p < .001),
and 5 p < .001), but not 2&8d > .05) when medium advice was given compared W lo
advice. The contrast of medium versus high adweealed that, only for card condition 3&7
and 5, participants placed more chips followinghhaglvice compared to medium advigés (
=.002). In these categories, participants bet mobies when they received high advice from
peers than when they received medium advice.

Taken together, in all card conditions the numlectops bet increased when high
advice was given compared to when low advice wasmgi(card condition 2&8p = .038;
otherp’'s < .001). This increase in bets was larger whigidr uncertainty was associated
with the outcome, from a 16% increase in the mediam 2&8 condition, to a 20% increase
in card condition 3&7 and 4&6, and a 30% increaseard 5. The difference in increase
between card condition 5 and the other card camditwas significantp(s < .05), whereas
the other comparisons between card conditions sthowesignificant difference’é > .05).

Finally, there was an interaction effect of Gendad Card conditionF(3, 222) =
2.89,p = .036,%2 = .038. Further analyses indicated that this efteas specific to card
condition 2&8 p = .009). Males bet more chips than females in ¢bisdition, Mmaes(SE)=
8.09 (.17),Mremales(SE) = 7.40(.19). There were no gender differences & dther card

conditions (allp’s > .05). There was no Gender x Advice interac{r .05).

Reaction times and gambling behavior
Lastly, we tested whether the type of advice gibgnthe online peer influenced

reaction times (RTs). We submitted average RTs tepgated measures ANOVA, with
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Advice (4; Alone, low, medium, high) and Card cdiah (4; Cards 2&8, 3&7, 4&6, and 5)
as within-subject factors and Gender (2; Male, flenas between subjects factor. This
analysis yielded main effects for Advicé(8, 222) = 29.51p < .001,;7|02 = .285) and Card
condition E(3, 222) = 11.27p < .001,;7,,2: .132). These main effects were further qualified
by an interaction-effect of Advice and Card corafitiF(9, 666) = 9.20 < .OOl),;yp2 =
.111). In addition, we found a main effect for Gen@(1, 74) = 8.31p = .005,;7p2: .101).
Overall, malesNlnaedSE)= 921.08 ms (50.41)) responded faster than fen{ilgsae{SE)=
1144.98 ms (59.11)). Mean RTSE)for each card condition separately are shown guiéi
4,

- Insert Figure 4 about here —

Post-hoc analyses (Bonferroni-corrected) for thiwige x Card condition interaction
showed that RTs did not differ for card conditio&82 4&6, and 5 when playing alone
compared to when low advice was given (&l > .05). Only in card condition 3&7 was the
RT for low advice shorter than for alone £ .024). When we compared low advice versus
medium advice, for card condition 2&8, 3&7, and 4&d's were shorter for low than for
medium advicefs < .001), but there was no difference in carddibton 5 (o > .05). For
card conditions 3&7 and 4&6, but not card conditgi8 and 5 's > .05), RTs during high
advice were longer than for the medium advice (carmtlition 3&7,p = .044; card condition

4&6, p = .002). For all reaction time comparisons, segpfmentary Table 2.

Discussion
The aim of the present study was to examine tfeetsfof peer advice on risk-taking
behavior from a social norms perspective. This mwasstigated with a card-guessing task, the
Guess Gambling Game (GGG), in which participanteiked advice from online peers about
their decisions. Before playing with peer advicatigipants played some trials alone, without

peer advice. The GGG included two types of decsi@nguess (is the next card higher or

16
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lower) and a gamble (betting chips). Our key fimdia that the effects of peer influence on
gambling behavior were dependent on the uncertaisgpciated with the cards, as well as on
the social norms conveyed by online peer advice.

The results of this study revealed that guesseweth a dichotomous pattern, which
followed the outcome probabilities associated i cards in both the alone and peer advice
conditions. Consistent with prior studies, part@ifs most often selected ‘higher’ for cards 1
to 4 and ‘lower’ for cards 6 to 9, while choices foard 5 showed a 50% probability
(Critchley et al., 2001; Smith et al., 2014). Thaikrity between the guessing patterns when
playing alone and with peer advice supports théonathat the presence of peers does not
alter adolescents’ ability to reason about cardb@bdities or expected value (Reyna &
Farley, 2006; Van Duijvenvoorde & Crone, 2013; \tajenhorst et al., 2010).

As expected, gambling behavior was influenced d&xyegal peer presence. Participants
placed higher bets when they played in the presehamline peers than when they played
alone. These findings corroborate previous workwshg effects of peer influence in
information-limited contexts such as driving (Chesh al., 2011 age 13-16; Gardner &
Steinberg, 2005; age 14-18; Munoz Centifanti, 2834 16-20) and information-rich contexts
such as Wheel of Fortune tasks (Haddad et al., 2g#411-18; Smith et al., 2014 age 15-17).
The current study extends this previous work, lywnshg that different types of advice yield
a nuanced pattern of risk-taking behavior in inteom with varying uncertainty in 15-17 year

olds.

Peer influence on risk-taking behavior: uncertainty and social norms
In the GGG we used several card conditions, ranfiom decisions with a highly
uncertain outcome (card 5) to decisions with higbdytain outcomes (e.g. card condition

2&8). In all card conditions, participants placelter bets when they played with peer
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advice compared to when they played alone, and v@mage the number of chips bet
decreased as uncertainty about the outcomes imckemportantly, participants’ decisions
were influenced by the advice given by online peBarticipants placed higher bets when
they were given high advice compared to low advRisk-taking with a high bet advice

compared to a low bet advice increased with unicgytaf the gambles, from a small rise

(16%) in the relatively certain condition to a stamgial rise (30%) in the most uncertain
condition. These findings suggest that, for deasiwith a relatively certain outcome, the
presence of peers rather than the type of adviddesmost important factor influencing

decision-making, whereas for decisions with a nedfy uncertain outcome, the type of peer
advice is the most important factor.

These findings are in agreement with social legrtheory (Bandura, 1986). Similar
to behavior in the domain of risky driving (Simolton et al., 2011; 2014), gambling
behavior varied according to different social narfd®reover, in line with our hypothesis,
peer norms were most influential in the highly utede situation (Smith et al., 2014; Cialdini
& Trost, 1998). Learning from social norms in pedluence seems to play an important role
in the variability seen in risk-taking behavior ohg adolescence. In general, adolescents tend
to overestimate the degree to which their peerg tagks and consequently adapt their
behavior to that flawed perception (Prinstein & WaR005). In the current study, however,
social norms were made explicit by the advice & t¢imline peers. Adolescents may have
been inclined to conform to these norms, becausgewanted to be accepted by their peers.

Overall, analyses of the reaction times showeat fleer presence did not simply
facilitate the decision-making process. Under higitertainty (card 5), participants made
their decisions equally quickly when online peersvided them with advice and when they
played alone. Interestingly, medium and high adwiceard condition 2&8 facilitated the

decision-making process (i.e., shorter reactioresinbut low advice in the 2&8 condition
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resulted in longer reaction times, suggesting &utht decision-making conflict. One
alternative interpretation of these results mayha¢ longer reaction times in these conditions
are the result of confusion or disbelief in thektddowever, we suggest that this seemingly
contradictory effect of peer advice on reactionesns due to the nature of the advice. The
advice to bet 1 or 2 chips is not rational in tektively certain card condition, given that the
probability of a favorable card is relatively higile interpret this contradiction in reaction
times as participants taking more time to think wabtheir response upon encountering
‘irrational’ advice.

Our results suggest that impulsivity alone canxpian the effects of peer presence
on reaction times (also see Krajbich, Bartling, ¢j& Fehr, 2015). Moreover, these findings
are different from the findings from studies thatdsed on delay discounting (Gilman et al.,
2014; O'Brien et al., 2011; Weigard et al., 2014)ck did find an increase in impulsivity in
the presence of peers; therefore future studiesldrexamine the role of impulsivity and the
facilitating versus hindering effects of peers eaation times in more detail (for a recent

discussion on impulsivity, see Steinberg & Cheil2).

Gender differencesin risk-taking behavior

A secondary goal of this study was to explore Weethere were gender differences
in susceptibility to peer influence on risk-takinghavior. Although subtle, the gender effect
in guessing behavior seems to imply that malese@rnd guess more in line with expected
value than females. In terms of gambling behavimales showed more risk-taking behavior
than females but only in relatively certain deaisio These risks in the relatively certain
condition can be considered as an adaptive fornskiftaking behavior because the benefits
(i.e. double chips) associated with this decisimnfar more likely to occur than the potential

costs (Byrnes et al.,, 1999). These results fit witevious work on gender differences,
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showing that males are generally less risk-avenseraore sensitive to peer influence than
females (Byrnes et al., 1999; Steinberg & Monal2®@7; Sumter et al., 2009). The “gender
gap” in risk-taking behavior seems to vary with tiyge of risk-taking, age (i.e. decrease over

development) and task context but is commonly fonrgambling tasks (Byrnes et al., 1999).

Limitations

The age range of participants included in thegrestudy was relatively narrow (15-
to 17-year-olds). Although this sample is very camnaple to the age range that was
previously studied, is of specific interest in termof brain development, and gave us the
opportunity to explore individual differences innger, it limits our ability to directly
compare adolescents to children and/or adults. rGitteat the broader adolescent peer
influence literature has included a larger age-eafid.-to-22 year-olds) and shows consistent
effects of peer influence, we speculate that cutifigs may generalize to younger and older
adolescent populations. Based on the literature ewpect that peer effects would be
augmented in adolescents compared to adults (Ga&r&teinberg, 2005). Developmental
comparisons would be a relevant extension of tlesegnt study and should be addressed in
future research, such that we can test whetheesdahts are more sensitive to social norms
than children or adults.

Another possible limitation of this study is thhé task order may have influenced the
bets placed and reaction times between alone amdgolvice trials, as all participants first
played alone and then with peer advice. This ondlgy have resulted in practice or learning
effects, and therefore the results should be rafglet with a counterbalanced design.
Moreover, even though none of the participants neplo disbelief in the online peer

manipulation, this belief was not directly assessed
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Finally, the social situation provided in this eximent is less complex than social
relationships in real-life. A different anonymousliae peer gave advice on every trial, such
that there was no relationship involved betweerptmticipant and the peer and each decision
was equally important. We used anonymous peershis thsk to control for possibly
confounding assumptions about behaviors or bel@fsfriends. However, to increase
ecological validity, future research could addréeseffects of the opinions of real friends or
include peer characteristics such as social statugeability in a school environment (see
e.g. Burnett Heyes et al., 2015; Welborn et all520Another interesting direction for future
research would be to vary aspects of this taskexample to investigate real-world situations

with larger rewards, or to examine social versusetary reward.

Conclusions

This is the first experimental study that examinaeker influence on risk-taking
behavior from a social norms perspective. We shothatl peers do not alter adolescents’
ability to make a rational guess in line with prbihties. Rather, our findings implicate that
peer effects on gambling behavior were more nugndegending on both social norms
conveyed in peer advice and uncertainty associatédthe outcome. Together, these results
contribute to the understanding of the process nyidg peer influence on risk-taking
behavior. To gain a deeper understanding of thispdex process, future studies should move
beyond peer presence effects, to investigating whsitexactly about these peers that results
in changes in behavior. In uncertain circumstanitedpes seem to make a difference what
crowd an adolescent hangs out with. This has imporimplications for interventions, for
example by informing the design of a peer intenaentn which we can use peer advice to
promote more cautious behavior, that in turn maadle reduced health-risk behaviors in

adolescence.
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Figure 1.Example of a trial with peer advice in the GuessnBling Game. Card 2 of hearts
is shown while a male peer is watching, as indatétea blue messenger symbol in the upper
corner. The participant guesses that the second wdl be higher than the first card.
Following the guess, the online peer gives adwicplace a bet of 9 chips, indicated with a
number below the messenger symbol. The particigacitles to follow the advice of the peer,
and places a bet of 9 chips. This is a correctgyard therefore the score for this trial is 9 x 2
= 18 points.
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Figure 2.Means(SE)for the percentage of guesses that the next camdndwill be
higher for each card condition and peer conditiAdone trials are displayed in patterned bars
and peer advice trials are displayed in black bars.
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Figure 3.Mean number 8B of chips bet for alone trials in patterned bawy Ibet advice in
black bar, medium bet advice in grey bar and high ddvice in white bar for each card
condition separately. * Indicates significant difface ap < .05 level (Bonferroni corrected).
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Figure 4.Average reaction times in M&E)for alone trials in patterned bar, low bet advice
in black bar, medium bet advice in grey bar anchhigt advice in white bar for each card
condition separately. * Indicates significant difface ap < .05 level (Bonferroni corrected).
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Supplementary material
Peer advice and gambling behavior
We removed 4.42 % of the data for beimgtional trials. These were trials on which
‘lower’ was guessed for cards 1 to 4 and ‘higher'dards 6 to 9, which is not in line with the
associated probabilities. Results from analysekidiag all trials were comparable but did
result in additional significant differences. Ir@¢aondition 2&8, the difference between low
and medium advice was significam € .05), and in card condition 4&6, the difference

between medium and high advice was significart (05).

Peer advice and gambling behavior: Cards1 and 9

Cards 1 and 9 were analyzed separately to exawiime¢her we would find a similar
pattern to the other card conditions. In a repeatedsures ANOVA with Condition (2;
Alone, high bet advice) and Card (2; 1, 9) as wH$ubjects factors and Gender (2; Male,
female) as a between subjects factor, we found re#fects for Peer advice and Card,
qualified by an interaction effect of Peer advicEard,F(1,74) = 20.72;7,,2: .219. For card
9 but not card 1, there was a significant incraaseumber of chips bet when participants
played with peer advice compared to aloMone (SE = 8.00 (.16), MpeeraavickSE) =

8.76(.08).

Reaction times and gambling behavior: Cards 1 and 9

We also analyzed Cards 1 and 9 separately to eeamhether we would find a
similar RT pattern. In a repeated measures ANOVAv@ondition (2; Alone, high bet
advice) and Card (2; Card 1, 9) as within-subjectdrs and Gender (2; Male, female) as a
between subjects factor, we found main effectsHeer advice and Card, qualified by an
interaction,F(1,74) = 5.35p = .024,77,[,2 = .075. This interaction indicates that the effefct
advice varied as a function of card type. For bagtds, there was a significant decrease of

reaction time when participants played with peeri@ compared to alone (Card W;jone
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(SB = 954.98(44.30)Mpeeraavicd(SB) = 641.43(36.04); Card Maone(SH = 1109.19(21.17),
Mpeeradvicd SE) = 687.00 (37.16)). In addition, this analysislgesl a main effect for Gender
(F(1,74) =6.80p = .Oll,npzz .084), indicating that overall, maldgl (SE = 766.19 (40.80)

responded faster than femal®&s (SB = 930.11(47.84) for both cards.

Table S1. Mean differences in % guesses that the secondngtiae ‘higher’ for all card
comparisons.

Card 1 Card 2 Card 3 Card 4 Card 5 Card 6 Card 7ard 8
Card 2 2,18
Card 3 3,12 0,94
Card 4 8,25 6,08 5,14
Card 5 38,55 36,37 35,43 30,30°
Card 6 75,65 73,47 72,53 67,39 37,09
Card 7 90,19 88,01 87,07 81,94 51,64 14,55
Card 8 92,14 89,96 89,03 83,89 53,59 16,50° 1,95
Card 9 96,08 93,97 92,96 87,83 57,53 20,44 5,89 3,94

* p<.05and **p < .001 indicate (Bonferroni-corrected) significalifferences between cards.

Table S2. Mean differences in chips bet and reaction tineesall combinations of advice types.

Chips bet RT bet
Card condition  Advice Alone Low Medium Alone Low Medium
2&8 Low -0,67 82,19
Medium -0,93" -0,26 386,14 303,95
High 1,13 -0,46 -0,20 359,39 277,20 26,75
3&7 Low -0,51 163,39
Medium  -0,10" -0,49 398,58 235,20°
High -1,44 0,93 -0,44 232,96 69,57 -165,63
486 Low -0,32 112,32
Medium  -0,99" 0,67 360,19 247,87
High -1,28" -0,96 -0,29 153,93 41,61 -206,26
5 Low -0,34 126,69
Medium -0,79" 0,45 97,17 -29,51
High 1,27 -0,88" -0,43 91,57 -35,12 -5,60
* p< .05 and **p < .001 indicate (Bonferroni-corrected) significakifferences between peer advice

conditions.
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Self-reported resistance to peer influence (RPI)

In addition, we explored individual differences $elf-reported resistance to peer
influence. Due to missing dathl € 3), we included the RPI scores from 73 participan the
final sample. The total scores on the RPI questimann our sample were between 1.50 and
3.80, withM (SD) = 2.98 (.48), and there were no differences betwmmales and females,
t(71) = -.271,p > .05. The scores in our sample were comparabjadwviously published
reports (Dutch sample: Sumter et al., 2009; US $anfteinberg & Monahan, 2007). To
examine whether the change from alone to playinth weers was related to individual
differences in resistance to peer influence, weutated difference scores between the
number of chips bet in alone versus peer adviedsiraveraged over all cards and for each
card condition separately (1&9, 2&8, 3&7, 4&6, 5).

Contrary to our expectations, there were no dSicgmit correlations between any of
these difference scores for the number of chips &t the total scores on the RPI
guestionnaire. This may be due to the fact thaRReéintends to capture sensitivity to peers
more generally, whereas our experiment measurespeefic domain: gambling behavior
(also see Sim & Koh, 2003). Alternatively, our neth may not have allowed us to capture
all individual variability in gambling behavior. Aexciting novel direction to test individual
differences in gambling behavior is to use lineaed models, which are more applicable to
take into account individual differences. Futuradsts could use a peer influence task in
combination with these models to further test tledatron with individual differences

measures.
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