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ABSTRACT

Social media process (sometimes large amountsesfopal data of their users, usually on
the basis of informed consent. In this paper, apgaomon is made between, on the one hand,
existing practices of social media regarding infedhtonsent for using personal data of users
and, on the other hand, user expectations withrdegaprivacy and informed consent. The
comparison is made on the basis of a set of aiten informed consent distilled from an
analytical bibliography. Next, the privacy policieta selection of eight social network sites
and user generated content sites were analysegl tisénset of criteria for informed consent.
User expectations regarding these criteria weravelkrfrom survey results of a large
EU-wide online survey (N=8621, 26 countries) on #weareness, values and attitudes of
social media users regarding privacy. Not all dat@re important to users, but most criteria
that are important to users can be found in magagy policies.
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1. INTRODUCTION

In recent years, social media have attracted & lergyease of users. Lots of people are
moving online to use both User Generated Conterisitess (UGCs), like YouTube and
Wikipedia, and Social Network Sites (SNSs), likeeélaook and Google+. However, since
the success of many of these websites dependitgeaextent on the disclosure of personal
data by its users, some concerns about privacgsssave been raised. Although it may be
argued that users voluntarily sign away their powdy using these social media when
creating accounts and putting their personal datme it is not clear how consent actually
works in these situations.

The research results described in this paper ateopa larger research project called
CONSENT (See:www.consent.law.muni.gz* This project examines how consumer
behaviour, and commercial practices are changiegréke of consent in the processing of
personal data. Part of the project is to investighe current practices of social media, user
expectations with regard to privacy and consentthadegal provisions for informed consent.
In previous research, the extent to which legalisions exist both in the existing and the
proposed legal framework of EU personal data ptetes investigated (Custers et al. 2013). A
gap analysis was made between user expectatioasdneg a set of criteria for informed
consent (presented below) and the availabilityoseace of related legal provisions in both the
current and the proposed legislation.

' The project was co-funded by the European Union under the Seventh Framework Programme, grant number

Grant agreement No.: 244643.



In this paper, current practices of social netwsités and user expectations with regard to
privacy and informed consent are compared. Practafeeight social media sites were
examined by analysing their privacy policies. Usgpectations were predominantly derived
from survey results of a large EU-wide online syrea the awareness, values and attitudes
of social media users regarding privacy set up exetuted by one of the partners in our
research project. The comparison between the dupractices and the user expectations is
based on a set of criteria for consent distilledirfran analytical bibliography.

This paper is structured as follows: in Sectioh@get of criteria for consent that was used
for our analysis is set forth, in Section 3 andti®ac4 the results of the analysis of the
privacy policies and the user expectations areeptesl respectively, in Section 5 these
results are compared and discussed, and, final§ettion 6, conclusions are provided.

2. CRITERIAFOR CONSENT

Consent is an important notion in our society. fibdon of consent is largely based on
the principle of (respect for) autonomy which is,iis simplest form, to respect people as
individual centres of control over their own livds.is generally held that (at least) two
conditions are essential for autonomy: a capaaityirftentional action and independence of
controlling influences. A lack of consent may im@lyiolation of the principle of autonomy
(e.g., Shultz, 1996, Gold, 1996), However, relyorg consent only to safeguard autonomy
may not be enough (McCrystal and Barnes, 2002).s@unis also an important notion in
social media use, since it is based on the idetititavidual social media users make
conscious, rational and autonomous choices abeutlidtlosure of their personal data. But
whether data subjects are always capable of makiese choices and willing to do so in
practice is questionable. There is mounting evidetitat data subjects do not fully
contemplate the consequences and risks of perdateprocessing. Although people seem to
manage their information and self-presentation ba basis of context and audience
(Goffman, 1959), social network sites tend to aggte contexts, often making the actual
audience difficult to determine (Litt, 2012, Hatgitand Litt, 2013). When online, it seems
that many data subjects simply consent whenevdraided with a consent request (Bbhme
and Kopsell, 2010). Therefore, there is growingpticssm regarding the effectiveness of
notice and consent in the context of data procgs$Rollach, 2007, Acquisti, 2009, Adjerid
et al., 2013, Solove, 2013). According to Nissemb#&R011) there is considerable agreement
that this model has failed. She argues that thegetransparency paradox: efforts are being
made to meet the need for brief and clear privasicies, since too detailed information on
data flows, conditions, qualifications and excepsi@re unlikely to be understood, let alone
read. However, an abbreviated, plain-language yoliould be quick and easy to read, but it
is the hidden details that carry significance (Tiana and Nissenbaum, 2011).

In order to determine more precisely how informemsent should look like in social
media use, a set of criteria for consent was deeel@ the basis for the compare and contrast
analysis of our research. These criteria were base@dn analysis of a bibliography on
existing privacy criteria (Mommers & Kielman, 201@n analysis of the concepts on which
legal obligations with regard to consent are ba®éararek, 2012) and further social and
psychological elements pertaining to individual rasencluding user needs, interests and
preferences, derived from the idea that consean imstrument to equip people with control
over their own lives (autonomy) and over their peed information (privacy or
informational self-determination) (Westin, 1967).

2 Some of the research results presented here, were preliminary presented at a conference (Custers etal., 2013).
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In general, the process of providing consent iy amdnsidered fair when the person
involved is properly informed of what exactly hesbre is consenting to and, to some extent,
is (made) aware of the consequences such consgnhawma. This is indicated with the term
informed consent. Informed consent is used to ensure thaple make well-considered
decisions. Hence, generally the condition is adtdaticonsent has to be informed consent. In
this paper, by consent we mean informed consertthoAgh providing information is
generally accepted as a legal or ethical requirérfmgnconsent, it may not always be clear
how much information should be provided, data sttbjenay not take notice of (i.e., may not
read or listen to) the information provided, orthey do, may not understand (all of the)
information provided. These are serious concerrs thare is research indicating that the
levels of awareness and concern about privacysssuew. Turow (2005) found wide levels
of misunderstanding. For instance, consumers ututetsthe mere presence of privacy
policies as data protection. Focused more spelijfioma SNSs, Acquisti and Gross (2006)
found that most users in their Facebook study weeavare of data collection rules. However,
there is also recent research that indicates tbatsuare aware and concerned about their
privacy. boyd and Hargittai (2010) reported on bssantial number of young Facebook users
who were aware and concerned about potential prilaeats, contrary to the conception
that young people do not care about privacy.

The basic model for informed consent consists af steps: asking consent by a data
controller and providing (or denying) consent bgaga subject. When taking a closer look at
both steps, it can be seen that each of these cbepsins a lot more actions. The first step,
i.e., asking for consent, involves that the datatr@dler provides also information that a data
subject needs in order to be able to make a decidibis is illustrated in Figure 1. This
information may concern both the content of congeriat is exactly consented to) and the
process (how to consent).

. l 1. Ask consent > l .

Data controller provides:

a) Content information

(what is consented to)

Data Controller b) Process information Data Subject

(SNS provider) (how to consent, identity information) (SNS user)

Figure 1: The first step, asking for consent, iwesl providing further information on the
content of consent and the process of how to consen

The information on what is consented to may incladerther specification of the request,
for instance, including details on which persorathdare collected and for which purposes. It
may also include further information on the conssmes of giving consent, such as a data
subject’s rights and obligations.

The information on how to consent may include fertimformation on the process, such
as identification of the data subject and data rodiet, the way in which consent is to be
provided (e.g., orally or written, ticking a boxybsnitting a form, etc.) and information on
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how consent may be revoked at a later stage.

. ! 2. Give consent l .

Data subject provides:

a) Content information
(Consent yes/no, for which parts?)
Data Controller b)  Process information Data Subject

(SNS provider) (Identity information) (SNS user)

Figure 2. The second step, giving consent contanowiding content information and
process information.

The second step, i.e., giving (or refusing) conseéntillustrated in Figure 2. The
information provided by the data subject concemstent information (is consent provided
or not, for which parts is consent provided, is tmmsent provided subject to particular
conditions, etc.) and process information (inclgdthe identity of the data subject and, in
some cases, further information about the dateestibguch as his age, authorization or bank
account number or credit card details).

In Table 1 it is shown which criteria were usedd&termine whether there is informed
consent. We distinguish between criteria that fomughe consent itself (i.e., who can give
consent and how can consent be given?) and critiesiafocus on the condition that the
consent is in fact informed consent (i.e., whabiinfation should be provided and how
should it be provided?).

Table 1: Set of criteria for consent



~

Criteria Criteria regardingC1.1 | Is the person who consents an adult? If aghare parental consent

regarding the |the person who |C1.2 | Is the person who consents capable to condamif, is there a legal

decision to consents representative who consents?

consent C1.3 | Is the person who consents competent to cthsen

Criteria on how [C2.1 Is the consent writteh?

to give consent |C2.2 | Is the consent partial or full? In case ofiphconsent, does the

consent cover the purpose?

C2.3 | Is the consent reasonably strong?

C2.4 | Isthe consent an independent decision?

C2.5 | Isthe consent up to date?

Criteria Criteria regardingC3.1 | Is it clear which data are collected, usedsiraded?

regarding the |what information|C3.2 | Are the purposes clear?

well-considereshould be C3.3 | Is it clear which security measures are taken?
dness of the |provided C3.4 | Isit clear who is processing the data and isl@countable?
decision to C3.5 | Is it clear which rights can be exercised® d¢tear how these rights

consent can be exercised?

Criteria regardingC4.1 | Is the information provided specific and stiéfintly detailed?

how information | C4.2 | Is the information provided understandable?

should be C4.3 | Is the information provided reliable and aete?

provided C4.4 | Is the information provided accessible?

Although almost all of the criteria in Table 1 dracked by legal provisions (for an
overview, see Custers et al. 2013) and by liteeatwre would like to stress that there are
many differences in the interpretation and impletagon of these criteria. For instance, the
rather straightforward criterion whether a persdrmowonsents is a minors or an adult may
yield different answers in different settings. Eig.some countries, a 16-year old is allowed
to drive a car, whereas, an 18-year old is alloweedet married without parental consent.
Many minors are nowadays using social media and pifeposed EU data protection
legislation sets the age threshold for parentasennat thirteen years old (Hornung, 2012).

Despite these complications, determining whethenezme is an adult is much less
complicated than assessing some of the other iaribeentioned in Table 1 that have some
inherent uncertainty. For instance, determining twbiethe information provided is specific
and sufficiently detailed, may depend on the puepder which the data is processed and the
person to whom the information is provided. As sisdme of the criteria are intertwined, as
the necessary level of detail (C4.1) may dependyrgnother things, on the person who
consents (C1.1-C1.3), the data that is collectedl fan which purposes (C3.2-C3.3) and
understandability of the information provided (C4.2

Nevertheless, we consider the criteria in Tablenpartant and necessary elements for
consent. In summary, if one of the criteria is nwdt, the consent is flawed. From a legal
perspective, the only criterion that is not typigakquired is the requirement that consent is

3 By written we mean information in both physical documents and electronic formats
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written. In the context of social media, howeveg Wwave not encountered any forms of
consent that were not written. Since our reseaschides on privacy policies, we decided to
include the criterion of written consent in our sés.

Apart from the criteria in Table 1, it should bentiened that there may be other factors
which may mitigate the ability of social media s¢é0 make informed consent decisions
despite the provision of all legally relevant infation. An example may be that users may
be confronted with so many consent decisions ti&t may have no time to really consider
each decision carefully (Schermer et al., 2014).

It is important to note that in the following sexts we did not assess to which extent
privacy policiesmeetthe criteria in Table 1. We merely assessed whdttese criteria are
mentionedr addressedn the privacy policies.

3. ANALYSIS OF PRIVACY POLICIES

Social media websites generally present the infaomahat they consider necessary for
their users to be enabled to make informed deasiontheir privacy policy. This is a
document or page on their website. Informing datgexts about the goals of data processing
is a legal requirement under EU data protection Miile the legislation does not specify
how this information must be presented (i.e., hgudrprivacy policy is strictly speaking not a
legal requirement), most data controllers predeatimformation via a privacy policy. Some
social media websites choose to present the infitmm#or informed decision-making in the
user agreements, in their terms and condition®mesvhere else on their website. Within the
EU there exists a considerable amount of legisiatiegarding the conditions of fair
processing of personal data. For more details, Bggrave (2002). It should also be
mentioned that the EU legislation on personal gataection is currently under revision
(Hornung, 2012).

For the scope of our research we considered batlalSdetwork Sites (SNSs) and User
Generated Content Sites (UGCs) as social media.Atrtiele 29 Data Protection Working
Party (WP29) defines SNSs as online communication platformshvienable individuals to
join or create networks of like-minded users. Theneo widely accepted definition of UGCs,
but the OECD defines user generated content agmoniade publicly available over the
Internet, which reflects a certain amount of createffort and which is created outside
professional routines and practicesSince many UGCs deal with content produced
interactively by individual users that may affebeir privacy, we included these in our
research.

Using the criteria for consent in Table 1, we asatl/the privacy policies of eight social
media websites with regard to the asking for araviging (or denying) consent. Since, in
some cases the criteria are not discussed in thacgrpolicies, we also considered the user
agreements or other terms and conditions availahléhe websites. The eight websites
analysed were LinkedIn, Wikipedia, Facebook, Youd,uHabbo, Hyves, Relatieplanet and
Twitter. These websites were selected from an skterist of Social Network Sites and User
Generated Content sites available in the Europraon (Krigel, 2010). The main criteria
to categorize this list of websites are the typavebsite (SNS vs. UGC), its scope (national

* WP29 is a working party established under art. 29 of the EU personal data protection directive, consisting of
representatives of the supervisory authorities of EU member states, that may issue opinions and
recommendations regarding the directive.

> http://www.oecd.org/datacecd/57/14/383931 1 5.pdf, p. 4.
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vs. international), its target group (general yecsfic) and its purpose (business vs. private).
The selection below includes websites on all thdisgensions, i.e., websites that focus on
user profiles (such as LinkedIn and Facebook) artsites that focus on content sharing
(such as Wikipedia and YouTube). Both national ameérnational websites are included
(Hyves and Relatieplanet are typically Dutch sit&¥jth regard to national sites, we chose
Dutch sites for easy access. Some websites focubeobusiness sphere (e.g., Linkedin),
whereas others focus on the private sphere (eagelfook). Some websites have a general
audience (such as Wikipedia), whereas others targedry specific audience (Habbo and
Hyves are aimed at youth, Relatieplanet aims anglatWe realize that within the framework
of these criteria there are more websites to chivose (e.g., Facebook vs. Google+). In each
category we chose to analyse the site with theetdrgumber of users at the time of the
research maximizing the largest number of people affedigdthese privacy policies. It
should also be noted that Wikipedia is not a concrabmwebsite and does not have an
advertising revenue scheme or paid membershipthikeother websites selected. Although
we realize this may entail different evaluatiortemnia, we decided to include Wikipedia as a
typical example of a UGC site without user profilleat are visible for other users.

Despite the large numbers of users of these wabsie realize that analysing the privacy
policies of only eight websites may not provideutesthat can be generalized for all UGC
and SNS websites. Nevertheless, we think it mayigeointeresting indications of the way
privacy policies are shaped by data controllersus®tl by data subjects.

Table 2: Analysis of the privacy policies of eightial media

¢ Note that Hyves has canceled its social network services in 2013.
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Cl1.1 | Yes Yes Yes Yes Yes Yes Yes No
Cl.2 | Yes Yes Yes Yes No Yes No No
Cl13 | Yes Yes Yes Yes Yes Yes Yes No
C2.1 | Yes Yes Yes Yes Yes/No Yes Yes No
C2.2 | Yes Yes Yes Yes Yes Yes Yes No
C2.3 | Yes Yes Yes No Yes Yes Yes No
C2.4 | Yes Yes Yes Yes Yes No No Yes
C25 | Yes Yes Yes Yes Yes Yes Yes No
C3.1 | Yes Yes Yes Yes Yes Yes Yes Yes
C3.2 | Yes Yes Yes Yes Yes Yes Yes Yes
C3.3 | Yes Yes Yes Yes Yes/No No Yes/N( No
C3.4 | Yes Yes Yes Yes Yes Yes Yes Yes
C3.5 | Yes Yes Yes Yes No No No No
C4.1 | Yes Yes Yes Yes Yes Yes Yes/NtfP Yes
C4.2 | Yes Yes Yes Yes Yes Yes Yes/NJL Yes
C4.3 | Yes Yes Yes Yes Yes Yes Yes Yes
C4.4 | Yes Yes Yes Yes Yes Yes Yes Yes

For all eight websites, it was checked whetherdfiteria in Table 1 werenentionedn
the website’s privacy policy or user agreementTdble 2 it is shown which criteria are
mentioned. Table 2 does not reflect whether thieriai for consent are actually met or to
what extent the criteria were met. For instance, privacy policy does not mention any user
rights, criterion 3.5 is indicated ‘no’. If anytlgnon security measures is mentioned in the
privacy policy or the user agreement, then criteBd3 is indicated ‘yes’. Note that this does
not mean that user rights are not complied withlbnecessary security measures are in place.
It jJust means that these issues are addressedyltwall be that a privacy policy indicates
that no security measures are taken at all. Thislt®ein ‘yes’ because this is information that
users may need to make a well-considered decisgarding their consent.

In short, if a website has taken all criteria iatcount, it means they have a sound and
complete privacy policy (from a legal perspectivalthough this does not imply that the
privacy policy is also fair (from an ethical perspee). Users may disagree with some of the
terms and conditions, but when everything is add@s they were enabled to make a
well-considered decisions.

Also, it should be mentioned that the focus hemisvhat is stated in the privacy policies
(i.e., the text documents provided), not on howgheacy policies are actually implemented
in the technology and the data processing. Heheewebsites are examined on what is stated,
which is clearly something different from the wée tprivacy policies are actually controlled
and enforced.

From this overview, it becomes clear that mosthef websites analysed actually do pay
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attention to most criteria for consent in theirvpdy policies (Table 2 contains considerably
more ‘yes’ than ‘no’). It also becomes clear thatny websites (4 out of 8) pay attention to
all criteria for consent in their privacy polici¢gsolumns completely or almost completely
filled with ‘yes’ for LinkedIn, YouTube, Habbo anRelatieplanet). Some websites pay
attention to most criteria (Facebook, Hyves andtf@ni and only one website (Wikipedia)

pays attention to only a limited set of criteria.

The privacy policies of Wikipedia and Facebook offeost room for improvement, These
privacy policies do not meet all criteria for consand, as such, consent may be considered
flawed. In the case of Wikipedia, the need for aremsive privacy policy is debatable, since
Wikipedia does not collect large amounts of perkdata. At the same time, it is obvious that
there is room for improvement of Wikipedia’s privapolicy. It could address obvious
guestions, like how minors are dealt with, makiongsent more explicit by ticking a box that
you agree with and comply to the privacy statenvdmeén registering as a user, limiting the
list of purposes for which data is collected, pdivg clarity on security measures that are
taken and informing users about their rights (idoilg the creation of the right to have
accounts removed if users ask for this).

In the case of Facebook there is definitely roomirfgprovement in the informed consent
process. The Data Use Policy is very lengthy wBB®words and takes more than one hour
to read. Although, Facebook’s privacy policy is tquiransparent (presentation, language,
explanations) on what personal information is usedl how by providing users with
everyday language and clear examples, to see thrinegcomplete picture of data sharing
may be more complicated for users. The reasonthi®rare (1) that relevant information is
distributed over various documents and (2) thatenparties than Facebook may be involved
in using data on Facebooklthough (technical) security is mentioned in Fawelids Data
Use Policy, not reflecting in more detail on hovewsty is guaranteed is a clear omission.
However, Facebook provides extensive informatiowitt€r rules and policies) on how to
stay safe on Facebook and explicitly warns useositahe publicness of their data.

When looking at the criteria, it becomes clear 8wahe criteria are no issue at all, such as
C3.1 (which data), C3.2 (which purposes), C3.4dantability), C4.3 (reliability) and C4.4
(accessibility). These rows are completely filledhwyes’. Criteria C2.5 (up to date), C4.1
(specificity) and C4.2 (understandability) are alsrdly an issue. In general, it becomes
clear that all websites are doing a good job on liogy are providing information. The
information provided seems to be specific, detail@aderstandable, reliable, accurate and
accessible. We note, however, that even when agyipolicy is very understandable, this
does not imply a user will also understand how @eakdata is processed.

However, some other criteria cause more conceresdtare C1.2 (capability), C3.3
(security measures) and C3.5 (user rights). Thesehe criteria where there is room for
improvement: these criteria may deserve more abrenn privacy policies. But before
starting a discussion on this, let us first consibat users expect from these and other
criteria.

4. USER EXPECTATIONS

Based on the results of an extensive online suf@B¥gckdorff, 2012) and in-depth
interviews with social media users (Manolea, 204Rjch were carried out in 13 countries
of the EU as part of the CONSENT project, and aolait literature, we analysed which of
the criteria in Table 1 are important to users. $hevey used in this section was part of a
EU-funded research project called CONSENT, set ypoie of the key partners in the
research project, the University of Malta, and stated and disseminated by the 19 partners



in the research consortium. The questionnaire urstds study consisted of 75 questions and
subquestions, covering general internet usagen®iehaviour, particularly regarding online
shopping and UGCs, and the related consumer penspand attitudes. Attitudes and
practices in the disclosure of personal data arlthermprivacy in social media use were
particularly addressed. The questionnaire was abail online between July 2011 and
December 2011. A total of 8621 respondents front@ftries completed at least a part of
the questionnaire. It was possible for respondenthoose not to respond all questions in
the online questionnaire. Thus, the number of nedpots to different questions can vary in
the results reported in this paper. Percentagesrtegp below are based on the number of
respondents to that question, except for questibas allowed or required more than one
answer, in which cases the number of responsesused rather (than the number of
respondents).

Of the total number of respondents, 45% were mate55% female. The average age of
the respondents was 30 years. The highest levetlatation was 34% secondary school or
lower and 66% tertiary education. 45% of the resigpots were students. 71% of the
respondents described their location as urban, &8%uburban and 16% as rural. This
guantitative analysis does not claim to be repriasiee of the entire EU population, since the
sample used was a non-probability sample: the munestire was online (excluding people
without internet access) and the disseminatioryghdargeted at wider public to include all
age groups, education levels and geographic latgtioriginated from the partners in the
project, many of which are universities. This hesutted in a sample that is more likely to be
representative of experienced internet users. Nakethere are also cultural differences in
privacy expectations among European countries. &s&db research has shown that race and
ethnicity play an influential role in how peopleeusocial media and share personal
information (Correa and Jeong, 2011). Contextuaizultural differences and reporting on
the impact of cultural differences on the percepid privacy by SNS and UGC users was
also part of the EU-project, but beyond the scdpéie paper. For further background of the
survey, including its set-up, the number and contiposof respondents and the reliability of
the results, we refer to the project’s website: weomsent.law.muni.cz.

The survey had a more general focus on awarenaissvand attitudes regarding privacy
in social media use rather than a specific focughenrole of informed consent in social
media use. Hence, the respondent internet useesivaerexplicitly asked how important they
considered each of the criteria for consent andlysethis paper. Nevertheless, the survey
results do provide a number of indications how ingutt internet users consider several
aspects of consent to be, such as awareness aacstamliing of the personal data collected,
the purposes for which the collected data are wseb what social media users think of
privacy policies. In order to deal with these liatibns of our survey, we also used the results
of the Eurobarometer Survey (2011) on attitudeslata protection and electronic identity in
the EU for criteria that were not explicitly incled in our own survey and to compare both
surveys in cases where similar questions were adkethis section, we will discuss user
expectations regarding each of these criteria.

The criteria regarding the person who consents seerne more important to data
controllers than to data subjects, as they maycatdi whether users are authorized and
committed and whether accepted user agreementsgaity binding. These criteria may be
considered as a hindrance by some users, as thgybenaxcluded from UGC and SNS
services. This is most apparent for age (C1.1)s & commonly accepted statement that
particularly SNS services are something ‘for thangest generation’. According to research
carried out within the EU Kids Online project, 5966 9-16 year olds have a social
networking profile (Livingstone et al., 2011). Frdhe perspective of minors, it is fair to state
that social media are, in general, important tonth&he Eurobarometer survey 359 (2011)
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found that “around 94% of the 15-24 are using titerhet (EU 66%). 84% of them are using
social networking sites (EU 52%) and 73% of them @asing websites to share pictures,
videos, movies (EU 44%)”. According to another recgtudy, 44% of teens have even lied
about how old they are online to access sites agthrestrictions (Fox, 2011). This suggests
that these teens are younger than the ages fohwhe sites are eligible. Note that, apart
from getting access to particular websites, minoesy have other reasons for lying about
their age, such as their reputation among peethioddh there seems to be a widespread
assumption that youth do not care about privacyeissvhen online, this is challenged by
research results (boyd and Hargittai, 2010). Yourggople also seem to change privacy
settings more often than older people (Madden anidh$S2010).

With regard to the capability (C1.2) and compete(C&.3) of users to consent, the
majority of the respondents of our survey who rgat/acy policies indicated they
completely understand (21%) the privacy policy bleast understand most parts (42%), see
Figure 4. Note that these figures refer only topoeslents who indicated to read privacy
statements, not to all respondents. At the same,tithe survey revealed that most
respondents never (27%), rarely (27%) or someti(@886) read the privacy policies, see
Figure 3A. Hence, most internet users in the sumhelynot read privacy policies, but a
comparably large portion of those who claim thatyttdo read privacy policies show
confidence that they understand these policiese Nmat this survey question included all
internet users, not merely UGC or SNS website ustgace, respondents also include people
who do not use UGC or SNS website, but do userteenet, such as people who only have
an email account. Also note that this contrasth Wit Eurobarometer survey (2011), which
found that 58 % of European Internet users reaghpyi policies. Other research, however,
confirms that privacy policies are rarely read sens (Arcand et al., 2007, Beldad, 2011,
Bolchini et al., 2004, Graf et al., 2010, Jensed Botts, 2004, Lichtenstein et al., 2003,
Milne and Culnan, 2004, Pan and Zinkhan, 2006, &dee2005). Finally, it should be
mentioned that the fact that users feel capablendkerstanding (see also C4.1) the privacy
policies does not imply that they do actually uistkend the privacy policies. From the survey
results, it cannot be determined whether usersaligtunderstand the privacy policies, since
many respondents only read the privacy polices soms, rarely or never at all.

100% 36

90%

80%

70% Don't know how
m Don't know/not sure

60%
m Always

50%
H Often

40% m Sometimes

30% M Rarely

20% M Never

> .

0% . T
A B C
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Figure 3: (A) When you create an account with a sitebyou have not used before do you
read that website’s privacy statement or policy27057).(B) Do you watch for ways to

control what people send you online (such as chesles that allow you to opt-in or opt-out

of certain offers? (n=6637). (C) Have you ever dpah any of the privacy settings of your
personal profile on a UGC site? (n=6770).

B I'm not sure whether |
understood

M | did not understand at
all

| did not understand
most parts

M | understood most
parts

B | understood
completely

Don't know/don't
remember

Figure 4: When you have read privacy statemengarioacy policies you would say that?
(n=5124)

Most respondents (75%) sometimes, often or alwaysatch for ways to control what
they are sent online (such as check boxes thaw afm-in or opt-out of certain offers), see
Figure 3B. Hence, it may be concluded that peoplesicler such controls important. This
may also indicate that users think written cong@#.1) is important and that the extent of
their consent is important (full or partial cons€d®.2). This is confirmed by another survey
guestion, showing that that 82% of the respondemisetimes, often or always change their
privacy settings, when there are options availédngersonalizing your privacy settings, see
Figure 3C. It may be expected that more options pgovacy settings will become an
increasingly important topic in social media (Mdaier, 2012). However, despite users
adopting strategizing behaviours, their levelsroftgctive skills may be limited (Acquisti and
Grosslags, 2005, LaRose and Rifon, 2007, Metz@#4 R Research indicated that younger
SNS users change privacy settings more often thder &NS users (Madden and Smith,
2010). Still, it is unknown whether users underdtédre changes they make in their privacy
settings and to which extent these changes meetpitederences Although the survey results
cannot confirm this, there seems to be an increatiee number of users regularly changing
privacy policies. For instance, an internet studyi991 (Mackay, 1991) showed that users
rarely change default settings, whereas a Facebtaly in 2010 showed that most users
report having modified their privacy settings atdeonce a year (boyd and Hargittai, 2010).

In addition to low rates of privacy policy readiregg mentioned above, most respondents
(73%) also indicated that they never, rarely or stomes read the terms and conditions
before accepting them. When users do not read thaacy policy and the terms and
conditions, they probably do not know what they samt to. As a result, their consent is
unlikely to be strong consent (C2.3) and up to d&2.5). Whether their consent is an
independent decision (C2.4), is difficult to answ&nce the qualitative interview results
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suggest that users have a rather ambivalent netdip to UGC websites. Many users appear
to sign up for accounts due to certain forms of peessure, but after an initial phase become
low-frequency users. It might be argued that theemxto which people would miss a
particular website indicates their dependency o lebsite. Although we note that there is
no research available on the link between not mgssh particular website and the
independency of consent decisions using the wehsitst users indicate they would not
really miss a particular site if it were to closawsh. Only Facebook (by 59%), Twitter (by
28%) and LinkedIn (by 6%) will be missed by us@ther websites are not missed (< 3%).

Users show concern for privacy, although there setnbe an incongruity between
public opinion and public behaviour: people teneéxpress concern about privacy, but when
asked about it, they routinely disclose persondbrmation because of convenience,
discounts, and other incentives, or a lack of ustdeding of the consequences (Regan, 2002).
These tensions between attitudes and practicesalsdéound by Acquisti and Gross (2006).
As there may be longer periods of time betweendtta collection and actions based upon
the processing or sharing of such information,dbenection between the collected data and
the resulting decisions may not always be transpdoe data subjects. For instance, when
the information collected is used for profilingchuprofiling techniques, by their nature, tend
not to be visible processes for data subjects @xgr2002, Custers, 2004). The fact that
users are concerned about their privacy is alsdirooed by the survey results, in which
internet users indicated on a 7-point Likert s¢hbd there is a high potential for privacy loss
associated with giving personal information to widss(mean 5.78, sd 1.43), and that
privacy is the most important thing to keep whehmen(mean 5.28, sd 1.59).

Respondents clearly indicated which types of da¢y disclosed (C3.1) — results largely
in line with the Eurobarometer survey — and indidathey were aware of the purposes for
which data controllers can and may collect, use drade personal data of users (C3.2). An
overview is shown in Figure 5. Most respondents¥{y4ndicated they were aware that
account or profile information may be used by trebsite owners for a number of purposes.
In terms of actual uses by website owners of adcamd profile information most
respondents were aware that this information camskd to customize the content a user sees
(72%), to customize the advertising a user see%),78nd to contact users by email (87%).
There was also awareness, though less so, ofledgepublicized practices relating to the use
of account and profile information; 61% were awtrat information about user behaviour
(not linked to the user’s name) can be shared witie website owner’s company; 61% were
aware that this information (linked to the userame) can be shared within the website
owner’s company; and 54% were aware that suchnrdton (not linked to the user’s name)
can be sold to other companies.
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Figure 5: The information you include in your acabwor profile on a website may be used by
the website owners for a number of purposes. Wete aware of this? Note that the
behavioural information consists of data not linkedhe individual user.

Regarding concerns for security measures (C3.3), siwvey results show that the
respondents’ attitudes towards online technicatgateon measures are mostly in line with
their awareness levels, with the exception of irédland the UK. The portion of respondents
applying various security measures was on averiagely above 50% and in some countries
up to 90%. At the same time, the survey resultsvedothat only a minority of UGC/SNS
users think it is likely or very likely that thgwersonal safety is put at risk by putting personal
information on these websites. Similarly, only anarity thinks it is likely or very likely that
they will become a victim of fraud, will be discrimated against or suffer reputation damage.
This is shown in Figure 6. These results are ie \liith Park (2011) who found low levels of
understanding of surveillance practices among meteusers. The figures allow for the
conclusion that many of them use their technicabwdedge to specifically protect
themselves against physical or material risks - #mgs, do not show too much concern in
this respect. Note that even though users may astogiegizing behaviours, their levels of
protective skills may be very limited (Acquisti argrosslags, 2005). This hypothesis is
supported by the fact that users easily sharedbisformation (see C3.1 above). Note that
users may overestimate the quality of their segumtasures. For instance, users often
choose easy-to-remember passwords, which are ysadl to breach (Schneier, 2000). For
teens this is probably even worse, as nearly oineé-{B0%) of teens have shared a password
with a friend (Fox, 2011).
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Figure 6: For each of these situations please iatichow likely you think that this could
happen as a result of your putting personal infalioraon UGC sites: your personal safety
being at risk (n=6535), you becoming victim of fla(n=6550), you being discriminated
against (n=6525) and your reputation being damagecs520).

With regard to accountability of data controlleiS3(4), users want to know their
reputation in order to decide whether to trust ti&wlove, 2007). However, trust in (online)
companies is limited. According to the Eurobarometervey (2011), 70% of European
citizens are concerned about how companies usedats; they trust public authorities better
than companies, including online social networkd atiner Internet companies.

For user rights (C3.5), this is different, howevAs indicated above, 72% of the
respondents never, rarely or sometimes read thestand conditions before accepting them.
This indicated that users may not be well infornadmbut their rights. This hypothesis is
confirmed in other research, showing that userxat@always aware (enough) of their rights
and obligations with respect to sharing (persodai® (Van den Berg and Van der Hof, 2012).
Note thatusers may also have access to other sources thaterths and conditions of a
website to inform themselves about their rightghsas consumer protection websites or the
media. It can be questioned, however, whether qunotre general) sources can fully
substitute the reading of (more specific) terms aodditions of a particular website. The
conclusion that users don't care much about thbtgighey can exercise may seem to
contradict the findings from many studies thatzeitis place a high value on their right to
privacy (Hallinan et al., 2012). A possible explama for this contradiction may be that users
are often unaware of, or not well informed abolé, tights they have, making it difficult for
them to ‘match’ the privacy policies and terms aondditions with the rights they have under
the Data Protection Directive. Another explanatioay be that users simply trust that social
network sites have the necessary mechanisms i [idacusers to exercise their rights, or
trust that the regulator will step in if their righare violated. The qualitative interview results
showed indications that not-reading among intereeswvas often based on a perception that
prevailing offline conditions of perceived genesatial ‘law and order’ could be assigned to
the online environment. Other frequent reasonsnfurreading were either the concept of
privacy itself being underdeveloped or a perceikelplessness which was often masked as
disinterest in online privacy issues. Another siyoeason given for not-reading was the
perception that privacy policies primarily serve thurpose of protecting the website owners
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rather than the website users.

The reasons for not reading privacy policies am@ashin Figure 7. Most people do not
read privacy statements because they consider thehong to read (55.7%) or too difficult
to understand (8.7%). 7.4% of the users who nexads privacy policies do not care about
privacy policies and 6.8% indicates that websitd$ ignore their policies anyway. Others
indicated not to know about privacy policies, navé anything to hide or not to know where
to find privacy policies. These data suggest théiije citizens value their right to privacy
highly, they do not attach the same importancéecactual exercising of their rights.

H | did not know about privacy policies

M | do not know where to find privacy
policies
M Privacy policies are too long to read

B Privacy policies are too difficult to
understand

M | don't care about privacy policies

| have nothing to hide
Privacy policies will be ignore anyway
The law will protect me against privacy

violations
Other

Figure 7: Why dont you ever read privacy policid3rcentages. (n=1875)

The level of detail in the privacy policies (C4id)a concern for most users. The fact that
users consider the privacy policies too long amdetailed is confirmed by other research,
showing that users of social network sites do naitvwo spend a lot of time reading privacy
policies, on average 1-5 minutes (Van den Berg Vuu der Hof, 2012). However, most
websites we analysed (see previous section) prdexts that are much longer, often taking
half an hour to read and sometimes even taking thareone hour to read.

Users think the information provided for their censdecisions (C4.2) is understandable.
As mentioned above, 64% of the survey respondemtiicated they understand the
information completely or at least most parts oénth Only 5% indicated they do not
understand the information at all. Of the peoplewlo not read privacy statements, merely
9% indicated they do not read privacy statementalmee they are too difficult to understand.
In the Eurobarometer (2011, p. 112) a quarter o$ehwho read privacy statements said they
do not fully understand them. Another indicatiomttimost users believe they understand
privacy issues is the fact that, when asked why tave never changed the privacy settings,
only 12% indicated that they do not know how torgfethe privacy settings. Note that users
may be too confident that they understand evergthinlarge number of interviewees in the
qualitative research claimed that they found timglege used in privacy policies difficult to
understand, but those interviewees who did readhgyi policies stated that they viewed the
reading as part of a learning process that is jpasisable if one wishes to assume
responsibility for one’s personal information areldble to take adequate protective measures.
However, even those readers expressed their difésun the “learning process”.
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The survey did not ask whether users considerednfbemation provided reliable and
accurate (C4.3). However, as indicated above, wgans to know the reputation of others in
order to decide whether to trust them and, theeefogliable and accurate information is
important to them. Note that, currently, trust mine companies is limited (Eurobarometer,
2011, p. 137).

With regard to accessibility of the information pided, of the 26% of the respondents
indicating that they never read the privacy po$icienly 4% did not know where to find
privacy policies on a website, see Figure 7. Simpatterns can be seen with other
information, such as changing the privacy settilfdsst people indicated that they change
privacy settings. Of the people who have never ghdnthe privacy settings (8% of the
respondents), 10% indicated that they do not knoat privacy settings existed and 11%
indicates that they did not know that they couldrde the privacy settings. Hence, we
conclude that most people know where to find thisrmation.

A more general survey finding is that users seenbeooften dissatisfied by privacy
policies of UGC websites. When asked “have you eeerded to not start using a website or
to stop using a website because you were disgatigfith the site’s privacy policy”, 47.2%
answered “yes”, 30.5% answered “no” and 22.3% eteid “don’'t know” (n=4728). Note
that among the respondents who answered “no”, timerg be people who are dissatisfied
with a privacy policy who nevertheless start or towre using that website. Whereas the
previously mentioned low levels of users readiniggmy policies indicate little interest of
users in privacy policies, these results seem torgostep further as they seem to indicate
rather low levels of acceptance and significansatisfaction with current practices and
policies.

5. COMPARE AND CONTRAST ANALYSIS

In Table 3 the current practices (the analysisrofagy policies discussed in Section 3)
are compared with the users expectations (discussgéction 4). The information in Table 2
is condensed by counting the number of times thatitarion is taken into account in the
privacy policies analysed. One to three times ‘Ye<onsidered rarely, four or five times is
considered sometimes, six to eight times is consdeften.

When these results are compared, it immediatelwslrattention that there is a lot of
correspondence between the privacy policies andiske expectations. Many of the criteria
are taken into account often in the privacy poiceed are important to users. The criteria
that are sometimes, but not always, taken into@atcare at the same time less important to
users. Hence, for the largest part, the currenttipes do correspond with the user
expectations. One criterion is taken into accoarthe privacy policies but is not considered
important by users. This criterion (C4.1: is itasl@vhich rights can be exercised? Is it clear
how these rights can be exercised?) may thus b&dsyed as more or less superfluous or as
an extra. Another criterion is considered importantsers (C3.5: is the information provided
specific and sufficiently detailed?) but not taketo account in the privacy policies and, thus,
requires further attention.

Table 3: Comparison of current privacy practiceslarser expectations

In privacy policies? Important to users? Does tloisespond?
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Cl.1 Often Yes Yes
C1.2 Sometimes N/A N/A
C1.3 Often N/A N/A
c2.1 Often Yes Yes
Cc2.2 Often Yes Yes
Cc2.3 Often Yes Yes
C24 Often Yes Yes
C2.5 Often N/A N/A
C3.1 Often Yes Yes
C3.2 Often Yes Yes
C3.3 Sometimes No Yes
C34 Often Yes Yes
C3.5 Sometimes Yes No

C41 Often No No

C4.2 Often Yes Yes
C4.3 Often Yes Yes
C4.4 Often Yes Yes

Note that these results are in line with other aede results, in which surveys revealed
that the kinds of information respondents say thewuld like to receive align neatly with the
kinds of information data controllers are required communicate as stipulated in data
protection law (Van den Berg and Van der Hof, 2012t all criteria analysed in this
research are backed by legal provisions. For igstathere are no legal obligations in the
existing EU data protection law regarding the perato consents (C1.1-C1.3), up to date
consent (C2.5), understandability (C4.2) and adoiisg (C4.4). Written consent as such is
not mentioned in EU data protection law as a legaquirement but there is the
(technologically more neutral) legal requiremenegplicit consent. Some of these issues are
regulated in national legislation to some extentyéwver, such as in civil codes (C1.1-C1.3),
or in other legal documents, such as the opinidriseoArticle 29 Working Party, an advisory
body to the European Commission on data protectisumes (C4.2 and C4.4). The proposal
for a General data protection regulation addressest of these issues though. Article 11 of
the proposal requires data controllers to preseta dubjects with transparent and easily
accessible policies with regard to the processingecsonal data and for the exercise of data
subjects’ rights.

An important shortcoming in the comparison showiiable 3 is that the privacy policies
were assessed on the mentioning of the critericcdoisent, whereas expectations of users
may be influenced not only by the mentioning ofseheriteria in privacy policies, but also by
the contents of these privacy policies, i.e., by Ways these criteria are dealt with. For
instance, a privacy policy mentioning that pareotaisent for minors is not required means
that this criterion is addressed, but it also ieplihat this criterion is not fulfilled. Users who
disagree with this may find this criterion more wngant accordingly. An elaborate analysis
of why a particular criterion is or is not importato users is beyond the scope of this
research.

We also recognize that the binary approach (yesm@yesenting the user expectations
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does not reflect more nuanced views that users masg on each of the criteria (Litt and
Hargittai, 2014). Users may consider some critém@ortant depending on the context,
which is beyond the scope of this research. Alsersimay have expectations somewhere
halfway (e.g., ‘a little important’ or ‘rather impant’) or even beyond the spectrum (e.qg.,
‘very important’ or ‘extremely important’). Theseudjifications were to some extent
discussed in the previous section, but are not shnowable 3. We feel the data do not allow
for making more detailed statements on the extenwhich users consider the criteria
important. Hence, Table 3 only provides indicaticarsd should not be regarded as a
statistical result.

In summary, all criteria that are important to gsare taken into account by most privacy
policies, and most criteria taken into account fmpgt) privacy policies are also important to
users. For the largest part, current privacy peasticorrespond to user expectations. Only
some criteria may either require further researeh, (users’ attitudes towards competence to
consent and up to date consent) or, regardingrttezgion of specific and sufficiently detailed
information, it can be questioned whether data rotiets put in too much effort, as these
criteria are often taken into account in privacyi@es but considered of little importance by
users. On the one hand, it may be argued that ttréseia may be in the interest of data
controllers, as they may consider it important tingir users are authorized and committed.
On the other hand, in case of a dispute, it maynbee important for data controllers to be
able to show they provided all necessary infornmatiean to ensure that users have read and
understood all information provided. As a resulitedcontrollers may be inclined to put
lengthy privacy policies on their websites to coattlegal aspects, rather than brief privacy
policies in everyday language. When privacy pofiaee only put on websites as a formality,
however, they may not achieve the intended gogbroperly informing users in order to
make well-considered decisions regarding consdmeyimay lack clarity about which user
rights can be exercised and how (criterion C3.5), aas a result, the reality of privacy
policies and user expectations drift apart.

As far as implications for EU policy is concerneek think these tensions between the
legal approach (legislation and privacy policies)l practice (user’s attitudes, behaviour and
expectations) should have much more focus. Evemgthocurrent EU personal data
protection legislation is under revision, we seat ttihe proposed legislation again heavily
focuses on the existing views of autonomous, higatipnal and well-informed data subjects.
We doubt whether this really reflects the needsrests and preferences of internet users.

6. CONCLUSIONS

In this research, we analysed the current practifesocial media by analysing the
privacy policies and user agreements of a seleafoeight SNSs and UGCs. Despite the
large numbers of users of these eight websiteggaleze that analysing the privacy policies
of only eight websites may not provide results tet be generalized for all UGC and SNS
websites. Nevertheless, our analysis revealedhbat of the websites analysed have privacy
policies that take most relevant criteria for carisato account. As such, it may be argued
that, even though there is no legal obligation &weha privacy policy at all, most of the
websites analysed do have sound privacy policieshich they regulate the process of
informed consent. Some websites regulate parthiefconsent process in their terms and
conditions or in their user agreements, rather thaheir privacy policy, which may reduce
the accessibility and understandability to somemixtAll this does not imply, however, that
the privacy policies are always fair and users dliaggree with the terms and conditions, but
most issues are addressed, including all issuésiseas consider important.
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Some websites can further improve their privacyigmes. The privacy policies of
Wikipedia and Facebook offer most room for improeem These privacy policies do not
meet several criteria for consent and, as suchsesdnmay be considered flawed. In the case
of Wikipedia, the need for an extensive privacyi@ols debatable, since Wikipedia does not
collect large amounts of personal data. Nevertseiegould address obvious questions, like
how minors are dealt with, making consent moreiexfly ticking a box that you agree with
and comply to the privacy statement when registeais a user, limiting the list of purposes
for which data is collected, providing clarity omcsirity measures that are taken and
informing users about their rights (including theeation of the right to have accounts
removed if users ask for this).

In the case of Facebook, a website that extensoalgcts and processes personal data,
the need for improvement is more obvious. The ia Policy is very lengthy with 9500
words and takes more than one hour to read. AlimoEkgcebook’s privacy policy is quite
transparent (presentation, language, explanatimmsyhat personal information is used and
how by providing users with everyday language alshrcexamples, to see through the
complete picture of data sharing may be more carag@d for users. The reasons for this are
(1) that relevant information is distributed ovearious documents and (2) that more parties
than Facebook may be involved in using data on beaaie Although (technical) security is
mentioned in Facebook’s Data Use Policy, not réfigcin more detail on how security is
guaranteed is a clear omission. However, Facebomkdes extensive information (Twitter
rules and policies) on how to stay safe on Facelayak explicitly warns users about the
publicness of their data.

Furthermore, we analysed user expectations basadorvey on the consumer behaviour
of UGC users and their needs, preferences anasigerThis analysis showed that consumers
place high value on privacy, but also that useos\dlittle interest in reading privacy policies.
There is still little known about users’ interestdriteria for consent that they consider to be
the responsibility of (or in the interest of) datantrollers, including, for instance, whether
consent is authorized (C1.2-C1.3) and whether guniseup to date (C2.5) — see Table 3.
Furthermore, the perceived physical or materi&l oissharing or disclosing personal data via
UGC websites (particularly regarding personal saffsaud, discrimination and reputation
damage) is low (see Figure 6).

When the current practices and the user expectato® compared with each other, it
becomes clear that most websites have privacy ipslihat take most relevant criteria for
consent into account, including most issues thatsusonsider important. Some criteria are
not taken into account, but these criteria appedvet of little or no importance to users —
except for the clearness of user rights. Only fune criteria (i.e., competence to consent,
up to date consent and specific and sufficientliaitkdd information) it can be questioned
whether data controllers put in too much effortiteesse criteria are often taken into account
in privacy policies but considered of little impante by users.

The survey findings show that social media useenélly speaking) do not read
privacy policies and show low levels of acceptamarel significant dissatisfaction with
current practices and policies. There appears ta la@ge disconnection between users and
data controllers. Data controllers appear to fomanly on complying with all existing
legislation rather than on the needs, interestspaeférences of users. On the one hand this
may be expected as compliance is important for daterollers in order to avoid sanctions
and to build a solid reputation and gain trust aghosers. On the other hand, when it comes
to reputation and trust, it may also be argued taaefully listening to the needs, interests
and preferences of users is also important — songethat may go further than drafting long
and detailed privacy policies. Instead, more foofisocial media on building trust among
users when it comes to their ways of collecting pratessing personal data may be the way
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forward, for instance, by creating more transpayesied responsible use of their personal
data on social media by users, particularly minors.
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