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We study the Fermi-level structure of 2þ 1-dimensional strongly interacting electron systems in

external magnetic field using the gague/gravity duality correspondence. The gravity dual of a finite density

fermion system is a Dirac field in the background of the dyonic AdS-Reissner-Nordström black hole. In

the probe limit, the magnetic system can be reduced to the nonmagnetic one, with Landau-quantized

momenta and rescaled thermodynamical variables. We find that at strong enough magnetic fields, the

Fermi surface vanishes and the quasiparticle is lost either through a crossover to conformal regime or

through a phase transition to an unstable Fermi surface. In the latter case, the vanishing Fermi velocity at

the critical magnetic field triggers the non-Fermi-liquid regime with unstable quasiparticles and a change

in transport properties of the system. We associate it with a metal–’’strange-metal’’ phase transition. Next,

we compute the DC Hall and longitudinal conductivities using the gravity-dressed fermion propagators.

For dual fermions with a large charge, many different Fermi surfaces contribute and the Hall conductivity

is quantized as expected for integer quantum Hall effect (QHE). At strong magnetic fields, as additional

Fermi surfaces open up, new plateaus typical for the fractional QHE appear. The somewhat irregular

pattern in the length of fractional QHE plateaus resembles the outcomes of experiments on thin graphite in

a strong magnetic field. Finally, motivated by the absence of the sign problem in holography, we suggest a

lattice approach to the AdS calculations of finite density systems.

DOI: 10.1103/PhysRevD.84.106003 PACS numbers: 11.25.Tq, 71.27.+a

I. INTRODUCTION

The study of strongly interacting fermionic systems at
finite density and temperature is a challenging task in
condensed matter and high energy physics. Analytical
methods are limited or not available for strongly coupled
systems, and numerical simulation of fermions at finite
density breaks down because of the sign problem [1].
There has been an increased activity in describing finite
density fermionic matter by a gravity dual using the holo-
graphic AdS/CFT correspondence [2]. The gravitational
solution which is dual to the finite chemical potential
system is the electrically charged AdS-Reissner-
Nordström black hole, which provides a background where
only the metric and Maxwell fields are nontrivial and all
matter fields vanish. In the classical gravity limit, the
decoupling of the Einstein-Maxwell sector holds and leads
to universal results, which is an appealing feature of ap-
plied holography. Indeed, the celebrated result for the ratio
of the shear viscosity over the entropy density [3] is
identical for many strongly interacting theories and has
been considered a robust prediction of the AdS/CFT
correspondence.

However, an extremal black hole alone is not enough to
describe finite density systems as it does not source the
matter fields. In holography, at leading order, the Fermi

surfaces are not evident in the gravitational geometry, but
can only be detected by external probes; either probe D-
branes [2] or probe bulk fermions [4–7]. Here, we shall
consider the latter option, where the free Dirac field in the
bulk carries a finite charge density [8]. We ignore electro-
magnetic and gravitational backreaction of the charged
fermions on the bulk space-time geometry (probe approxi-
mation). At large temperatures, T � �, this approach
provides a reliable hydrodynamic description of transport
at a quantum criticality (in the vicinity of superfluid-
insulator transition) [9]. At small temperatures, T � �,
in some cases, sharp Fermi surfaces emerge with either
conventional Fermi-liquid scaling [5] or of a non-Fermi-
liquid type [6] with scaling properties that differ signifi-
cantly from those predicted by the Landau Fermi-liquid
theory. The nontrivial scaling behavior of these non-Fermi
liquids has been studied semianalytically in [7] and is of
great interest as high-Tc superconductors and metals near
the critical point are believed to represent non-Fermi
liquids.
What we shall study is the effects of magnetic field

on the holographic fermions. A magnetic field is a probe
of finite density matter at low temperatures, where the
Landau-level physics reveals the Fermi-level structure.
The gravity dual system is described by an AdS dyonic
black hole with electric and magnetic charges Q and H,
respectively, corresponding to a 2þ 1-dimensional field
theory at finite chemical potential in an external magnetic
field [10]. Probe fermions in the background of the dyonic
black hole have been considered in [11,12]; and probe
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bosons in the same background have been studied in [13].
Quantum magnetism is considered in [14].

The Landau quantization of momenta due to the mag-
netic field found there shows again that the AdS/CFT
correspondence has a powerful capacity to unveil that
certain quantum properties known from quantum gases
have a much more ubiquitous status than could be antici-
pated theoretically. A first highlight is the demonstration
[15] that the Fermi surface of the Fermi gas extends way
beyond the realms of its perturbative extension in the form
of the Fermi liquid. In AdS/CFT, it appears to be gravita-
tionally encoded in the matching along the scaling direc-
tion between the ‘‘bare’’ Dirac waves falling in from the
‘‘UV’’ boundary and the true IR excitations living near
the black hole horizon. This IR physics can insist on the
disappearance of the quasiparticle but, if so, this ‘‘critical
Fermi liquid’’ is still organized ‘‘around’’ a Fermi surface.
The Landau quantization, the organization of quantum
gaseous matter in quantized energy bands (Landau levels)
in a system of two space dimensions pierced by a magnetic
field oriented in the orthogonal spatial direction, is a sec-
ond such quantum gas property. Following Ref. [11], we
shall describe here that despite the strong interactions in
the system, the holographic computation reveals the same
strict Landau-level quantization. Arguably, it is the mean-
field nature imposed by large N limit inherent in AdS/CFT
that explains this. The system is effectively noninteracting
to first order in 1=N. The Landau quantization is not
manifest from the geometry, but, as we show, this state-
ment is straightforwardly encoded in the symmetry
correspondences associated with the conformal compacti-
fication of AdS on its flat boundary (i.e., in the UV con-
formal field theory [CFT]).

An interesting novel feature in strongly coupled systems
arises from the fact that the background geometry is only
sensitive to the total energy density Q2 þH2 contained in
the electric and magnetic fields sourced by the dyonic
black hole. Dialing up the magnetic field is effectively
similar to a process where the dyonic black hole loses its
electric charge. At the same time, the fermionic probe
with charge q is essentially only sensitive to the Coulomb
interaction gqQ. As shown in [11], one can therefore map
a magnetic to a nonmagnetic system with rescaled pa-
rameters (chemical potential, fermion charge) and same
symmetries and equations of motion, as long as the
Reissner-Nordström geometry is kept.

Translated to more experiment-compatible language, the
above magnetic-electric mapping means that the spectral
functions at nonzero magnetic field h are identical to the
spectral function at h ¼ 0 for a reduced value of the
coupling constant (fermion charge) q, provided the probe
fermion is in a Landau-level eigenstate. A striking conse-
quence is that the spectrum shows conformal invariance for
arbitrarily high magnetic fields, as long as the system is at
negligible to zero density. Specifically, a detailed analysis

of the fermion spectral functions reveals that at strong
magnetic fields, the Fermi-level structure changes qualita-
tively. There exists a critical magnetic field at which the
Fermi velocity vanishes. Ignoring the Landau-level quan-
tization, we show that this corresponds to an effective
tuning of the system from a regular Fermi-liquid phase
with linear dispersion and stable quasiparticles to a non-
Fermi liquid with fractional power-law dispersion and
unstable excitations. This phenomenon can be interpreted
as a transition from metallic phase to a ’’strange metal’’ at
the critical magnetic field and corresponds to the change of
the infrared conformal dimension from � > 1=2 to � <
1=2, while the Fermi momentum stays nonzero and the
Fermi surface survives. Increasing the magnetic field
further, this transition is followed by a strange-metal–
conformal crossover and eventually, for very strong fields,
the system always has near-conformal behavior where
kF ¼ 0 and the Fermi surface disappears.
For some Fermi surfaces, this surprising metal–strange-

metal transition is not physically relevant, as the system
prefers to directly enter the conformal phase. Whether a
fine tuned system exists that does show a quantum critical
phase transition from a Fermi liquid to a non-Fermi liquid
is determined by a Diophantine equation for the Landau-
quantized Fermi momentum as a function of the magnetic
field. Perhaps these are connected to the magnetically
driven phase transition found in AdS5=CFT4 [16]. We
leave this subject for future work.
Overall, the findings of Landau quantization and ‘‘dis-

charge’’ of the Fermi surface are in line with the expecta-
tions: both phenomena have been found in a vast array of
systems [17] and are almost tautologically tied to the
notion of a Fermi surface in a magnetic field. Thus, we
regard them also as a sanity check of the whole bottom-up
approach of fermionic AdS/CFT [4–6,15], giving further
credit to the holographic Fermi surfaces as having to do
with the real world.
Next, we use the information of magnetic effects the

Fermi surfaces extracted from holography to calculate the
quantum Hall and longitudinal conductivities. Generally
speaking, it is difficult to calculate conductivity holograph-
ically beyond the Einstein-Maxwell sector, and extract the
contribution of holographic fermions. In the semiclassical
approximation, one-loop corrections in the bulk setup in-
volving charged fermions have been calculated [15]. In
another approach, the backreaction of charged fermions on
the gravity-Maxwell sector has been taken into account and
incorporated in calculations of the electric conductivity
[8]. We calculate the one-loop contribution on the CFT
side, which is equivalent to the holographic one-loop cal-
culations as long as vertex corrections do not modify
physical dependencies of interest [15,18]. As we dial the
magnetic field, the Hall plateau transition happens when
the Fermi surface moves through a Landau level. One can
think of a difference between the Fermi energy and the
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energy of the Landau level as a gap, which vanishes at the
transition point and the 2þ 1-dimensional theory becomes
scale invariant. In the holographic D3–D7 brane model of
the quantum Hall effect, plateau transition occurs as D-
branes move through one another [19]. In the same model,
a dissipation process has been observed as D-branes fall
through the horizon of the black hole geometry that is
associated with the quantum Hall insulator transition.
In the holographic fermion liquid setting, dissipation is
present through interaction of fermions with the horizon
of the black hole. We have also used the analysis of the
conductivities to learn more about the metal–strange-metal
phase transition, as well as the crossover back to the
conformal regime at high magnetic fields.

We conclude with the remark that the findings summa-
rized above are, in fact, somewhat puzzling when con-
trasted to the conventional picture of quantum Hall
physics. It is usually stated that the quantum Hall effect
requires three key ingredients: Landau quantization,
quenched disorder, 1 and (spatial) boundaries, i.e., a finite-
sized sample [20]. The first brings about the quantization of
conductivity, the second prevents the states from spilling
between the Landau levels, ensuring the existence of a gap,
and the last one, in fact, allows the charge transport to
happen (as it is the boundary states that actually conduct).
In ourmodel, only the first condition is satisfied. The second
is put by hand by assuming that the gap is automatically
preserved, i.e., that there is no mixing between the Landau
levels. There is, however, no physical explanation as to how
the boundary states are implicitly taken into account by
AdS/CFT.

The paper is organized as follows. We outline the holo-
graphic setting of the dyonic black hole geometry and bulk
fermions in Sec. II. In Sec. III, we prove the conservation
of conformal symmetry in the presence of the magnetic
fields. Section IV is devoted to the holographic fermion
liquid, where we obtain the Landau-level quantization,
followed by a detailed study of the Fermi surface proper-
ties at zero temperature in Sec. V. We calculate the DC
conductivities in Sec. VI, and compare the results with
available data in graphene. In Sec. VII, we show that the
fermion sign problem is absent in the holographic setting,
therefore allowing lattice simulations of finite density mat-
ter in principle.

II. HOLOGRAPHIC FERMIONS IN A
DYONIC BLACK HOLE

We first describe the holographic setup with the dyonic
black hole and the dynamics of Dirac fermions in this

background. In this paper, we exclusively work in the
probe limit, i.e., in the limit of large fermion charge q.

A. Dyonic black hole

We consider the gravity dual of 3-dimensional confor-
mal field theory with global Uð1Þ symmetry. At finite
charge density and in the presence of a magnetic field,
the system can be described by a dyonic black hole in 4-
dimensional anti-de Sitter space-time, AdS4, with the cur-
rent J� in the CFT mapped to a Uð1Þ gauge field AM in

AdS. We use �; �; �; . . . ; for the space-time indices in the
CFT and M;N; . . . ; for the global space-time indices in
AdS.
The action for a vector field AM coupled to AdS4 gravity

can be written as

Sg ¼ 1

2�2

Z
d4x

ffiffiffiffiffiffiffi�g
p �

Rþ 6

R2
� R2

g2F
FMNF

MN

�
; (1)

where g2F is an effective dimensionless gauge coupling and
R is the curvature radius of AdS4. The equations of motion
following from Eq. (1) are solved by the geometry corre-
sponding to a dyonic black hole, having both electric and
magnetic charge:

ds2 ¼ gMNdx
MdxN

¼ r2

R2
ð�fdt2 þ dx2 þ dy2Þ þ R2

r2
dr2

f
: (2)

The redshift factor f and the vector field AM reflect the fact
that the system is at a finite charge density and in an
external magnetic field:

f ¼ 1þQ2 þH2

r4
�M

r3
;

At ¼ �

�
1� r0

r

�
;

Ay ¼ hx;

Ax ¼ Ar ¼ 0;

(3)

where Q and H are the electric and magnetic charge of the
black hole, respectively. Here, we chose the Landau gauge;
the black hole chemical potential � and the magnetic field
h are given by

� ¼ gFQ

R2r0
; h ¼ gFH

R4
; (4)

with r0 as the horizon radius determined by the largest
positive root of the redshift factor fðr0Þ ¼ 0:

M ¼ r30 þ
Q2 þH2

r0
: (5)

The boundary of the AdS is reached for r ! 1. The
geometry described by Eqs. (2) and (3) describes the
boundary theory at finite density, i.e., a system in a charged

1Quenched disorder means that the dynamics of the impurities
is ‘‘frozen’’, i.e. they can be regarded as having infinite mass.
When coupled to the Fermi liquid, they ensure that below some
scale, the system behaves as if consisting of noninteracting
quasiparticles only.
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medium at the chemical potential � ¼ �bh and in trans-
verse magnetic field h ¼ hbh, with charge, energy, and
entropy densities given, respectively, by

� ¼ 2
Q

�2R2gF
; � ¼ M

�2R4
; s ¼ 2�

�2

r20
R2

: (6)

The temperature of the system is identified with the
Hawking temperature of the black hole, TH � jf0ðr0Þj=4�,

T ¼ 3r0
4�R2

�
1�Q2 þH2

3r40

�
: (7)

Since Q and H have dimensions of ½L�2, it is convenient
to parametrize them as

Q2 ¼ 3r4�; Q2 þH2 ¼ 3r4��: (8)

In terms of r0, r�, and r��, the above expressions become

f ¼ 1þ 3r4��
r4

� r30 þ 3r4��=r0
r3

; (9)

with

� ¼ ffiffiffi
3

p
gF

r2�
R2r0

; h ¼ ffiffiffi
3

p
gF

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r4�� � r4�

p
R4

: (10)

The expressions for the charge, energy, and entropy den-
sities, as well as for the temperature, are simplified as

� ¼ 2
ffiffiffi
3

p
�2gF

r2�
R2

; � ¼ 1

�2

r30 þ 3r4��=r0
R4

;

s ¼ 2�

�2

r20
R2

; T ¼ 3

4�

r0
R2

�
1� r4��

r40

�
:

(11)

In the zero temperature limit, i.e., for an extremal black
hole, we have

T ¼ 0 ! r0 ¼ r��; (12)

which in the original variables reads Q2 þH2 ¼ 3r40. In
the zero temperature limit (12), the redshift factor f as
given by Eq. (9) develops a double zero at the horizon:

f ¼ 6
ðr� r��Þ2

r2��
þOððr� r��Þ3Þ: (13)

As a result, near the horizon, the AdS4 metric reduces to
AdS2 � R2 with the curvature radius of AdS2 given by

R2 ¼ 1ffiffiffi
6

p R: (14)

This is a very important property of the metric, which
considerably simplifies the calculations, in particular, in
the magnetic field.

In order to scale away theAdS4 radius R and the horizon
radius r0, we introduce dimensionless variables

r ! r0r; r� ! r0r�; r�� ! r0r��;

M ! r30M; Q ! r20Q; H ! r20H;
(15)

and

ðt; ~xÞ !R2

r0
ðt; ~xÞ; AM ! r0

R2
AM; !! r0

R2
!;

�! r0
R2

�; h! r20
R4

h; T! r0
R2

T; ds2 !R2ds2:

(16)

Note that the scaling factors in the above equation that
describes the quantities of the boundary field theory in-
volve the curvature radius of AdS4, not AdS2.
In the new variables, we have

T ¼ 3

4�
ð1� r4��Þ ¼ 3

4�

�
1�Q2 þH2

3

�
;

f ¼ 1þ 3r4��
r4

� 1þ 3r4��
r3

; At ¼ �

�
1� 1

r

�
;

� ¼ ffiffiffi
3

p
gFr

2� ¼ gFQ; h ¼ gFH; (17)

and the metric is given by

ds2 ¼ r2ð�fdt2 þ dx2 þ dy2Þ þ 1

r2
dr2

f
; (18)

with the horizon at r ¼ 1 and the conformal boundary at
r ! 1.
At T ¼ 0, r�� becomes unity, and the redshift factor

develops the double zero near the horizon,

f ¼ ðr� 1Þ2ðr2 þ 2rþ 3Þ
r4

: (19)

As mentioned before, due to this fact, the metric near the
horizon reduces to AdS2 � R2, where the analytical calcu-
lations are possible for small frequencies [7]. However, in
the chiral limit m ¼ 0, analytical calculations are also
possible in the bulk AdS4 [21], which we utilize in this
paper.

B. Holographic fermions

To include the bulk fermions, we consider a spinor field
c in the AdS4 of charge q and mass m, which is dual
to an operator O in the boundary CFT3 of charge q and
dimension

� ¼ 3

2
þmR; (20)

with mR � � 1
2 and in dimensionless units corresponding

to � ¼ 3
2 þm. In the black hole geometry, Eq. (2), the

quadratic action for c reads as

Sc ¼ i
Z

d4x
ffiffiffiffiffiffiffi�g

p ð �c�MDMc �m �c c Þ; (21)
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where �c ¼ c y�t, and

DM ¼ @M þ 1

4
!abM�

ab � iqAM; (22)

where !abM is the spin connection, and �ab ¼ 1
2 ½�a;�b�.

Here, M and a, b denote the bulk space-time and tangent
space indices, respectively, while�, � are indices along the
boundary directions, i.e.,M ¼ ðr; �Þ. Gamma matrix basis
(Minkowski signature) is given by Eq. (A12) as in [7].

We will be interested in spectra and response functions
of the boundary fermions in the presence of magnetic field.
This requires solving the Dirac equation in the bulk [5,6]:

ð�MDM �mÞc ¼ 0: (23)

From the solution of the Dirac equation at small !, an
analytic expression for the retarded fermion Green’s func-
tion of the boundary CFT at zero magnetic field has been
obtained in [7]. Near the Fermi surface, it reads as [7]:

GRð�; kÞ ¼ ð�h1vFÞ
!� vFk? ��ð!; TÞ ; (24)

where k? ¼ k� kF is the perpendicular distance from
the Fermi surface in momentum space, h1 and vF are
real constants calculated below, and the self-energy � ¼
�1 þ i�2 is given by [7]

�ð!; TÞ=vF ¼ T2�g

�
!

T

�

¼ ð2�TÞ2�h2ei��i��
�ð12 þ �� i!

2�T þ i�q

6 Þ
�ð12 � �� i!

2�T þ i�q

6 Þ ;

(25)

where � is the zero temperature conformal dimension at
the Fermi momentum, � 	 �kF , given by Eq. (58),

�q 	 �q, h2 is a positive constant, and the phase � is

such that the poles of the Green’s function are located in
the lower half of the complex frequency plane. These
poles correspond to quasinormal modes of the Dirac
equation (23), and they can be found numerically solving
Fð!�Þ ¼ 0 [22], with

Fð!Þ ¼ k?
�ð12 þ �� i!

2�T þ i�q

6 Þ �
h2e

i��i��ð2�TÞ2�
�ð12 � �� i!

2�T þ i�q

6 Þ :

(26)

The solution gives the full motion of the quasinormal

poles !ðnÞ
� ðk?Þ in the complex ! plane as a function of

k?. It has been found in [7,22], that, if the charge of the
fermion is large enough compared to its mass, the pole
closest to the real ! axis bounces off the axis at k? ¼ 0
(and ! ¼ 0). Such behavior is identified with the exis-
tence of the Fermi momentum kF, indicative of an under-
lying strongly coupled Fermi surface.

At T ¼ 0, the self-energy becomes T2�gð!=TÞ !
ck!

2�, and the Green’s function obtained from the solution
to the Dirac equation reads [7]

GRð�; kÞ ¼ ð�h1vFÞ
!� vFk? � h2vFe

i��i��!2�
; (27)

where k? ¼
ffiffiffiffiffi
k2

p
� kF. The last term is determined by the

IR AdS2 physics near the horizon. Other terms are deter-
mined by the UV physics of the AdS4 bulk.
The solutions to (23) have been studied in detail in

[5–7]. Here, we simply summarize the novel aspects due to
the background magnetic field (formal details can be found
in the Appendix A).
(i) The background magnetic field h introduces a dis-

cretization of the momentum (see Appendix A for
details):

k ! keff ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffi
2jqhjl

q
; with l 2 N; (28)

with Landau-level index l [12,22]. These discrete
values of k are the analogue of the well-known
Landau levels that occur in magnetic systems.

(ii) There exists a (noninvertible) mapping on the level
of Green’s functions, from the magnetic system to
the nonmagnetic one by sending

ðH;Q; qÞ �
0
@0; ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Q2 þH2
q

; q

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� H2

Q2 þH2

s 1
A:
(29)

The Green’s functions in a magnetic system are thus
equivalent to those in the absence of magnetic
fields. To better appreciate that, we reformulate
Eq. (29) in terms of the boundary quantities:

ðh;�q; TÞ �
�
0; �q; T

�
1� h2

12�2

��
; (30)

where we used dimensionless variables defined in
Eqs. (15) and (17). The magnetic field thus effec-
tively decreases the coupling constant q and in-
creases the chemical potential � ¼ gFQ, such that
the combination �q 	 �q is preserved [11]. This

is an important point, as the equations of motion
actually only depend on this combination and not
on� and q separately [11]. In other words, Eq. (30)
implies that the additional scale brought about by the
magnetic field can be understood as changing� and
T independently in the effective nonmagnetic system
instead of only tuning the ratio �=T. This point is
important when considering the thermodynamics.

(iii) The discrete momentum keff ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffi
2jqhjlp

must be
held fixed in the transformation (29). The bulk-
boundary relation is particularly simple in this
case, as the Landau levels can readily be seen in
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the bulk solution, only to remain identical in the
boundary theory.

(iv) Similar to the nonmagnetic system [11], the
IR physics is controlled by the near-horizon
AdS2 � R2 geometry, which indicates the existence
of an IR CFT, characterized by operatorsOl, l 2 N
with operator dimensions � ¼ 1=2þ �l:

�l ¼ 1

6

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
6

�
m2 þ 2jqhjl

r2��

�
��2

q

r4��

s
; (31)

in dimensionless notation, and �q 	 �q. At

T ¼ 0, when r�� ¼ 1, it becomes

�l ¼ 1

6

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
6ðm2 þ 2jqhjlÞ ��2

q

q
: (32)

The Green’s function for these operators Ol is
found to be GR

l ð!Þ �!2�l , and the exponents �l

determine the dispersion properties of the quasi-
particle excitations. For � > 1=2, the system has
a stable quasiparticle and a linear dispersion,
whereas, for � 
 1=2, one has a non-Fermi liq-
uid with power-law dispersion and an unstable
quasiparticle.

III. MAGNETIC FIELDS AND
CONFORMAL INVARIANCE

Despite the fact that a magnetic field introduces a scale,
in the absence of a chemical potential, all spectral func-
tions are essentially still determined by conformal symme-
try. To show this, we need to establish certain properties of
the near-horizon geometry of a Reissner-Nordström black
hole. This leads to the AdS2 perspective that was devel-
oped in [7]. The result relies on the conformal algebra and
its relation to the magnetic group, from the viewpoint of
the infrared CFT that was studied in [7]. Later on, we will
see that the insensitivity to the magnetic field also carries
over to AdS4 and the UV CFT in some respects. To
simplify the derivations, we consider the case T ¼ 0.

A. The near-horizon limit and Dirac equation in AdS2

It was established in [7] that an electrically charged
extremal AdS-Reissner-Nordström black hole has an
AdS2 throat in the inner bulk region. This conclusion
carries over to the magnetic case with some minor differ-
ences. We will now give a quick derivation of the AdS2
formalism for a dyonic black hole, referring the reader to
[7] for more details (that remain largely unchanged in the
magnetic field).

Near the horizon r ¼ r�� of the black hole described by
the metric (2), the redshift factor fðrÞ develops a double
zero:

fðrÞ ¼ 6
ðr� r��Þ2

r2��
þOððr� r��Þ3Þ: (33)

Now consider the scaling limit

r� r�� ¼ 	
R2
2



; t ¼ 	�1�;

	 ! 0 with �; 
finite:
(34)

In this limit, the metric (2) and the gauge field reduce to

ds2 ¼ R2
2


2
ð�d�2 þ d
2Þ þ r2��

R2
ðdx2 þ dy2Þ

A� ¼ �R2
2r0

r2��

1



; Ax ¼ Hx;

(35)

where R2 ¼ Rffiffi
6

p . The geometry described by this metric is

indeed AdS2 � R2. Physically, the scaling limit given in
Eq. (34) with finite � corresponds to the long time limit of
the original time coordinate t, which translates to the low
frequency limit of the boundary theory:

!

�
! 0; (36)

where ! is the frequency conjugate to t. (One can think of
	 as being the frequency !). Near the AdS4 horizon, we
expect the AdS2 region of an extremal dyonic black hole
to have a CFT1 dual. We refer to [7] for an account of this
AdS2=CFT1 duality. The horizon of AdS2 region is at

 ! 1 (the coefficient in front of d� vanishes at the
horizon in Eq. (35)), and the infrared CFT (IR CFT) lives
at the AdS2 boundary at 
 ¼ 0. The scaling picture given
by Eqs. (34) and (35) suggests that in the low frequency
limit, the 2-dimensional boundary theory is described by
this IR CFT (which is a CFT1). The Green’s function for
the operator O in the boundary theory is obtained through
a small frequency expansion and a matching procedure
between the two different regions (inner and outer) along
the radial direction and can be expressed through the
Green’s function of the IR CFT [7].
The explicit form for the Dirac equation (A28) in the

magnetic field is of little interest for the analytical re-
sults that follow; for completeness, we give it in the
Appendix A. Of primary interest is its limit in the IR region
with metric given by Eq. (35):

�
� 1ffiffiffiffiffiffiffi

g


p �3@
 �mþ 1ffiffiffiffiffiffiffiffiffiffiffi�g��

p �1

�
!þ�qR

2
2r0

r2��


�

� 1ffiffiffiffiffiffi
gii

p
i�2	l

�
FðlÞ ¼ 0; (37)

where the effective momentum of the l-th Landau level is

	l ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffi
2jqhjlp

, �q 	 �q, and we omit the index of the

spinor field. To obtain Eq. (37), it is convenient to pick

the gamma matrix basis as �
̂ ¼ ��3, ��̂ ¼ i�1, and

�î ¼ ��2. We can write explicitly:
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R2
@
 þm � 


R2

�
!þ �qR

2
2
r0

r2��


�
þ R

r��
	l



R2

�
!þ �qR

2
2
r0

r2��


�
þ R

r��
	l



R2
@
 �m

0
BBB@

1
CCCA

� y

z

 !
¼ 0: (38)

Note that the AdS2 radius R2 enters for the ð�; 
Þ direc-
tions. At the AdS2 boundary, 
 ! 0, the Dirac equation to
the leading order is given by


@
F
ðlÞ ¼ �UFðlÞ;

U ¼ R2

m � �qR2r0
r2��

þ R
r��

	l

�qR2r0
r2��

þ R
r��

	l �m

0
B@

1
CA: (39)

The solution to this equation is given by the scaling

function FðlÞ ¼ Aeþ
��l þ Be�
�l , where e� are the
real eigenvectors of U and the exponent is

�l ¼ 1

6

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
6

�
m2 þ R2

r2��
2jqhjl

�
R2 ��2

qR
4r20

r4��

s
: (40)

The conformal dimension of the operator O in the IR CFT
is �l ¼ 1

2 þ �l. Comparing Eq. (40) to the expression for

the scaling exponent in [7], we conclude that the scaling
properties and the AdS2 construction are unmodified by
the magnetic field, except that the scaling exponents are
now fixed by the Landau quantization. This ‘‘quantization
rule’’ was already exploited in [22] to study de Haas-
van Alphen oscillations.

IV. SPECTRAL FUNCTIONS

In this section, we will explore some of the properties of
the spectral function, in both plane wave and Landau-level
basis. We first consider some characteristic cases in the
plane wave basis and make connection with the angle-
resolved photoemission spectoscropy (ARPES)
measurements.

A. Relating to the ARPES measurements

In reality, ARPES measurements cannot be performed in
magnetic fields so the holographic approach, allowing a
direct insight into the propagator structure and the spectral
function, is especially helpful. This follows from the ob-
servation that the spectral functions as measured in ARPES
are always expressed in the plane wave basis of the photon.
Thus, in a magnetic field, when the momentum is not a
good quantum number anymore, it becomes impossible to
perform the photoemission spectroscopy.

In order to compute the spectral function, we have to
choose a particular fermionic plane wave as a probe. Since
the separation of variables is valid throughout the bulk, the
basis transformation can be performed at every constant

r-slice. This means that only the x and y coordinates have
to be taken into account (the plane wave probe lives only at
the CFT side of the duality). We take a plane wave prop-
agating in theþx direction with spin up along the r-axis. In
its rest frame, such a particle can be described by

�probe ¼ ei!t�ipxx






 !
; 
 ¼ 1

0

 !
: (41)

Near the boundary (at rb ! 1), we can rescale our solu-
tions of the Dirac equation making use of Eqs. (A23),
(A24), and (B1):

Fl ¼


 ð1Þl ð~xÞ

ðlÞ
þ ðrbÞ
 ð1Þl ð~xÞ

 ð2Þl ð~xÞ

�
ðlÞ
þ ðrbÞ
 ð2Þl ð~xÞ

0
BBBBBBB@

1
CCCCCCCA;

~Fl ¼


 ð1Þl ð~xÞ

ðlÞ� ðrbÞ
 ð1Þl ð~xÞ

�
 ð2Þl ð~xÞ

ðlÞ� ðrbÞ
 ð2Þl ð~xÞ

0
BBBBBBB@

1
CCCCCCCA;

(42)

with rescaled ~x defined after Eq. (A20). This representation
is useful since we calculate the components 
�ðrbÞ related
to the retarded Green’s function in our numerics (we keep
the notation of [7]).

Let Ol and
~Ol be the CFT operators dual to Fl and ~Fl,

respectively, and cyk , ck be the creation and annihilation

operators for the plane wave state�probe. Since the states F

and ~F form a complete set in the bulk, we can write

cypð!Þ ¼ X
l

ðU�
l ;

~U�
l Þ Oy

l ð!Þ
~Oy
l ð!Þ

 !

¼ X
l

ðU�
lO

y
l ð!Þ þ ~U�

l
~Oy
l ð!ÞÞ; (43)

where the overlap coefficientsUlð!Þ are given by the inner
product between �probe and F:

UlðpxÞ ¼
Z

dxFy
l i�

0�probe

¼ �
Z

dxe�ipxx
þðrbÞð
 ð1Þyl ð~xÞ � 
 ð2Þyl ð~xÞÞ; (44)

with �F ¼ Fyi�0 and a similar expression for ~Ul involving

�ðrbÞ. The constants Ul can be calculated analytically
using the numerical value of 
�ðrbÞ and by noting that the
Hermite functions are eigenfunctions of the Fourier trans-
form. We are interested in the retarded Green’s function,
defined as

GR
Ol
ð!;pÞ ¼ �i

Z
dxdtei!t�ip�x�ðtÞGR

Ol
ðt; xÞ

GR
Ol
ðt; xÞ ¼ h0j½Olðt; xÞ; �Olð0; 0Þ�j0i

GR ¼ GO 0

0 ~GO

 !
;

(45)
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where ~GO is the retarded Green’s function for the

operator ~O.
Exploiting the orthogonality of the spinors created byO

and Oy and using Eq. (43), the Green’s function in the
plane wave basis can be written as

GR
cpð!;pxÞ ¼

X
l

tr

�
U
~U

�
ðU�; ~U�ÞGR

¼ ðjUlðpxÞj2GR
Ol
ð!; lÞ þ j ~UlðpxÞj2 ~GR

Ol
ð!; lÞÞ:

(46)

In practice, we cannot perform the sum in Eq. (46) all the
way to infinity, so we have to introduce a cutoff Landau-
level lcut. In most cases, we are able to make lcut large
enough that the behavior of the spectral function is clear.

Using the above formalism, we have produced spectral
functions for two different conformal dimensions and fixed
chemical potential and magnetic field (Fig. 1). Using the
plane wave basis allows us to directly detect the Landau
levels. The unit used for plotting the spectra (here and later
on in the paper) is the effective temperature Teff [5]:

Teff ¼ T

2

0
@1þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 3�2

ð4�TÞ2
s 1

A: (47)

This unit interpolates between � at T=� ¼ 0 and T at
T=� ! 1 and is convenient for the reason that the relevant
quantities (e.g., Fermi momentum) are of order unity for
any value of � and h.

B. Magnetic crossover and disappearance
of the quasiparticles

Theoretically, it is more convenient to consider the
spectral functions in the Landau-level basis. For definite-
ness, let us pick a fixed conformal dimension � ¼ 5

4 which

corresponds to m ¼ � 1
4 . In the limit of weak magnetic

fields, h=T ! 0, we should reproduce the results that were
found in [5].
In Fig. 2(a), we indeed see that the spectral function,

corresponding to a low value of �=T, behaves as expected
for a nearly conformal system. The spectral function is
approximately symmetric about ! ¼ 0, it vanishes for
j!j< k, up to a small residual tail due to finite tempera-
ture, and for j!j � k, it scales as !2m.
In Fig. 2(b), which corresponds to a high value of �=T,

we see the emergence of a sharp quasiparticle peak. This
peak becomes the sharpest when the Landau-level l corre-

sponding to an effective momentum keff ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffi
2jqhjlp

coin-
cides with the Fermi momentum kF. The peaks also
broaden out when keff moves away from kF. A more
complete view of the Landau quantization in the quasipar-
ticle regime is given in Fig. 3, where we plot the dispersion
relation (!-k map). Both the sharp peaks and the Landau
levels can be visually identified.
Collectively, the spectra in Fig. 2 show that conformal-

ity is only broken by the chemical potential � and not by
the magnetic field. Naively, the magnetic field introduces
a new scale in the system. However, this scale is absent
from the spectral functions, visually validating the dis-
cussion in the previous section that the scale h can be
removed by a rescaling of the temperature and chemical
potential.
One thus concludes that there is some value h0c of the

magnetic field, depending on �=T, such that the spectral
function loses its quasiparticle peaks and displays near-
conformal behavior for h > h0c. The nature of the transition
and the underlying mechanism depends on the parameters
ð�q; T;�Þ. One mechanism, obvious from the rescaling in

Eq. (29), is the reduction of the effective coupling q as h
increases. This will make the influence of the scalar po-
tential A0 negligible and push the system back toward
conformality. Generically, the spectral function shows no
sharp change but is more indicative of a crossover.

FIG. 1 (color online). Two examples of spectral functions in the plane wave basis for �=T ¼ 50 and h=T ¼ 1. The conformal
dimension is � ¼ 5=4 (left) and � ¼ 3=2 (right). Frequency is in the units of effective temperature Teff . The plane wave momentum is
chosen to be k ¼ 1. Despite the convolution of many Landau levels, the presence of the discrete levels is obvious.

E. GUBANKOVA et al. PHYSICAL REVIEW D 84, 106003 (2011)

106003-8



FIG. 2 (color online). Some typical examples of spectral functions Að!; keffÞ vs ! in the Landau basis, keff ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2jqhjnp

. The top four
correspond to a conformal dimension � ¼ 5

4 (m ¼ � 1
4 ), and the bottom four to� ¼ 3

2 (m ¼ 0). In each plot, we show different Landau

levels, labeled by index n, as a function of �=T and h=T. The ratios take values ð�=T; h=TÞ ¼ ð1; 1Þ; ð50; 1Þ; ð1; 50Þ; ð50; 50Þ from left
to right. The conformal case can be identified when �=T is small, regardless of h=T (plots in the left panel). Nearly conformal
behavior is seen when both �=T and h=T are large. This confirms our analytic result that the behavior of the system is primarily
governed by �. Departure from the conformality and sharp quasiparticle peaks are seen when �=T is large and h=T is small in
parts (b) and (f). Multiple quasiparticle peaks arise whenever keff ¼ kF. This suggests the existence of a critical magnetic field, beyond
which the quasiparticle description becomes invalid and the system exhibits a conformal-like behavior. As before, the frequency ! is
in units of Teff .
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A more interesting phenomenon is the disappearance of
coherent quasiparticles at high effective chemical poten-
tials. For the special case m ¼ 0, we can go beyond nu-
merics and study this transition analytically, combining the
exact T ¼ 0 solution found in [21] and the mapping (30).
In the next section, we will show that the transition is
controlled by the change in the dispersion of the quasipar-
ticle and corresponds to a sharp phase transition.
Increasing the magnetic field leads to a decrease in phe-
nomenological control parameter �kF . This can give rise to

a transition to a non-Fermi liquid when �kF 
 1=2, and,

finally, to the conformal regime at h ¼ h0c when �kF ¼ 0

and the Fermi surface vanishes.

C. Density of states

As argued at the beginning of this section, the spectral
function can look quite different depending on the particu-
lar basis chosen. Though the spectral function is an attrac-
tive quantity to consider due to connection with ARPES
experiments, we will also direct our attention to basis-
independent and manifestly gauge invariant quantities.
One of them is the density of states, defined by

FIG. 3 (color online). Dispersion relation ! vs keff for �=T ¼ 50, h=T ¼ 1, and � ¼ 5
4 (m ¼ � 1

4 ). The spectral function Að!; keffÞ
is displayed as a density plot. (a) On a large energy and momentum scale, we clearly sees that the peaks disperse almost linearly
(! 
 vFk), indicating that we are in the stable quasiparticle regime. (b) A zoom-in near the location of the Fermi surface shows clear
Landau quantization.

FIG. 4 (color online). Density of states Dð!Þ for m ¼ � 1
4 and (a) �=T ¼ 50, h=T ¼ 1, and (b) �=T ¼ 1, h=T ¼ 1. Sharp

quasiparticle peaks from the splitting of the Fermi surface are clearly visible in (a). The case (b) shows square-root level spacing
characteristic of a (nearly) Lorentz invariant spectrum, such as that of graphene.
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Dð!Þ ¼ X
l

Að!; lÞ; (48)

where the usual integral over the momentum is replaced by
a sum since only discrete values of the momentum are
allowed.

In Fig. 4, we plot the density of states for two systems.
We clearly see the Landau splitting of the Fermi surface. A
peculiar feature of these plots is that the density of states
seems to grow for negative values of !. This, however, is
an artifact of our calculation. Each individual spectrum in
the sum Eq. (48) has a finite tail that scales as!2m for large
!, so each term has a finite contribution for large values of
!. When the full sum is performed, this fact implies that
lim!!1Dð!Þ ! 1. The relevant information on the den-
sity of states can be obtained by regularizing the sum,
which, in practice, is done by summing over a finite
number of terms only and then considering the peaks that
lie on top of the resulting finite-sized envelope. The physi-
cal point in Fig. 4(a) is the linear spacing of Landau levels,
corresponding to a nonrelativistic system at finite density.
This is to be contrasted with Fig. 4(b), where the level

spacing behaves as / ffiffiffi
h

p
, appropriate for a Lorentz invari-

ant system and realized in graphene [23].

V. FERMI LEVEL STRUCTURE AT
ZERO TEMPERATURE

In this section, we solve the Dirac equation in the
magnetic field for the special case m ¼ 0 (� ¼ 3

2 ).

Although there are no additional symmetries in this case,
it is possible to get an analytic solution. Using this solution,
we obtain Fermi-level parameters such as kF and vF and
consider the process of filling the Landau levels as the
magnetic field is varied.

A. Dirac equation with m ¼ 0

In the case m ¼ 0, it is convenient to solve the Dirac
equation including the spin connection (Eq. (A2)) rather
than scaling it out:

�
�

ffiffiffiffiffiffi
gii

pffiffiffiffiffiffiffi
grr

p �1@r �
ffiffiffiffiffiffi
gii

pffiffiffiffiffiffiffiffiffiffi�gtt
p �3ð!þ qAtÞ þ

ffiffiffiffiffiffi
gii

pffiffiffiffiffiffiffiffiffiffi�gtt
p �1 1

2
!t̂ r̂ t

� �1 1

2
!x̂ r̂ x � �1 1

2
!ŷ r̂ y � 	l

�
� 1

c 1

c 2

 !
¼ 0; (49)

where 	l ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffi
2jqhjlp

are the energies of the Landau levels
l ¼ 0; 1; . . . , gii 	 gxx ¼ gyy, AtðrÞ is given by Eq. (3), and
the gamma matrices are defined in Eq. (A12). In the basis
of Eq. (A12), the two components c 1 and c 2 decouple.
Therefore, in what follows, we solve for the first compo-
nent only (we omit index 1). Substituting the spin connec-
tion, we have [18]:

�
� r2

ffiffiffi
f

p
R2

�1@r � 1ffiffiffi
f

p �3ð!þ qAtÞ

� �1 r
ffiffiffi
f

p
2R2

�
3þ rf0

2f

�
� 	l

�
c ¼ 0; (50)

with c ¼ ðy1; y2Þ. It is convenient to change to the basis

~y1

~y2

 !
¼ 1 �i

�i 1

 !
y1

y2

 !
; (51)

which diagonalizes the system into a second order differ-
ential equation for each component. We introduce the
dimensionless variables as in Eqs. (15)–(17) and make a
change of the dimensionless radial variable:

r ¼ 1

1� z
; (52)

with the horizon now being at z ¼ 0 and the conformal
boundary at z ¼ 1. Performing these transformations in
Eq. (50), the second order differential equations for ~y1
reads

�
f@2z þ

�
3f

1� z
þ f0

�
@z þ 15f

4ð1� zÞ2 þ
3f0

2ð1� zÞ þ
f00

4

þ 1

f

�
ð!þ q�zÞ � if0

4

�
2 � iq�� 	2

l

�
~y1 ¼ 0: (53)

The second component ~y2 obeys the same equation with
� � ��.
At T ¼ 0,

f ¼ 3z2ðz� z0Þðz� �z0Þ; z0 ¼ 1

3

�
4þ i

ffiffiffi
2

p �
: (54)

The solution of this fermion system at zero magnetic field
and zero temperature T ¼ 0 has been found in [21]. To
solve Eq. (53), we use the mapping to a zero magnetic field
system, Eq. (29). The combination �q 	 �q at nonzero h

maps to �q;eff 	 �effqeff at zero h as follows:

�q � q

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� H2

Q2 þH2

s
� gF

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Q2 þH2

q

¼ ffiffiffi
3

p
qgF

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1�H2

3

s
¼ �q;eff ; (55)

where at T ¼ 0, we used Q2 þH2 ¼ 3. We solve Eq. (53)
for zero modes, i. e., ! ¼ 0, and at the Fermi surface
	 ¼ k and implement Eq. (55).
Near the horizon (z ¼ 0, f ¼ 6z2), we have

6z2~y001;2 þ 12z~y01;2 þ
�
3

2
þ ð�q;effÞ2

6
� k2F

�
~y1;2 ¼ 0; (56)

which gives the following behavior:
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~y 1;2 � z�ð1=2Þ��k ; (57)

with the scaling exponent � following from Eq. (32):

� ¼ 1

6

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
6k2 � ð�q;effÞ2

q
; (58)

at the momentum k. Using MAPLE, we find the zero-mode

solution of Eq. (53) with a regular behavior z�ð1=2Þþ� at the
horizon [18,21]:

~yð0Þ1 ¼N1ðz� 1Þ3=2z�ð1=2Þþ�ðz� �z0Þ�ð1=2Þ��

�
�
z� z0
z� �z0

�
1=4ð�1� ffiffi

2
p

�q;eff=z0Þ
2F1

�
1

2
þ��

ffiffiffi
2

p
3
�q;eff ;�

þ i
�q;eff

6
;1þ 2�;

2i
ffiffiffi
2

p
z

3z0ðz� �z0Þ
�
; (59)

and

~yð0Þ2 ¼ N2ðz� 1Þ3=2z�ð1=2Þþ�ðz� �z0Þ�ð1=2Þ��

�
�
z� z0
z� �z0

�
1=4ð�1þ ffiffi

2
p

�q;eff=z0Þ
2F1

�
1

2
þ �þ

ffiffiffi
2

p
3
�q;eff ; �

� i
�q;eff

6
;1þ 2�;

2i
ffiffiffi
2

p
z

3z0ðz� �z0Þ
�
; (60)

where 2F1 is the hypergeometric function and N1, N2 are
normalization factors. Since normalization factors are con-
stants, we find their relative weight by substituting solu-
tions given in Eq. (59) back into the first order differential
equations at z� 0,

N1

N2

¼ � 6i�þ�q;effffiffiffi
6

p
k

�
z0
�z0

�
�q;eff=

ffiffi
2

p
z0
: (61)

The same relations are obtained when calculations are

done for any z. The second solution ~�ð0Þ
1;2, with behavior

z�ð1=2Þ�� at the horizon, is obtained by replacing � ! ��
in Eq. (59).
To get insight into the zero-mode solution (59), we plot

the radial profile for the density function c ð0Þyc ð0Þ for
different magnetic fields in Fig. 5. The momentum chosen
is the Fermi momentum of the first Fermi surface (see the
next section). The curves are normalized to have the same
maxima. Magnetic field is increased from right to left. At
small magnetic field, the zero modes are supported away
from the horizon, while at large magnetic field, the zero
modes are supported near the horizon. This means that at
large magnetic field, the influence of the black hole to the
Fermi level structure becomes more important.

B. Magnetic effects on the Fermi momentum
and Fermi velocity at T ¼ 0

In the presence of a magnetic field, there is only a true
pole in the Green’s function whenever the Landau level
crosses the Fermi energy [22]

2ljqhj ¼ k2F: (62)

As shown in Fig. 2, whenever Eq. (62) is satisfied, the
spectral function Að!Þ has a (sharp) peak. This is not
surprising, since quasiparticles can be easily excited from
the Fermi surface. From Eq. (62), the spectral function
Að!Þ and the density of states on the Fermi surface Dð!Þ
are periodic in 1

h with the period

�

�
1

h

�
¼ 2�q

AF

; (63)

where AF ¼ �k2F is the area of the Fermi surface [22]. This
is a manifestation of the de Haas-van Alphen quantum
oscillations. At T ¼ 0, the electronic properties of metals
depend on the density of states on the Fermi surface.
Therefore, an oscillatory behavior as a function of mag-
netic field should appear in any quantity that depends on
the density of states on the Fermi energy. Magnetic sus-
ceptibility [22] and magnetization together with the super-
conducting gap [24] have been shown to exhibit quantum
oscillations. Every Landau level contributes an oscillating
term, and the period of the l-th level oscillation is deter-
mined by the value of the magnetic field h that satisfies
Eq. (62) for the given value of kF. Quantum oscillations
(and the quantum Hall effect, which we consider later in
the paper) are examples of phenomena in which Landau-
level physics reveals the presence of the Fermi surface.
The superconducting gap found in the quark matter in
magnetic fields [24] is another evidence for the existence
of the (highly degenerate) Fermi surface and the corre-
sponding Fermi momentum.

FIG. 5 (color online). Density of the zero-mode c 0yc 0 vs the
radial coordinate z (the horizon is at z ¼ 0, and the boundary
is at z ¼ 1) for different values of the magnetic field h for the
first (with the largest root for kF) Fermi surface. We set gF ¼ 1

(h ! H) and q ¼ 15ffiffi
3

p (�q;eff ! 15
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� H2

3

q
). From right to left,

the values of the magnetic field are H ¼ f0; 1:4; 1:5; 1:6; 1:63;
1:65; 1:68g. The amplitudes of the curves are normalized to
unity. At weak magnetic fields, the wave function is supported
away from the horizon, while, at strong fields, it is supported
near the horizon.
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Generally, a Fermi surface controls the occupation of
energy levels in the system: The energy levels below the
Fermi surface are filled, and those above are empty (or
nonexistent). Here, however, the association to the Fermi
momentum can be obscured by the fact that the fermions
form highly degenerate Landau levels. Thus, in two di-
mensions, in the presence of the magnetic field, the corre-
sponding effective Fermi surface is given by a single point
in the phase space that is determined by nF, the Landau
index of the highest occupied level, i.e., the highest Landau
level below the chemical potential. 2 Increasing the mag-
netic field, Landau levels ‘‘move up’’ in the phase space,
leaving only the lower levels occupied, so that the effective
Fermi momentum scales roughly (excluding interactions)

as a square root of the magnetic field, kF � ffiffiffiffiffiffi
nF

p �
kmax
F

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� h=hmax

p
. High magnetic fields drive the effective

density of the charge carriers down, approaching the limit
when the Fermi momentum coincides with the lowest
Landau level.

Many phenomena observed in the paper can thus be
qualitatively explained by Landau quantization. As dis-
cussed before, the notion of the Fermi momentum is lost
at very high magnetic fields. In what follows, the quanti-
tative Fermi-level structure at zero temperature, described
by kF and vF values, is obtained as a function of the
magnetic field using the solution of the Dirac equation
given by Eqs. (59) and (60). As in [11], we neglect first
the discrete nature of the Fermi momentum and velocity in
order to obtain general understanding. Upon taking the
quantization into account, the smooth curves become com-
binations of step functions following the same trend as the
smooth curves (without quantization). While usually the
grand canonical ensemble is used, where the fixed chemi-
cal potential controls the occupation of the Landau levels
[25], in our setup, the Fermi momentum is allowed to
change as the magnetic field is varied, while we keep track
of the IR conformal dimension �.

The Fermi momentum is defined by the matching be-
tween IR and UV physics [7]. Therefore, it is enough to
know the solution at ! ¼ 0, where the matching is per-
formed. To obtain the Fermi momentum, we require
that the zero-mode solution is regular at the horizon

(c ð0Þ � z�ð1=2Þþ�) and normalizable at the boundary. At
the boundary z� 1, the wave function behaves as

að1� zÞ3=2�m
1

0

 !
þ bð1� zÞ3=2þm

0

1

 !
: (64)

To require it to be normalizable is to set the first term
a ¼ 0; the wave function at z� 1 is then

c ð0Þ � ð1� zÞ3=2þm 0
1

� �
: (65)

Equation (65) leads to the condition limz!1ðz�1Þ�3=2�
ð~yð0Þ2 þ i~yð0Þ1 Þ¼0, which, together with Eq. (59), gives
the following equation for the Fermi momentum as
function of the magnetic field [18,21]:

2F1ð1þ �þ i�q;eff

6 ; 12 þ ��
ffiffi
2

p
�q;eff

3 ; 1þ 2�; 23 ð1� i
ffiffiffi
2

p ÞÞ
2F1ð�þ i�q;eff

6 ; 12 þ ��
ffiffi
2

p
�q;eff

3 ; 1þ 2�; 23 ð1� i
ffiffiffi
2

p ÞÞ

¼ 6�� i�q;eff

kFð�2iþ ffiffiffi
2

p Þ ; (66)

with � 	 �kF given by Eq. (58). Using MATHEMATICA to

evaluate the hypergeometric functions, we numerically
solve the equation for the Fermi surface, which gives
effective momentum as if it were continuous, i.e., when
quantization is neglected. The solutions of Eq. (66) are
given in Fig. 6. There are multiple Fermi surfaces for a
given magnetic field h. Here, and in all other plots,
we choose gF ¼ 1. Therefore, h ! H and q ¼ 15ffiffi

3
p . In

Fig. 6, positive and negative kF correspond to the Fermi
surfaces in the Green’s functions G1 and G2. The
relation between two components is G2ð!; kÞ ¼
G1ð!;�kÞ [6]. Therefore, Fig. 6 is not symmetric
with respect to the x-axis. Effective momenta terminate
at the dashed line �kF ¼ 0. Taking into account Landau

quantization of kF ! ffiffiffiffiffiffiffiffiffiffiffiffiffi
2jqhjlp

with l ¼ 1; 2 . . . , the plot
consists of stepwise functions tracing the existing
curves (we depict only positive kF). Indeed, Landau

0.5 1.0 1.5
H

10

5

5

10

keff

FIG. 6 (color online). Effective momentum keff vs the mag-
netic field h ! H (we set gF ¼ 1, q ¼ 15ffiffi

3
p ). As we increase the

magnetic field, the Fermi surface shrinks. Smooth solid curves
represent the situation as if momentum is a continuous parameter
(for convenience), stepwise solid functions are the real Fermi
momenta, which are discretized due to the Landau-level quan-

tization: kF ! ffiffiffiffiffiffiffiffiffiffiffiffiffi
2jqhjlp

, with l ¼ 1; 2; . . . ; where
ffiffiffiffiffiffiffiffiffiffiffiffiffi
2jqhjlp

are
Landau levels given by dotted lines (only positive discrete kF
are shown). At a given h, there are multiple Fermi surfaces. From
right to left are the first, second, etc., Fermi surfaces. The
dashed-dotted line is �kF ¼ 0, where kF is terminated. Positive

and negative keff correspond to Fermi surfaces in two compo-
nents of the Green’s function.

2We would like to thank Igor Shovkovy for clarifying the issue
with the Fermi momentum in the presence of the magnetic field.
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quantization can be also seen from the dispersion rela-
tion at Fig. 3, where only discrete values of effective
momentum are allowed, and the Fermi surface has been
chopped up as a result of quantization, Fig. 3(b).

Our findings agree with the results for the (largest) Fermi
momentum in a 3-dimensional magnetic system consid-
ered in [26] (compare the stepwise dependence kFðhÞ with
Fig. (5) in [26]).

In Fig. 7, the Landau-level index l is obtained from

kFðhÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffi
2jqhjlp

, where kFðhÞ is a numerical solution of
Eq. (66). Only those Landau levels which are below the
Fermi surface are filled. In Fig. 6, as we decrease magnetic
field, first nothing happens until the next Landau level
crosses the Fermi surface, which corresponds to a jump
up to the next step. Therefore, at strong magnetic fields,

fewer states contribute to transport properties, and the
lowest Landau level becomes more important (see the
next section). At weak magnetic fields, the sum over
many Landau levels has to be taken, ending with the
continuous limit as h ! 0, when quantization can be
ignored.
In Fig. 8, we show the IR conformal dimension as a

function of the magnetic field. We have used the numerical
solution for kF. Fermi-liquid regime takes place at mag-
netic fields h < hc, while non-Fermi liquids exist in a
narrow band at hc < h < h0c, and at h0c the system becomes
near-conformal.
In this figure, we observe the pathway of the possible

phase transition exhibited by the Fermi surface (ignoring
Landau quantization): It can vanish at the line �kF ¼ 0,

undergoing a crossover to the conformal regime, or cross
the line �kF ¼ 1=2 and go through a non-Fermi-liquid

regime, and, subsequently, cross to the conformal phase.
Note that the primary Fermi surface with the highest kF
and �kF seems to directly cross over to conformality, while

the other Fermi surfaces first exhibit a strange-metal phase
transition. Therefore, all the Fermi momenta with �kF > 0

contribute to the transport coefficients of the theory. In
particular, at high magnetic fields, only the first (largest)

Fermi momentum kð1ÞF is nonzero and the lowest Landau
level n ¼ 0 becomes increasingly important. The lowest
Landau level contributes to the transport with half-
degeneracy factor, as compared to the higher Landau
levels.
In Fig. 9, we plot the Fermi momentum kF as a function

of the magnetic field for the first Fermi surface (the largest
root of Eq. (66)). Quantization is neglected here. At the left
panel, the relatively small region between the dashed lines
corresponds to non-Fermi liquids 0< �< 1

2 . At large

magnetic field, the physics of the Fermi surface is captured

0.5 1.0 1.5
H

5

10

15

20

n

FIG. 7 (color online). Landau-level numbers n, corresponding
to the quantized Fermi momenta vs the magnetic field h ! H
for the three Fermi surfaces with positive kF. We set gF ¼ 1,
q ¼ 15ffiffi

3
p . From right to left are the first, second, and third Fermi

surfaces.

FIG. 8 (color online). Left panel: the IR conformal dimension � 	 �kF calculated at the Fermi momentum vs the magnetic field
h ! H (we set gF ¼ 1, q ¼ 15ffiffi

3
p ). Calculations are done for the first Fermi surface. The dashed line is for � ¼ 1

2 (at Hc ¼ 1:7), which is

the border between the Fermi liquids � > 1
2 and non-Fermi liquids � < 1

2 . Right panel: the phase diagram in terms of the chemical

potential and the magnetic field �2 þ h2 ¼ 3 (in dimensionless variables h ¼ gFH, � ¼ gFQ; we set gF ¼ 1). Fermi liquids are
above the dashed line (H <Hc), and non-Fermi liquids are below the dashed line (H >Hc).
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by the near-horizon region (see also Fig. 5), which is

AdS2 � R2. At the maximum magnetic field, Hmax ¼ffiffiffi
3

p 
 1:73, when the black hole becomes entirely mag-
netically charged, the Fermi momentum vanishes when it
crosses the line �kF ¼ 0. This only happens for the first

Fermi surface. For the higher Fermi surfaces, the Fermi
momenta terminate at the line �kF ¼ 0 (Fig. 6). Note the

Fermi momentum for the first Fermi surface can be almost

fully described by a function kF ¼ kmax
F

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� H2

3

q
. It is

tempting to view the behavior kF � ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Hmax �H

p
as a phase

transition in the system, although it strictly follows from
the linear scaling for H ¼ 0 by using the mapping (29).

(Note that also � ¼ gFQ ¼ gF
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
3�H2

p
.) Taking into ac-

count the discretization of kF, the plot will consist of an
array of step functions tracing the existing curve. Our
findings agree with the results for the Fermi momentum
in a 3-dimensional magnetic system considered in [26],
compare to Fig. 5 there.

The Fermi velocity given in Eq. (27) is defined by the
UV physics. Therefore, solutions at nonzero ! are re-
quired. The Fermi velocity is extracted from matching
two solutions in the inner and outer regions at the horizon.
The Fermi velocity as a function of the magnetic field for
� > 1

2 is [18,21]

vF ¼ 1

h1

�Z 1

0
dz

ffiffiffiffiffiffiffiffiffiffiffi
g=gtt

q
c ð0Þyc ð0Þ

��1
lim
z!1

j~yð0Þ1 þ i~yð0Þ2 j2
ð1� zÞ3 ;

h1 ¼ lim
z!1

~yð0Þ1 þ i~yð0Þ2

@kð~yð0Þ2 þ i~yð0Þ1 Þ ; (67)

where the zero-mode wave function is taken at kF
(Eq. (59)).

We plot the Fermi velocity for several Fermi surfaces in
Fig. 10 and for the first Fermi surface in Fig. 11.
Quantization is neglected here. The Fermi velocity is
shown for � > 1

2 . It is interesting that the Fermi velocity

vanishes when the IR conformal dimension is �kF ¼ 1
2 .

Formally, it follows from the fact that vF � ð2�� 1Þ [7].
The first Fermi surface is at the far right. Positive and
negative vF correspond to the Fermi surfaces in the
Green’s functions G1 and G2, respectively. The Fermi
velocity vF has the same sign as the Fermi momentum
kF. At small magnetic field values, the Fermi velocity is

0.5 1.0 1.5
H

2

4

6

8

10

12

kF

FIG. 9 (color online). Fermi momentum kF vs the magnetic field h ! H (we set gF ¼ 1, q ¼ 15ffiffi
3

p ) for the first Fermi surface. Left
panel: The inner (closer to x-axis) dashed line is �kF ¼ 0, and the outer dashed line is �kF ¼ 1

2 . The region between these lines

corresponds to non-Fermi liquids 0< �kF <
1
2 . The dashed-dotted line is for the first Landau level k1 ¼

ffiffiffiffiffiffiffiffiffiffi
2qH

p
. The first Fermi surface

hits the border line between Fermi and non-Fermi liquids � ¼ 1
2 at Hc 
 1:7, and it vanishes at Hmax ¼

ffiffiffi
3

p ¼ 1:73. Right panel:

Circles are the data points for the Fermi momentum calculated analytically, and the solid line is a fit function kmax
F

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� H2

3

q
with

kmax
F ¼ 12:96.

FIG. 10 (color online). Fermi velocity vF vs the magnetic field
h ! H (we set gF ¼ 1, q ¼ 15ffiffi

3
p ) for the regime of Fermi liquids

� � 1
2 . Fermi velocity vanishes at �kF ¼ 1

2 (x-axis). The multiple

lines are for various Fermi surfaces in ascending order, with the
first Fermi surface on the right. The Fermi velocity vF has the
same sign as the Fermi momentum kF. As above, positive and
negative vF correspond to Fermi surfaces in the two components
of the Green’s function.
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very weakly dependent onH, and it is close to the speed of
light. At large magnetic field values, the Fermi velocity
rapidly decreases and vanishes (at Hc ¼ 1:70 for the first
Fermi surface (Fig. 11)). Geometrically, this means that,
with increasing magnetic field, the zero-mode wave func-
tion is supported near the black hole horizon (Fig. 5),
where the gravitational redshift reduces the local speed
of light, as compared to the boundary value. It was also
observed in [7,21] at small fermion charge values.

VI. HALL AND LONGITUDINAL
CONDUCTIVITIES

In this section, we calculate the contributions to Hall�xy

and the longitudinal �xx conductivities directly in the
boundary theory. This should be contrasted with the stan-
dard holographic approach, where calculations are per-
formed in the (bulk) gravity theory and then translated to
the boundary field theory using the AdS/CFT dictionary.
Specifically, the conductivity tensor has been obtained in
[10] by calculating the on-shell renormalized action for
the gauge field on the gravity side and using the gauge/
gravity duality AM ! j� to extract the R charge current-

current correlator at the boundary. Here, the Kubo for-
mula involving the current-current correlator is used di-
rectly by utilizing the fermion Green’s functions extracted
from holography in [7]. Therefore, the conductivity is
obtained for the charge carriers described by the fermi-
onic operators of the boundary field theory.

The use of the conventional Kubo formula to extract the
contribution to the transport due to fermions is validated in
that it also follows from a direct AdS/CFT computation of
the one-loop correction to the on-shell renormalized AdS
action [15]. We study, in particular, stable quasiparticles
with � > 1

2 and at zero temperature. This regime effectively

reduces to the clean limit where the imaginary part of the

self-energy vanishes Im� ! 0. We use the gravity-
‘‘dressed’’ fermion propagator from Eq. (27), and, to
make the calculations complete, we need to use the dressed
vertex to satisfy the Ward identities. As was argued in [15],
the boundary vertex, which is obtained from the bulk
calculations, can be approximated by a constant in the
low-temperature limit. Also, according to [27], the vertex
only contains singularities of the product of the Green’s
functions. Therefore, dressing the vertex will not change
the dependence of the DC conductivity on the magnetic
field [27]. In addition, the zero magnetic field limit of the
formulae for conductivity obtained from holography [15]
and from direct boundary calculations [18] are identical.

A. Integer quantum Hall effect

Let us start from the dressed retarded and advanced
fermion propagators [7]: GR is given by Eq. (27) and
GA ¼ G�

R. To perform the Matsubara summation, we use
the spectral representation

Gði!n; ~kÞ ¼
Z d!

2�

Að!; ~kÞ
!� i!n

; (68)

with the spectral function defined as Að!; ~kÞ¼
� 1

� ImGRð!; ~kÞ¼ 1
2�iðGRð!; ~kÞ�GAð!; ~kÞÞ. Generalizing

to a nonzero magnetic field and spinor case [25], the
spectral function [28] is

Að!; ~kÞ ¼ 1

�
e�k2=jqhjX1

l¼0

ð�1Þlð�h1vFÞ

�
�

�2ð!; kFÞfð ~kÞ�0

ð!þ "F þ�1ð!; kFÞ � ElÞ2 þ �2ð!; kFÞ2

þ ðEl ! �ElÞ
�
; (69)

where "F ¼ vFkF is the Fermi energy, El ¼ vF

ffiffiffiffiffiffiffiffiffiffiffiffiffi
2jqhjlp

is

the energy of the Landau level, fð ~kÞ ¼ P�Llð2k2jqhjÞ �
PþLl�1ð2k2jqhjÞ with spin projection operators P� ¼
ð1� i�1�2Þ=2, we take c ¼ 1, the generalized Laguerre
polynomials are L�

n ðzÞ and by definition LnðzÞ ¼ L0
nðzÞ,

(we omit the vector part ~k ~� as it does not contribute to
the DC conductivity), all �’s are the standard Dirac
matrices, and h1, vF, and kF are real constants (we
keep the same notations for the constants as in [7]). The

self-energy ��!2�kF contains the real and imaginary
parts, � ¼ �1 þ i�2. The imaginary part comes from
scattering processes of a fermion in the bulk, e.g., from
pair creation, and from the scattering into the black hole.
It is exactly due to inelastic/dissipative processes that we
are able to obtain finite values for the transport coeffi-
cients; otherwise they are formally infinite.

FIG. 11. Fermi velocity vF vs the magnetic field h ! H (we
set gF ¼ 1, q ¼ 15ffiffi

3
p ) for the first Fermi surface. Fermi velocity

vanishes at �kF ¼ 1
2 at Hc 
 1:7. The region H <Hc corre-

sponds to the Fermi liquids and quasiparticle description.
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Using the Kubo formula, the DC electrical conductivity
tensor is

�ijð�Þ ¼ lim
�!0

Im�R
ij

�þ i0þ
; (70)

where �ijði�m ! �þ i0þÞ is the retarded current-

current correlation function; schematically the current
density operator is jið�; ~xÞ ¼ qvF

P
�
�c �ð�; ~xÞ�ic �ð�; ~xÞ.

Neglecting the vertex correction, it is given by

�ijði�mÞ ¼ q2v2
FT

X1
n¼�1

Z d2k

ð2�Þ2 trð�iGði!n; ~kÞ

� �jGði!n þ i�m; ~kÞÞ: (71)

The sum over the Matsubara frequency is

T
X
n

1

i!n �!1

1

i!n þ i�m �!2

¼ nð!1Þ � nð!2Þ
i�m þ!1 �!2

:

(72)

Taking i�m ! �þ i0þ, the polarization operator is now

�ijð�Þ ¼ d!1

2�

d!2

2�

nFDð!1Þ � nFDð!2Þ
�þ!1 �!2

�
Z d2k

ð2�Þ2 trð�iAð!1; ~kÞ�jAð!2; ~kÞÞ; (73)

where the spectral function Að!; ~kÞ is given by Eq. (69),
and nFDð!Þ is the Fermi-Dirac distribution function.
Evaluating the traces, we have

�ij ¼ � 4q2v2
Fðh1vFÞ2jqhj
��

Re
X1
l;k¼0

ð�1Þlþkþ1f�ijð�l;k�1 þ �l�1;kÞ þ i�ijsgnðqhÞð�l;k�1 � �l�1;kÞg

�
Z d!1

2�

�
tanh

!1

2T
� tanh

!2

2T

��
�2ð!1Þ

ð ~!1 � ElÞ2 þ�2
2ð!1Þ

þ ðEl ! �ElÞ
��

�2ð!2Þ
ð ~!2 � EkÞ2 þ�2

2ð!2Þ
þ ðEk ! �EkÞ

�
;

(74)

with !2 ¼ !1 þ�. We have also introduced ~!1;2 	
!1;2 þ "F þ �1ð!1;2Þ, with �ij being the antisymmetric
tensor (�12 ¼ 1), and �1;2ð!Þ 	 �1;2ð!; kFÞ. In the mo-
mentum integral, we use the orthogonality condition for
the Laguerre polynomials

R1
0 dxexLlðxÞLkðxÞ ¼ �lk.

From Eq. (74), the term symmetric/antisymmetric with
respect to exchange !1 $ !2 contributes to the diagonal/
off-dialgonal component of the conductivity (note the anti-
symmetric term nFDð!1Þ � nFDð!2Þ). The longitudinal and
Hall DC conductivities (� ! 0) are thus

�xx ¼ � 2q2ðh1vFÞ2jqhj
�T

Z 1

�1
d!

2�

�2
2ð!Þ

cosh2 !
2T

X1
l¼0

�
1

ð ~!� ElÞ2 þ �2
2ð!Þ þ ðEl ! �ElÞ

�

�
�

1

ð ~!� Elþ1Þ2 þ �2
2ð!Þ þ ðElþ1 ! �Elþ1Þ

�
; (75)

�xy ¼ �q2ðh1vFÞ2sgnðqhÞ
�

�h; �h ¼ 2
Z 1

�1
d!

2�
tanh

!

2T
�2ð!ÞX1

l¼0

�l

�
1

ð ~!� ElÞ2 þ �2
2ð!Þ þ ðEl ! �ElÞ

�
; (76)

where ~! ¼ !þ "F þ �1ð!ÞÞ. The filling factor �h is
proportional to the density of carriers: j�hj ¼ �

jqhjh1vF
n

(we derive this relation below in Eq. (89)). The degeneracy
factor of the Landau levels is �l: �0 ¼ 1 for the lowest
Landau level, and �l ¼ 2 for l ¼ 1; 2 . . . ; . Substituting the
filling factor �h back to Eq. (76), the Hall conductivity can
be written as

�xy ¼ �

h
; (77)

where � is the charge density in the boundary theory, and
both the charge q and the magnetic field h carry a sign (the
prefactor ð�h1vFÞ comes from the normalization choice in
the fermion propagator, Eqs.(27) and (69), as it was defined

in [7], which can be regarded as a factor contributing to the
effective charge and is not important for further consider-
ations). The Hall conductivity given by Eq. (77) has been
obtained using the AdS/CFT duality for the Lorentz in-
variant 2þ 1-dimensional boundary field theories in [10].
We recover this formula because, in our case, the transla-
tional invariance is maintained in the x and y directions of
the boundary theory.
Low frequencies give the main contribution in the in-

tegrand of Eq. (76). Since the self-energy satisfies�1ð!Þ �
�2ð!Þ �!2� and we consider the regime � > 1

2 , we have

�1 � �2 ! 0 at !� 0 (self-energy goes to zero faster
than the ! term). Therefore, only the simple poles in the
upper half-plane !0 ¼ �"F � El þ �1 þ i�2 contribute
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to the conductivity where �1 ��2 � ð�"F � ElÞ2� are
small. The same logic of calculation has been used in
[25]. We obtain for the longitudinal and Hall conductivities

�xx ¼ 2q2ðh1vFÞ2�2

�T
�
�

1

1þ cosh"FT

þX1
l¼1

4l
1þ cosh"FT coshEl

T

ðcosh"FT þ coshEl

T Þ2
�

(78)

�xy ¼ q2ðh1vFÞ2sgnðqhÞ
�

� 2

�
tanh

"F
2T

þX1
l¼1

�
tanh

"F þ El

2T
þ tanh

"F � El

2T

��
; (79)

where the Fermi energy is "F ¼ vFkF, and the energy of

the Landau level is El ¼ vF

ffiffiffiffiffiffiffiffiffiffiffiffiffi
2jqhjlp

. Similar expressions
were obtained in [25]. However, in our case, the filling of
the Landau levels is controlled by the magnetic field h
through the field-dependent Fermi energy vFðhÞkFðhÞ in-
stead of the chemical potential �.

At T ¼ 0, cosh!T ! 1
2 e

!=T and tanh!
2T ¼ 1�

2nFDð!Þ ! sgn!. Therefore, the longitudinal and Hall
conductivities are

�xx ¼ 2q2ðh1vFÞ2�2

�T

X1
l¼1

l�"F;El
¼ 2q2ðh1vFÞ2�2

�T
�n�"F;En

;

(80)

�xy ¼ q2ðh1vFÞ2sgnðqhÞ
�

2

�
1þ 2

X1
l¼1

�ð"F � ElÞ
�

¼ q2ðh1vFÞ2sgnðqhÞ
�

� 2ð1þ 2nÞ�ð"F � EnÞ�ðEnþ1 � "FÞ; (81)

where the Landau-level index runs n ¼ 0; 1; . . . ; . It can be

estimated as n ¼ ½ k2F
2jqhj� when vF � 0 (½� denotes the in-

teger part), with the average spacing between the Landau

levels given by the Landau energy vF

ffiffiffiffiffiffiffiffiffiffiffiffi
2jqhjp

. Note that
"F 	 "FðhÞ. We can see that Eq. (81) expresses the integer
quantum Hall effect (IQHE). At zero temperature, as we
dial the magnetic field, the Hall conductivity jumps from
one quantized level to another, forming plateaus given by
the filling factor

�h ¼ �2ð1þ 2nÞ ¼ �4

�
nþ 1

2

�
; (82)

with n ¼ 0; 1; . . . ; . (Compare to the conventional Hall
quantization �h ¼ �4n that appears in thick graphene).
Plateaus of the Hall conductivity at T ¼ 0 follow from the
stepwise behavior of the charge density � in Eq. (77):

�� 4

�
nþ 1

2

�
�ð"F � EnÞ�ðEnþ1 � "FÞ; (83)

where n Landau levels are filled and contribute to �. The
longitudinal conductivity vanishes, except precisely at the
transition point between the plateaus. In Fig. 12, we plot
the longitudinal and Hall conductivities at T ¼ 0, using
only the terms after the � sign in Eq. (79). In the Hall
conductivity, plateau transition occurs when the Fermi
level (in Fig. 12) of the first Fermi surface "F ¼
vFðhÞkFðhÞ (Figs. 9 and 11) crosses the Landau-level
energy as we vary the magnetic field. By decreasing the

FIG. 12 (color online). Hall conductivity �xy and longitudinal conductivity �xx vs the magnetic field h ! H at T ¼ 0 (we set
gF ¼ 1, q ¼ 15ffiffi

3
p ). Contribution from the first Fermi surface is taken. By decreasing the magnetic field, the Fermi surface crosses the

Landau levels, producing the Hall conductivity plateaus characteristic for IQHE. Longitudinal conductivity has picks at the beginning
of each plateau. The right panel is a zoom-in for large h of the left one.
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magnetic field, the plateaus become shorter, and increas-
ingly more Landau levels contribute to the Hall conduc-
tivity. This happens because of two factors: the Fermi level
moves up, and the spacing between the Landau levels
becomes smaller. This picture does not depend on the
Fermi velocity as long as it is nonzero.

In the boundary field theory, we express the charge
density of the carriers (the difference between the densities
of ‘‘electrons’’ and ‘‘holes’’) through the Fermi energy "F
(as it is done in [25]):

n ¼ trð�0 ~Gð�; 0ÞÞ; � ! 0; (84)

where ~Gð�; ~xÞ is the translation-invariant part of the
Green’s function Gð�; ~xÞ from Eq. (68). Using the spectral
function representation given by Eq. (69), the charge den-
sity reads

n ¼ T
X1

n¼�1

Z d2k

ð2�Þ2
Z 1

�1
d!

2�

trð�0Að!; ~kÞÞ
!� i!n

: (85)

We express the Matsubara sum in terms of the contour
integral over real frequencies:

T
X1

n¼�1
Fði!nÞ ! � i

4�

Z
C
dz tanh

z

2T
FðzÞ; (86)

where C runs anticlockwise and encircles the poles of tanh
along the upper- and lower-half imaginary axis. We have
for the charge density

n ¼ 1

2

Z d2k

ð2�Þ2
Z 1

�1
d!

2�
tanh

!

2T
trð�0Að!; ~kÞÞ: (87)

Substituting the spectral function (69) and integrating over
momenta, we obtain

n ¼ � 2jqhjh1vF

�

Z 1

�1
d!

2�
tanh

!

2T
�2ð!Þ

�X1
l¼0

�l

�
1

ð ~!� ElÞ2 þ �2
2ð!Þ þ ðEl ! �ElÞ

�
; (88)

where the degeneracy factor is �0 ¼ 1 for the lowest
Landau level, and �l ¼ 2 for the higher Landau levels
l � 1, ~! ¼ !þ "F þ�1ð!Þ. Integrating over frequen-
cies and taking into account that �2 is effectively very
small near the Fermi surface, we obtain

n ¼ jqhjh1vF

�
� 2

�
tanh

"F
2T

þX1
l¼1

�
tanh

"F þ El

2T
þ tanh

"F � El

2T

��
: (89)

Comparing this to Eq. (79), we obtain the relation j�hj ¼
�

jqhjh1vF
n. When the Fermi energy vanishes ("F ¼ 0), the

spectral function (69) is even in !. From Eq. (88), the
carrier density of stable quasiparticles vanishes when
"F ¼ 0. At the end of this section, we discuss a situation

with no stable charge carriers and physical consequences
of it.
Equations (79)–(89) are obtained assuming that the

states are localized around the Landau levels. In quantum
Hall effect (QHE) models, impurities are added to prevent
the states from ‘‘spilling’’ between the Landau levels and
to provide the necessary occupation number of the levels.
In our holographic calculations, however, the complex self-
energy arises not from the impurities but from various
scattering processes into the black hole. Here, the limit
Im� ! 0 has been considered, which corresponds to a
simplified field theory model [25] (the cited reference
also considers the case with impurities). This approxima-
tion suffices to obtain the integer QHE [25] and for our
initial studies of the fractional QHE. We leave the imple-
mentation of a physical model with impurities for future
work.

B. Fractional quantum Hall effect

In a holographic setting, using the AdS geometry is
equivalent to a calculation in a box. Therefore, for large
enough fermion charge q, there are multiple Fermi sur-
faces, as shown in Figs. 6 and 10. Labeling the Fermi
surfaces with � > 1

2 by m ¼ 1; 2; . . . , we represent, as in

[21], the spectral function Að!; ~kÞ as a sum over the
spectral functions of individual Fermi surfaces given by
Eq. (69). Ignoring the mixing term, the DC conductivity
becomes a direct sum over the individual conductivities.
By decreasing the magnetic field, new Fermi surfaces
gradually appear, as can be seen in Figs. 6 and 7.
Therefore, the conductivity tensor is

�ij ¼
X
m

�ðmÞ
ij �ðhðmÞ

max � hÞ; (90)

where �ðmÞ
ij involves the Fermi momentum kðmÞ

F and veloc-

ity vðmÞ
F , respectively. At the maximummagnetic field hðmÞ

max,

a new kðmÞ
F opens up; hðmÞ

max is found numerically.
Including one, two, three, and four Fermi surfaces, we

obtain the following quantization rule for the filling factor
in the Hall conductivity:

1FS: �h ¼ 2ð1þ 2nÞ;
plateaus ! 2; 6; 10; . . . ;

2FS0s: �h ¼ 4ð1þ nþ kÞ;
plateaus ! 4; 8; 12; . . . ;

3FS0s: �h ¼ 2ð3þ 2ðnþ kþ pÞÞ;
plateaus ! 6; 10; 14; . . . ;

4FS0s: �h ¼ 4ð2þ nþ kþ pþ rÞ;
plateaus ! 8; 12; 16; . . . ;

(91)

with n; k; p; r ¼ 0; 1; . . . ; . An odd number of Fermi sur-
faces produces the plateaus present in the IQHE, while an
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even number of Fermi surfaces produces the additional
plateaus appearing in the fractional quantum Hall effect
(FQHE). For a large enough fermion charge q, many Fermi
surfaces contribute, and the primary effect of the change in
H is the opening of a new Fermi surface, rather than the
occupation of the next plateau. Thus, at large qwe expect a
filling fraction pattern at large h to become

�h ¼ �2j; (92)

where j ¼ 1; 2; . . . ; is the effective Landau-level index
counting the number of contributing Landau levels. This
is indeed observed in the FQHE at strong magnetic fields.
The quantization rule (91) persists as long as new Fermi
surfaces open up with decreasing h. However, the first two
plateaus present in the FQHE �h ¼ 0;�1 are absent in
Eq. (92). In order to get the Hall plateau �h ¼ �1, the
mixing term between two Fermi surfaces should probably
be taken into account (incoherent superposition), whereas
the conductivity (90) includes the diagonal terms only.
We discuss the issue with �h ¼ 0 further.

In Fig. 13, we plot the Hall and longitudinal conduc-
tivities at T ¼ 0 with three Fermi surfaces contributing

(Eq. (90)), where the individual conductivities �ðmÞ are
given by Eq. (79). We fit the Fermi momenta by

kðmÞ
F ¼ kðmÞ

Fsmax

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� h2

3

s
þ �ðmÞ; (93)

with kð1ÞFmax ¼ 12:96, �ð1Þ ¼ 0., kð2ÞFmax ¼ 10:29, �ð2Þ ¼
1:5, kð3ÞFmax ¼ 9:75, �ð3Þ ¼ 3, and use Eq. (93) together

with the numerical solutions for vðmÞ
F in Fig. 13. In

Fig. 13, at strong magnetic fields, the Hall conductivity

plateau �h ¼ 4 originates from two Fermi surfaces to-
gether with the plateaus �h ¼ 2 and �h ¼ 6, when one
and three Fermi surfaces contribute, respectively. As we
decrease the magnetic field further, three Fermi surfaces
produce plateaus characteristic for IQHE, Eq. (82). The
longitudinal conductivity shows a Dirac deltalike peak at
the beginning of each plateau. Since a finite contribution
to the conductivity arises as one of the three Fermi
surfaces crosses the next Landau level, the pattern is
less regular (i.e., the plateaus have changing length)
than in the case when only one Fermi surface contributes.
In Fig. 13, we compare the Hall conductivities with one
and three Fermi surfaces participating. The irregular be-
havior of the Hall conductivity is explained naturally
from the picture with multiple Fermi surfaces.
Qualitatively similar regularity of the plateaus’ length is
seen in experiments on thin films of graphite at strong
magnetic fields [23]. The actual physics behind this,
however, might be quite different, as in this system,
multiple sheets of the Fermi surface arise due to the
(hexagonal) lattice on the UV scale, which is an effect
beyond the scope of our current model.
The somewhat regular pattern behind the irregular be-

havior can be understood as a consequence of the appear-
ance of a new energy scale: the average distance between
the Fermi levels. For the case of Fig. 13, we estimate it to

be <"ðmÞ
F � "ðmþ1Þ

F > ¼ 4:9. The authors of [25] explain

the FQHE through the opening of a gap in the quasiparticle
spectrum, which acts as an order parameter related to the
particle-hole pairing and is enhanced by the magnetic field
(magnetic catalysis). Here, the energy gap arises due to the
participation of multiple Fermi surfaces.

FIG. 13 (color online). Hall conductivity �xy and longitudinal conductivity �xx vs the magnetic field h ! H at T ¼ 0 (we set
gF ¼ 1, q ¼ 15ffiffi

3
p ). Contribution from the first three Fermi surfaces are taken. At strong magnetic fields, the Hall conductivity plateau

�h ¼ 4 appears from two Fermi surfaces together with plateaus �h ¼ 2 and �h ¼ 6 when one and three Fermi surfaces contribute,
respectively. This quantization rule is characteristic for the FQHE. At intermediate and weak magnetic fields, the Hall conductivity
plateaus are produced as one of the three Fermi surfaces crosses the Landau levels, resulting in the quantization rule of the IQHE. An
irregular pattern in the length of the plateaus is observed in the experiment on thin films of graphite at strong magnetic fields [23]. The
right panel is a zoom-in for large h of the left one.
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A pattern for the Hall conductivity that is strikingly
similar to Fig. 13 arises in the bilayer graphene (compare
with Figs. 2 and 5 in Ref. [29]), which has different
transport properties from the monolayer graphene [29]. It
is remarkable that the bilayer graphene also exhibits the
insulating behavior in a certain parameter regime. This
agrees with our findings of metal-insulating transition in
our system.

C. Metal–strange-metal phase transition

The previous discussion of conductivities and QHE is
valid provided that the Fermi velocity is nonzero. However,
we have shown that vF vanishes at relatively strong mag-
netic fields (for the first Fermi surface, it happens at hc as in
Fig. 8 and 11). In the AdS/CFT setting, the Fermi velocity
vanishes when the IR anomalous dimension is � ¼ 1

2 ,

signaling the onset of a nontrivial power-law dispersion
in Green’s function G�1ð!Þ �!� vfk? þ!2� (the pole

in the self-energy � ! GIR
R �!2� and the pole in the

prefactor of the linear term �! [7]). Vanishing of vF

was observed in [21] at large enough fermion charge.
Note that if vF is zero for some interval of the magnetic
field, it leads to the Hall plateau with the filling factor
�h ¼ 0 present in FQHE.

The vanishing of the Fermi velocity of the stable quasi-
particle leads to zero carrier density at leading order:

vF ¼ 0 ! n ¼ 0: (94)

This means that all contribution to conductivity comes
from the other terms, containing the contribution from
the non-Fermi-liquid excitations and the conformal re-
gime. This qualitatively changes the transport properties
of the system, as can be seen in Fig. 14.

The finite offset magnetic field has been observed in
experiments on highly oriented pyrolitic graphite in mag-
netic fields [30]. In particular, analyzing the basal-plane
resistivity gave an approximate scaling relation between
the critical temperature of the metal-semiconducting tran-
sition and the magnetic field has been found Tc �ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
h� hc

p
. It suggests that at T ¼ 0, there is a threshold

magnetic field hc above which the resistivity qualitatively
changes. Interestingly, the existence of such a threshold
magnetic field follows from the AdS/CFT calculations (hc
when � ¼ 1

2 ).

A phase transition is usually governed by an order
parameter which exhibits a critical behavior. In our case,
there is no such order parameter. However, it is interesting
to note that the Fermi momentum, according to Eq. (93),
behaves as kF � ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

hmax � h
p

, which is in line with the
postulated critical behavior in the system, while the
Fermi surface itself behaves as order parameter.
To obtain a complete picture of the metal–strange-metal

phase transition, one needs to perform calculations in the
non-Fermi-liquid regime, taking into account the un-
stable quasiparticle pole. It is also necessary to study
the temperature dependence of the DC conductivities
�xyðTÞ and �xxðTÞ. We leave it for future study.

VII. ABSENCE OF THE SIGN PROBLEM
IN HOLOGRAPHY

In this section, we show that the fermion determinant in
the gravity dual theory does not have a sign problem and
hence can be simulated by a lattice Monte-Carlo algorithm.
Until recently, most of the work on AdS/CFT and applied
holography focused on the classical gravity (leading 1=N
in field theory) limit. However, many thermodynamic and
electric properties depend on matter fields (e.g., the elec-
trical conductivity depends on whether or not the theory
has a Fermi surface). In classical gravity, the Einstein-
Maxwell sector decouples, and matter fields run in loops
representing quantum oscillations. In order to include mat-
ter fields in the bulk, one needs to calculate loop correc-
tions, which corresponds to going beyond the leading order
in 1=N. A study of one-loop bulk physics was done in [31]
and recently in [22]. It shows that analytical calculations of
quantum corrections in the bulk are quite involved. The
study of quantum oscillations in the gravity dual will likely
improve our understanding of finite density systems in
general.
As is well known, a finite density field theory in most

cases cannot be simulated on the lattice because of the
infamous sign problem [1]. In the field theory action,
chemical potential is introduced via the term �c��0c ,
which is Hermitian and therefore gives a complex deter-
minant. At the same time, in the bulk action, finite density
is introduced through the electrically charge black hole,
and does not involve even matter fields. This is the reason
why the applied holography gives universal predictions.

FIG. 14 (color online). Comparison of the Hall conductivities
�xy vs the magnetic field h ! H from one Fermi surface (dashed

line) and from three Fermi surfaces (solid line). We set gF ¼ 1
and q ¼ 15ffiffi

3
p . At strong magnetic fields, a new plateau �h ¼ 4

appears in the multiple-Fermi-surface picture, yielding a pattern
characteristic of FQHE.
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In the leading order, the minimal gravitational dual at finite
density and temperature is the electrically charged AdS-
Reissner-Nordström black hole, where only the metric
and Maxwell fields are present. Therefore, the Einstein-
Maxwell sector gives results which do not depend, for
example, on the charge and mass of matter fields in the
gravitational bulk space-time, i.e., are universal for a class
of field theories with different charge and scaling dimen-
sions of the operators. The fact that the chemical potential
enters via the electric field in the covariant derivative leads
to the real and positive definite fermion determinant, which
is suitable for lattice simulations. We show it formally
below.

In a semiclassical approach to gravity, the action in-
cludes the Einstein-Maxwell sector Sg with fields collec-

tively denoted as g, A in Eq. (1), and the matter sector with
the fermion fields Sc , Eq. (21). The latter is given as

(Euclidean signature):

Sc ¼
Z

d4xE
ffiffiffiffiffiffiffiffiffiffi�gE

p �c ðDþmÞc ; (95)

where D 	 �M
E DM and the covariant derivative is DM ¼

@M þ 1
4!abM�

ab � iqAM. We can always scale away the

spin connection by redefining the spinor field as in
Eq. (A6). Finite density is described by the electrically
charged black hole with chargeQ that generates the imagi-
nary time component of the vector potential AtE (Eq. (17)).

Radial profile of the vector potential AtE ¼ �ð1� 1
rÞ (in

dimensionless units) ensures a finite chemical potential
at the field theory boundary AtE ! � at r ! 1, where

� ¼ gFQ (in dimensionless units). Integrating out the
fermion fields, the gravitational partition function can be
written schematically as

Z ¼ X
g�;A�

detðDðg�; A�Þ þmÞe�Sg½g�;A��; (96)

where Sg is the Euclidean gravitational action at the saddle

points g�, A�. The determinant describes fluctuations about
the saddle point solution g�, A� and corresponds to 1=N
correction to the large N limit of a dual gauge theory.
Because the Euclidean gamma matrices are Hermitian by
convention (the signature of themetric fixes theHermiticity),

we have �0y
E ¼ �0

E and �iy
E ¼ �i

E with i ¼ 1; 2; 3, so the
covariant derivative is anti-Hermitian. Now it remains to be
shown that the determinant of this anti-Hermitian differential
operator is real and positive definite [32].

Using the anticommutation relations f�5
E;�

0;i
E g ¼ 0,

we have

�5
ED�5

E ¼ �D ¼ Dy; (97)

where D 	 Dðg; AÞ. Therefore, the determinant

detD ¼ detð�5
ED�5

EÞ ¼ detDy ¼ ðdetDÞ� (98)

is real. To show the positive definiteness, we remind the
reader that the eigenmodes of an anti-Hermitian deriva-
tive operator come in pairs. If ð	; c Þ is an eigenmode
of D,

Dc ¼ 	c ; (99)

then, from Eq. (99):

Dð�5
Ec Þ ¼ ð�	Þð�5

Ec Þ; (100)

so ð�	;�5
Ec Þ is also an eigenmode of D. Because of

anti-Hermiticity, from Eq. (97),

Dð�5
Ec Þ ¼ 	�ð�5

Ec Þ: (101)

This eigenvalue is completely imaginary (or zero),
�	 ¼ 	�. The determinant is a product of all the paired
eigenvalues,

detðDþmÞ ! �ið	i þmÞð�	i þmÞ ¼ �iðj	i þmj2Þ;
(102)

which is positive definite (or zero).
In field theory, the eigenmodes of the operator Dþ

��4
E þm still come in pairs ð	; c Þ and ð�	; �5

Ec Þ.
However, since ��4

E is Hermitian, 	 is no longer purely
imaginary, and, therefore, detðDþ��4

E þmÞ is not nec-
essarily positive. The sign problem occurs when det is
negative for some gauge configurations, or, in other words,
it is generically present when considering interacting mat-
ter at finite density.

VIII. CONCLUSIONS

We have studied strongly coupled electron systems in
the magnetic field, focusing on the Fermi-level structure,
using the AdS/CFT correspondence. These systems are
dual to Dirac fermions placed in the background of the
electrically and magnetically charged AdS-Reissner-
Nordström black hole. At strong magnetic fields, the dual
system ‘‘lives’’ near the black hole horizon, which
substantially modifies the Fermi-level structure. As we
dial the magnetic field higher, the system exhibits the
non-Fermi-liquid behavior and then crosses back to the
conformal regime. In our analysis, we have concentrated
on the the Fermi-liquid regime and obtained the depen-
dence of the Fermi momentum kF and Fermi velocity vF

on the magnetic field. Remarkably, kF exhibits the square
root behavior, with vF staying close to the speed of light in
a wide range of magnetic fields, while it rapidly vanishes at
a critical magnetic field, which is relatively high. Such
behavior indicates that the system may have a phase
transition.
The magnetic system can be rescaled to a zero-field

configuration, which is thermodynamically equivalent to
the original one. This simple result can actually be seen
already at the level of field theory: The additional scale
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brought about by the magnetic field does not show up in
thermodynamic quantities, meaning, in particular, that the
behavior in the vicinity of quantum critical points is ex-
pected to remain largely uninfluenced by the magnetic
field, retaining its conformal invariance. In light of current
condensed matter knowledge, this is surprising and might
in fact be a good opportunity to test the applicability of the
probe limit in the real world. If this behavior is not seen,
this suggests that one has to include the backreaction to the
metric to arrive at a realistic description.

In the field theory frame, we have calculated the DC
conductivity using kF and vF values extracted from hol-
ography. The holographic calculation of conductivity that
takes into account the fermions corresponds to the correc-
tions of subleading order in 1=N in the field theory and is
very involved [15]. As we are not interested in the vertex
renormalization due to gravity (it does not change the
magnetic field dependence of the conductivity), we have
performed our calculations directly in the field theory with
AdS-gravity-dressed fermion propagators. Instead of con-
trolling the occupancy of the Landau levels by changing
the chemical potential (as is usual in nonholographic set-
ups), we have controlled the filling of the Landau levels by
varying the Fermi energy level through the magnetic field.
At zero temperature, we have reproduced the integer QHE
of the Hall conductivity, which is observed in graphene at
moderate magnetic fields. Our findings on equilibrium
physics (Landau quantization, magnetic phase transitions,
and crossovers) are within expectations and indeed cor-
roborate the meaningfulness of the AdS/CFT approach in
line with the well-known facts. However, the detection of
the QHE is somewhat surprising, as the spatial boundary
effects are ignored in our setup. We plan to address this
question in future work.

Interestingly, the AdS geometry produces several Fermi
surfaces. Theories where the gravity duals have larger
fermion charge q posses more Fermi surfaces. We find
that, in a multi-Fermi surface picture, the Hall conductivity
is quantized in a way reminiscent of fractional QHE. By
reducing the magnetic field, new Fermi surfaces open up
and the quantization of Hall conductivity alternates be-
tween two different patterns, corresponding to odd and
even numbers of Fermi surfaces. It turns out that an odd
number of the Fermi surfaces results in IQHE plateaus,
while an even number of surfaces gives new plateaus
characteristic for the FQHE. In a multi-Fermi surface
picture, the quantum Hall plateaus show a less regular
pattern that agrees with experiments on thin graphite in
strong magnetic field [23]. In our model, it happens due to
the fact that, as one of several Fermi surfaces crosses the
Landau level, the Hall conductivity jumps to a new plateau.
This process is not synchronized between different Fermi
surfaces. We associate the average distance between the
Fermi levels with the energy gap usually arising in the
FQHE.

Notably, the AdS-Reissner-Nordström black hole back-
ground gives a vanishing Fermi velocity at high magnetic
fields. It happens at the point when the IR conformal
dimension of the corresponding field theory is � ¼ 1

2 ,

which is the border line between the Fermi and non-
Fermi liquids. Vanishing Fermi velocity was also observed
at high enough fermion charge [21]. As in [21], it is
explained by the red shift on the gravity side because at
strong magnetic fields, the fermion wave function is sup-
ported near the black hole horizon, modifying substantially
the Fermi velocity. In our model, vanishing Fermi velocity
leads to zero occupancy of the Landau levels by stable
quasiparticles that results in vanishing regular Fermi-liquid
contribution to the Hall conductivity and the longitudinal
conductivity. The dominant contribution to both now
comes from the non-Fermi liquid and conformal contribu-
tions. We associate such change in the behavior of con-
ductivities with a metal–strange-metal phase transition.
Experiments on highly oriented pyrolitic graphite support
the existence of a finite ‘‘offset’’ magnetic field hc at
T ¼ 0, where the resistivity qualitatively changes its be-
havior [30]. At T � 0, it has been associated with the
metal-semiconducting phase transition [30]. It is worth-
while to study the temperature dependence of the conduc-
tivity in order to understand this phase transition better.
Finally, we suggest as a possibly interesting extension of

the current AdS/CFT methodology to compute the gravity
dual of the finite density matter in Monte-Carlo lattice
simulations. This is possible since the sign problem does
not arise in the holographic setting of a finite density
system. Unlike the conventional field theory setup, finite
density in holography is introduced through an electrically
charged black hole, and does not involve matter fields (this
is also the reason why holography gives universal results: It
does not depend on the expectation values of matter fields
at the leading order). In the gravity geometry, Dirac fermi-
ons are coupled minimally to the electric field via the
covariant derivative. We have shown that the covariant
derivative is anti-Hermitian in the Euclidean signature,
leading to the real and positive definite fermion determi-
nant. This makes it possible to simulate finite density
systems on the lattice in the AdS-gravity geometry, using
the curved space-time lattice formulation [33]. The sim-
plest holographic setup which describes a finite charge
density system includes a local Uð1Þ gauge symmetry.
Finite density systems with global Uð1Þ symmetry can
not be simulated numerically in field theory due to the
problem with the Gauss law in the lattice formulation.
Another important advantage of performing the Monte-
Carlo simulation is that it includes the quantum fluctua-
tions for the gauge and gravitational field. So far, most
calculations have been done in the probe limit, with the
frozen background for the metric and gauge fields.
Analytic calculations which include backreaction are usu-
ally involved and are done in the next-to-leading order,
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e.g., [8]. Holographic lattice calculations allow us to con-
sider dynamical gauge and gravity fields with matter,
which mimics complicated strong interactions in finite
density systems and opens a way toward studying novel
state of matter and instability mechanisms.
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APPENDIX A: DIRAC EQUATION
IN MAGNETIC FIELD

Here, we solve analytically the part of the Dirac equa-
tion which depends on magnetic field and space-time
coordinates of the boundary theory. The free spinor action
in the geometry given by Eq. (2) and in the presence of a
magnetic field (3) is given by Eq. (21).

Using the translational invariance,

c ðt; x; y; rÞ ¼
Z

d!dke�i!tþikyc ð!; k; x; rÞ; (A1)

with k 	 ky, the Dirac equation (Eq. (23)) can be written as�
1ffiffiffiffiffiffiffiffiffiffi�gtt

p �t̂

�
�i!þ 1

2
!t̂ r̂ t�

t̂ r̂ � iqAtðrÞ
�
þ 1ffiffiffiffiffiffiffi

grr
p �r̂@r

þ 1ffiffiffiffiffiffi
gii

p �x̂

�
@x þ 1

2
!x̂ r̂ x�

x̂ r̂

�
þ 1ffiffiffiffiffiffi

gii
p �ŷ

�
ikþ 1

2
!ŷ r̂ y�

ŷ r̂

� iqAyðxÞ
�
�m

�
c ð!; k; x; rÞ ¼ 0; (A2)

where gii 	 gxx ¼ gyy, and AtðrÞ ¼ �ð1� r0=rÞ, AyðxÞ ¼
hx. From the torsion-free condition, !a

b ^ eb ¼ �dea,
we find the spin connection [34] for the metric (2),

!t̂ r̂ ¼ �@rð ffiffiffiffiffiffiffiffiffiffi�gtt
p Þffiffiffiffiffiffiffi
grr

p dt; !î r̂ ¼
@rð ffiffiffiffiffiffi

gii
p Þffiffiffiffiffiffiffi
grr

p dxi; (A3)

where i ¼ x; y. Note that

� �t̂�t̂ r̂ ¼ �x̂�x̂ r̂ ¼ �ŷ�ŷ r̂ ¼ �r̂; (A4)

and

1

4
eMâ �

â!b̂ ĉM�
b̂ ĉ ¼ 1

4

1ffiffiffiffiffiffiffiffiffiffi�gtt
p @rð ffiffiffiffiffiffiffiffiffiffi�gtt

p Þffiffiffiffiffiffiffi
grr

p �r̂

þ 2

4

1ffiffiffiffiffiffi
gii

p @r
ffiffiffiffiffiffi
gii

pffiffiffiffiffiffiffi
grr

p �r̂

¼ 1ffiffiffiffiffiffiffi
grr

p �r̂@r ln

�
� g

grr

�
1=4

; (A5)

where g is the determinant of the metric. Therefore, we can
rescale the spinor field:

c ¼
�
� g

grr

��1=4
� (A6)

and remove the spin connection completely. The new co-
variant derivative does not contain the spin connection, so
D0

M ¼ @M � iqAM.
In new field variables, the Dirac equation is given by0

@ ffiffiffiffiffiffi
gii

pffiffiffiffiffiffiffi
grr

p �r̂@r �
ffiffiffiffiffiffi
gii

pffiffiffiffiffiffiffiffiffiffi�gtt
p �t̂i

�
!þ�q

�
1� r0

r

��
� ffiffiffiffiffiffi

gii
p

m

þ �x̂@x þ �ŷiðk� qhxÞ
�
�ð!; k; x; rÞ ¼ 0; (A7)

with �q 	 �q. We separate the x- and r-dependent parts:

PðrÞ ¼
ffiffiffiffiffiffi
gii

pffiffiffiffiffiffiffi
grr

p �r̂@r�
ffiffiffiffiffiffi
gii

pffiffiffiffiffiffiffiffiffiffi�gtt
p �t̂i

�
!þ�q

�
1� r0

r

��
� ffiffiffiffiffiffi

gii
p

m;

QðxÞ ¼ �x̂@xþ�ŷiðk�qhxÞ; (A8)

and the Dirac equation is

ðPðrÞ þQðxÞÞ� ¼ 0: (A9)

Even though ½PðrÞ; QðxÞ� � 0, one can find a transforma-
tion matrix U such that ½UPðrÞ; UQðxÞ� ¼ 0 and then look
for common eigenvectors of UPðrÞ and UQðxÞ as they are
commuting Hermitian operators, i.e., the Dirac equation
reads

UPðrÞ�l ¼ �UQðxÞ�l ¼ 	l�l; (A10)

where l labels the Landau levels. We use l for the Landau
index, so as not to confuse it with the Matsubara frequency
index n. Transformation matrix U should satisfy the con-
ditions

fU;�r̂g ¼ 0; fU;�t̂g ¼ 0;

½U;�x̂� ¼ 0; ½U;�ŷ� ¼ 0;
(A11)
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which do not fix U completely. It is convenient to use the
following basis [7]:

�r̂ ¼ ��3 0

0 ��3

 !
; �t̂ ¼ i�1 0

0 i�1

 !
;

�x̂ ¼ ��2 0

0 �2

 !
; �ŷ ¼ 0 �2

�2 0

 !
;

�5̂ ¼ 0 i�2

�i�2 0

 !
:

(A12)

Note that the following relation holds

�5̂ ¼ �0̂�1̂�2̂�3̂ (A13)

as expected, with 0 ! t, 1 ! x, 2 ! y, and 3 ! r. In the
representation of Eq. (A12), we can choose

U ¼ �i�2 0

0 �i�2

 !
: (A14)

We split the 4-component spinors into two 2-component
spinors (we do not write zero entries) F ¼ ðF1; F2ÞT ,
where the index � ¼ 1; 2 is the Dirac index of the bound-
ary theory, using projectors

�� ¼ 1

2
ð1� ð�1Þ��r̂�t̂�1̂Þ;

� ¼ 1; 2; �1 þ�2 ¼ 1;
(A15)

which commute with the Dirac operator of Eq. (37), and
F� ¼ ���, � ¼ 1; 2, decouple from each other. Gamma
matrices in Eq. (A12) were chosen in such a way that this
decoupling is possible.

Writing the Dirac equation (A10) for F ¼ ðF1; F2ÞT ,
we have�
�

ffiffiffiffiffiffi
gii

pffiffiffiffiffiffiffi
grr

p �1@r þ ffiffiffiffiffiffi
gii

p
i�2m

�
ffiffiffiffiffiffi
gii

pffiffiffiffiffiffiffiffiffiffi�gtt
p �3ð!þ�qð1� r0=rÞÞ � 	l

�
� 1

F1

F2

 !
¼ 0

1 � i@x þ 	l ðk� qhxÞ
ðk� qhxÞ �i@x þ 	l

 !
F1

F2

 !
¼ 0; (A16)

where in X � Y, X acts inside F1 or F2, and Y acts
between F1 and F2. In Eq. (A16), the 1 in the first
equation shows that there is no mixing of F1 and F2 by
the operator UPðrÞ, and the 1 in the second equation
shows that there is no mixing inside F1 or F2 by the
operator UQðxÞ. Therefore, the solution can be repre-
sented as

F1

F2

 !
¼

fð1Þl ðrÞgð1Þl ðxÞ
fð2Þl ðrÞgð1Þl ðxÞ
fð1Þl ðrÞgð2Þl ðxÞ
fð2Þl ðrÞgð2Þl ðxÞ

0
BBBBBBB@

1
CCCCCCCA: (A17)

We do not write explicitly the dependence on ! and k.
It is convenient to make a unitary transformation:


 ð1Þ


 ð2Þ

 !
¼ M

gð1Þ

gð2Þ

 !
; M ¼ 1 �i

�i 1

 !
: (A18)

Dirac equations for each component are written as:� ffiffiffiffiffiffi
gii

pffiffiffiffiffiffiffi
grr

p @r þ ffiffiffiffiffiffi
gii

p
m

�
fð1Þl ðrÞ

þ
�
�

ffiffiffiffiffiffi
gii

pffiffiffiffiffiffiffiffiffiffi�gtt
p ð!þ�qð1� r0=rÞÞ þ 	l

�
fð2Þl ðrÞ ¼ 0;

� ffiffiffiffiffiffi
gii

pffiffiffiffiffiffiffi
grr

p @r � ffiffiffiffiffiffi
gii

p
m

�
fð2Þl ðrÞ

þ
� ffiffiffiffiffiffi

gii
pffiffiffiffiffiffiffiffiffiffi�gtt
p ð!þ�qð1� r0=rÞÞ þ 	l

�
fð1Þl ðrÞ ¼ 0;

(A19)

ð@~x � ~xÞ
 ð1Þ þ ~	l

ð2Þ ¼ 0; ð@~x þ ~xÞ
 ð2Þ � ~	l


ð1Þ ¼ 0:

(A20)

In Eq. (A20), for the x-dependent part, we have rescaled

~x ¼ ffiffiffiffiffiffiffiffiffijqhjp ðx� k
qhÞwith k 	 ky and 	l ¼

ffiffiffiffiffiffiffiffiffijqhjp
~	l. The sec-

ond order ordinary differential equations

� @2~x

ð�Þ þ ~x2
 ð�Þ � ~	2

l 

� � ð�1Þ�
 ð�Þ ¼ 0; (A21)

with � ¼ 1; 2, are solved by substitution 
 ð�Þ ¼ e�~x2=2 ~
 ð�Þ.
This is exactly the Schrödinger equation for a harmonic
oscillator, so the eigenfunctions are Hermite polynomials,
andwe obtain the following solutions, indexed by an integer

l 2 Z that is related to the eigenvalue 	l by 	l ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffi
2jqhjlp

:


 ð1Þl ð~xÞ ¼ Nl�1e
�~x2=2Hl�1ð~xÞ 
 ð2Þl ð~xÞ ¼ Nle

�~x2=2Hlð~xÞ:
(A22)

The normalization constant Nl is proportional to 1=
ffiffiffiffiffiffiffiffi
2ll!

p
.

Substituting the solutions fromEq. (A22) into the first order
eigenvalue equation with x-dependence gives the following
solutions:

Fl ¼

fð1Þl ðrÞ
 ð1Þl ð~xÞ
fð2Þl ðrÞ
 ð1Þl ð~xÞ
fð1Þl ðrÞ
 ð2Þl ð~xÞ
�fð2Þl ðrÞ
 ð2Þl ð~xÞ

0
BBBBBBB@

1
CCCCCCCA; 	l ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffi
2jqhjl

q
; (A23)

and

HOLOGRAPHIC FERMIONS IN EXTERNAL MAGNETIC FIELDS PHYSICAL REVIEW D 84, 106003 (2011)

106003-25



~Fl ¼

~fð1Þl ðrÞ
 ð1Þl ð~xÞ
~fð2Þl ðrÞ
 ð1Þl ð~xÞ

�~fð1Þl ðrÞ
 ð2Þl ð~xÞ
~fð2Þl ðrÞ
 ð2Þl ð~xÞ

0
BBBBBBB@

1
CCCCCCCA; 	l ¼ �

ffiffiffiffiffiffiffiffiffiffiffiffiffi
2jqhjl

q
: (A24)

Solving the first order x-dependent equation, we get the
same eigenvalue, but slightly different eigenfunctions, for
different signs of qh. In particular, e.g., for F, the pairs

fð1Þð
 ð1Þ; 
 ð2ÞÞT and fð2Þð
 ð1Þ;�
 ð2ÞÞT correspond to qh > 0
and qh < 0, respectively. A different sign of qh stands for
the positive and negative Landau-level index l.

Finally, the general solution to the Dirac equation is
given by a linear combination of Eqs. (A23) and (A24):

Fsol ¼
X
l

ðalFl þ bl ~FlÞ: (A25)

Using the eigenvalues determined by Eqs. (A23) and
(A24) in the equation for the radial part (A19), we get

�
� 1ffiffiffiffiffiffiffi

grr
p �3@r �mþ 1ffiffiffiffiffiffiffiffiffiffi�gtt

p �1ð!þ�qð1� r0=rÞÞ

� 1ffiffiffiffiffiffi
gii

p i�2
ffiffiffiffiffiffiffiffiffiffiffiffiffi
2jqhjl

q �
� 1

F1

F2

 !
¼ 0; (A26)

with l ¼ 0; 1; . . . ; and the same for ~F replacing
ffiffiffiffiffiffiffiffiffiffiffiffiffi
2jqhjlp !

� ffiffiffiffiffiffiffiffiffiffiffiffiffi
2jqhjlp

. It coincides with eq. (A14) in [7] (Dirac equa-
tion at zero magnetic field) with the momentum replaced
by the Landau-level eigenvalue [22]

k ! �
ffiffiffiffiffiffiffiffiffiffiffiffiffi
2jqhjl

q
: (A27)

Equation (A27) also gives a prescription on how to treat
the limit of zero magnetic field h ! 0. The limit is to be
taken keeping, e.g., 2jqhjðlþ 1Þ 	 k2F fixed as h ! 0. In
a compact form, the Dirac equation in a magnetic field
(A7) is given by

�
1ffiffiffiffiffiffiffi
grr

p �r̂@r � 1ffiffiffiffiffiffiffiffiffiffi�gtt
p �t̂ið!þ qAtÞ �m

� 1ffiffiffiffiffiffi
gii

p U�1
ffiffiffiffiffiffiffiffiffiffiffiffiffi
2jqhjl

q �
FðrÞ ¼ 0; (A28)

with F ¼ ðF1; F2ÞT , l ¼ 0; 1; . . . ; for ~F replaceffiffiffiffiffiffiffiffiffiffiffiffiffi
2jqhjlp ! � ffiffiffiffiffiffiffiffiffiffiffiffiffi

2jqhjlp
, and U�1 is the matrix inverse to

the matrix given by Eq. (A14):

U�1 ¼ i�2 0

0 i�2

 !
; (A29)

which we use in the main text.

APPENDIX B: SPECTRAL FUNCTION

In what follows, we use the dimensionless variables
(15)–(17). Following the analysis of [7], the flow of the
Green’s function is determined by

GRð!; lÞ ¼ lim
�!0

��2m 
ðlÞ
þ 0

0 
ðlÞ�

 !��������r¼1=�
; (B1)

where 
ðlÞ
þ ðrÞ ¼ fð2Þ

fð1Þ and 
ðlÞ� ðrÞ ¼ ~fð2Þ
~fð1Þ

from the solutions

(A23) and (A24). In obtaining this relation, we absorbed
the coefficients appearing in Eq. (A25) into the definitions

of the radial functions. The functions 
ðlÞ
� satisfy the

following differential equation [7]:

ffiffiffiffiffiffiffi
gii
grr

s
@r


ðlÞ
� ¼ �2m

ffiffiffiffiffiffi
gii

p

ðlÞ
� þ ðuðrÞ � 	lÞ2ð
ðlÞ

� Þ2

þ ðuðrÞ � 	lÞ; (B2)

with uðrÞ given by

uðrÞ ¼
ffiffiffiffiffiffiffiffiffiffi
gii
�gtt

s
ð!þ qAtðrÞÞ: (B3)

Writing explicitly in the metric given by Eq. (18), we
have

r2
ffiffiffi
f

p
@r


ðlÞ
� ¼ �2mr
ðlÞ

� þ ðuðrÞ � 	lÞð
ðlÞ
� Þ2 þ ðuðrÞ � 	lÞ;

(B4)

where uðrÞ is given by

uðrÞ ¼ 1ffiffiffi
f

p
�
!þ�q

�
1� 1

r

��
; (B5)

with f ¼ ðr�1Þ2ðr2þ2rþ3Þ
r4

at T ¼ 0. Near the horizon

(r ¼ 1), the flow equation reduces to

r2@r

ðlÞ
� ¼ 1

f
ð
ðlÞ

� þ 1Þ2; (B6)

which, due to the double zero in f, has a regular solution
only if 
�ðr ¼ 1Þ ¼ �i. Writing the radial equation in
terms of 
 and choosing the infalling boundary conditions

fixes 
ðlÞ
� ðr ¼ 1Þ ¼ i.

The key quantity that we extract from the Green’s func-
tion is the fermionic spectral function

Að!; lx; kyÞ ¼ TrðImGRð!; lx; kyÞÞ; (B7)

which we analyze in the main text of the paper.
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