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S U P P L E M E N TA RY M AT E R I A L
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A
N E S T E R E N K O S O L I TA RY WAV E

In this supplementary chapter, we review the original deriva-
tion of the strongly non-linear Nesterenko wave equation and
motivate, how its solitary wave solution may be interpreted as
a quasi-particle with an effective mass [32].

Consider a one dimensional chain of identical spherical par-
ticles of radius R with an initial overlap δ0 (see Fig. (A.1)), and
interacting with a non-linear force of the Hertz form. If the dis-
placement of particle i from its equilibrium position is ui, then
the equation of motion of the i-th particle is

üi = A(δ0 − ui + ui−1)
3
2 −A(δ0 − ui+1 + ui)

3
2 , (A.1)

where A = R
1
22

−3
2 Θ−1 and Θ =

3(1−ν2)
4E is a material constant

depending upon the Young’s modulus E and Poisson’s ratio ν.
Here, double dots refer to two derivatives with respect to time
t. If the displacement of the particles with respect to the initial
pre-compression is small, i.e., |ui−1 − ui| � δ0, the right hand
side of Eq. (A.1) can be expressed as

üi = Aδ
3
2

[(
1+

ui−1 − ui
δ0

)3
2

−

(
1+

ui − ui+1
δ0

)3
2

]
. (A.2)

Using the binomial expansion, i.e., (1+ x)
3
2 ≈ 1+ 3

2x+
3
4x
2 · ·,

the right hand side of Eq. (A.2) can be expressed as

üi = c(ui+1 − 2ui + ui−1) + d(ui+1 − 2ui + ui−1)(ui−1 − ui+1),(A.3)

where, c = 3
2Aδ

3
2
0 ,d = 3

8Aδ
−12
0 . For a long wavelength contin-

uum approximation L� a = 2R, where a is the lattice spacing,
we now make the simplification ui → u(x) ≡ u, where x is the
continuum spatial variable. Thus, we obtain

utt = c(u(x+ a) − 2u(x) + u(x− a))+

d(u(x+ a) − 2u(x) + u(x− a))(u(x− a) − u(x+ a)).
(A.4)

Taylor expanding the right hand side and retaining terms to
order a4, we obtain the weakly non-linear wave equation

utt = c
2
0uxx + 2c0γuxxxx − εuxuxx, (A.5)
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86 nesterenko solitary wave

Figure A.1: Nearest neighbour particles in a one dimensional granu-
lar chain.

where, c20 = Aδ
1
2
0 6R

2,γ = c0
6 R

2, ε = c20
R
δ0

. Here, subscripts refer
to partial derivatives with respect to space x and time t. This
equation is known as the Boussinesq equation and under cer-
tain approximations, the solutions of this equation satisfy the
better known Korteweg-De Vries (KdV) equation.

However, our main interest is in the other regime where
δ0 → 0 and thus the standard long wavelength approximation
made above can no longer be used, since |ui−1 − ui|� δ0. Con-
sequently, we take the extreme limit and set δ0 = 0 (the spheri-
cal beads just touching other) in Eq. (A.1) and express it in the
continuum space and time variables as

üi = A
[
(u(x− a) − u(x))

3
2 − (u(x) − u(x+ a))

3
2

]
, (A.6)

and Taylor expand as

üi = A

(
u− aux + a

2/2uxx −
a3

6
uxxx +

a4

24
uxxxx − u

)3
2

− (A.7)

A

(
u− u− aux −

a2

2
uxx −

a3

6
uxxx −

a4

24
uxxxx

)3
2

.(A.8)

Now performing a Binomial expansion around (−ux), we ob-
tain the Nesterenko equation for strongly non-linear waves:

utt = c
2

[
3

2
(−ux)

1
2uxx +

a2

8
(−ux)

1
2uxxxx −

a2uxxuxxx

8 (−ux)
1
2

−
a2 (uxx)

3

64 (−ux)
1
2

]
(A.9)

where,c2 = (2R)
5
2
A
m is just a rescaled material dependent pa-

rameter. Upon rewriting this equation in terms of the strain
field ξ = −ux, we obtain the equation in a more condensed
form

ξtt = c
2

[
ξ
3
2 +

2R2

5
ξ
1
4 (ξ

5
4 )xx

]
xx

. (A.10)



A.1 quasi-particle interpretation 87

A travelling wave solution of Eq. (A.10) is obtained by look-
ing for solutions of the form ξ = ξ(x − vst), where vs is the
speed of propagation. Upon substituting in Eq. (A.10) and in-
tegrating twice [32], we obtain the solitary wave solution (see
Supplementary Information B for a similar calculation in more
detail)

ξ =

(
5

4

v2s
c2

)2
cos4

(√
10

5a
(x− vst)

)
. (A.11)

This represents a propagating strain field ξ. Often in simula-
tions, it is easier to measure the velocity field v(x, t) = u(x, t)t =
−vsξ(x, t). Thus, the solution in terms of the velocity field reads

v =

(
25

16

v5s
c4

)
cos4

(√
10

5a
(x− vst)

)
. (A.12)

where, we find that the amplitude of the wave depends upon
the speed of propagation as ξm ≡ up ∼ v5s. This is also the scal-
ing relation we found for compressional shocks in amorphous
packings in subsection 1.1.4.1. Notice, the width of the solitary
wave is simple a few times the grain diamter a , w= 5a√

10
and is

independent of the speed of propagation vs. This is unlike some
well known weakly non-linear waves such the KdV equation,
where the width also depends upon the speed of propagation.

a.1 quasi-particle interpretation

The solitary wave kinetic energy KSW, the potential energy USW,
the total energy ESW and momentum PSW (i.e, sum of the re-
spective kinetic, potential and total energies of the beads that
are enveloped by the solitary wave) are-

KSW =
mv2s
4R

∫
dxξ2 =

(2R)3ξ52m
Θ
√
10

W8

 (A.13)

USW =
2A(2R)

3
2

5

∫
dxξ

5
2 =

(2R)3ξ52m
Θ
√
10

W10

 (A.14)

ESW =

(2R)3ξ52m
Θ
√
10

(W8 + W10)

 (A.15)

PSW =
mvs

2R

∫
dxξ =

(2R)3ξ54m√
3Θ
πρ

W4

 . (A.16)



88 nesterenko solitary wave

where, Wn =
∫π
2
0 dxcosnx [17].

Now, the proportionality of the solitary wave kinetic energy
KSW and potential energy USW, gives the opportunity to de-
scribe its dynamics as a quasi-particle. Defining an equivalent
particle of mass mSW moving at a speed vSW such that the soli-
tary wave momentum and energy are PSW = mSWVSW and
ESW = 1

2mSWV2SW, one finds

mSW =
P2SW
2ESW

= Ωxm, (A.17)

where, Ω =
W2
4

√
10

W8+W10
= 1.345. Thus, the solitary wave is effec-

tively like a particle with a rescaled mass 1.34m, wherem is the
mass of the beads. Note, for many waves, differentiating ESW
with respect to PSW gives the group velocity or the speed of
propagation of the wave. However, here PSW is not the canon-
ical momentum and is physically related to the speed of the
particles, not the wave.

An important relation to be used later, is between the solitary
wave momentum PSW, the mass of the beads m and the soli-
tary wave speed of propagation vs. Using PSW ≡ m

∫
dx du

dt ∼

mvs
∫
dxξ and substituting the solitary wave solution for ξ, we

find the relation

PSW = mvsξm

∫
dxcos4x, (A.18)

= mv5s

(
5

6
πρΘ

)2 ∫
dxcos4x, (A.19)

∼ m3v5s, (A.20)

where ρ = m

(4/3πR3)
. In Supplementary information B, we pro-

vide an alternative (albeit approximate) derivation of the strongly
nonlinear Nesterenko wave equation that would allow us to ex-
press the solitary wave solution for any general nonlinear expo-
nent α > 2.



B
S O L I TA RY WAV E S O L U T I O N

In this supplementary chapter, we will derive the quasi-particle
representation of the solitary wave using an approximation to
the Nesterenko solitary wave equation, that is valid for a more
general non-linear interaction potential with exponent α > 2

[49].

b.1 rosenau approximation

Here, we adopt as our starting point the Lagrangian for a one
dimensional chain of identical spheres that are just touching
each other, i.e., in the limit δ0 → 0 (strongly nonlinear limit) -

L =
∑
n

1

2
mu̇2n −

A

α

(
un − un+1

a

)α
(B.1)

where, un is the displacement of the n−th sphere from its equi-
librium position and a = 2R is the lattice spacing. In order to
avoid doing a Binomial expansion in powers of α, we will de-
fine the continuum field variable as

aφ ′(n+
1

2
) = un+1 − un, (B.2)

where, primes denote derivative with respect to x. We now take
the continuum limit, i.e., un → u(x) ≡ u and Taylor expand the
right hand side about x+ a

2 :

aφ ′(x) ≈ u+
a

2
u ′ +

a2

8
u ′′ +

a3

48
u ′′′ − u+

a

2
u ′ −

a2

8
u ′′

+
a3

48
u ′′′. (B.3)

Integrating both sides once with respect to x, we obtain

φ(x) = u+
a2

24
u ′′, (B.4)

=

(
1+

a2

24

d2

dx2

)
u(x). (B.5)

Inverting the differential operator, we obtain

u(x) ≈ φ−
a2

24
φ ′′. (B.6)
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90 solitary wave solution

Thus, in the contiuum limit, the Lagrangian becomes

L

m
=

∫
dx
1

2
u̇2(x) −

A

mα

(
φ ′(x)

)α (B.7)

=

∫
dx
1

2
φ̇2 −

a2

24
φ̇φ̇ ′′ −

A

mα

(
φ ′
)α . (B.8)

By using the Euler-Lagrange equation, we obtain the equation
of motion as

φ̈−
a2

12
φ̈ ′′ +

A

m

[
(−φ ′)α−1

] ′
= 0. (B.9)

Note, φ here corresponds to the continuum displacement field.
The corresponding equation in the strain field δ = −φ ′ reads

δ̈−
a2

12
φ̈ ′′ −

A

m

[
δα−1

] ′′
= 0. (B.10)

b.2 solitary wave solution

The solitary wave solution of Eq. (B.10) can be obtained by look-
ing for propagating solutions of the form δ(x, t) = δ(x− vst):

v2sa
2

12
δ ′′ − v2sδ+

k

m
δα−1 = 0, (B.11)

which can be expressed in the form of Newtons’s-like equation

δ ′′ = −
12

v2sa
2

[
−v2sδ+

k

m
δα−1

]
= −

dW

dδ
. (B.12)

Multiplying both sides by δ ′ and integrating,∫
dxδ ′δ ′′ =

∫
dx−

dW

dδ
δ ′, (B.13)∫

1

2
d(δ ′)2 =

∫
−dW, (B.14)

1

2
(δ ′)2 = −W(δ). (B.15)

Integrating again, we find∫
dδ√
−2W

=

∫
dx. (B.16)

Substituting,W(δ) = 12
v2sa

2

[
k
mαδ

α −
v2s
2 δ

2
]
, and writing for brevity

A = 12
v2sa

2
k
mα and B = 6

a2
, we need to integrate∫

dδ√
2Bδ2 − 2Aδα

= x, (B.17)∫
dδ√

2δ
√
B−Aδα−2

= x. (B.18)
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Making the change of variables, z2 = B−Aδα−2, we find

−
√
2

A(α− 2)

∫
dz

δα−2
= x, (B.19)

−
√
2

(α− 2)

∫
dz

(
√
B)2 − z2

= x. (B.20)

Therefore,

x =
−1√

2B(α− 2)

[∫
dz√
B− z

+

∫
dz√
B+ z

]
, (B.21)

yielding

s = −
√
2B(α− 2)x = ln

√
B+ z√
B− z

, (B.22)

or

z = −
√
B
1− exp−s

1+ exp−s
. (B.23)

Squaring and substituting z2 = B−Aδα−2,

B−Aδα−2 = B
exp s/2− exp−s/2

exp s/2+ exp−s/2
, (B.24)

yielding,

δα−2 =
B

A
sech2(s/2). (B.25)

Therefore, the solitary wave solution is

δ =

(
mαV2s
2K

) 1
α−2

sech
2
α−2

(√
3

2a
(x− Vst)

)
. (B.26)

We now note a few important properties of the solitary wave
solution.

• The width of the solitary wave is approximately w =
2√
3

times the lattice spacing a = 2R. Thus, unlike the
Nesterenko solitary wave that is explicitly 5 particle di-
ameters wide, the approximate width predicted by the
solitary wave solution above is much less.

• However, due to the secant-hyperbolic function, Eq. (B.26)
has an exponential tail. In principle this means, that un-
like the Nesterenko solitary wave Eq. (A.12) that is zero
outside 5 particle diameters (due to the zeros of cosine
function), the above solution is never strictly zero. Thus,
Eq. (B.26) is said to lack a compact support.
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• The Hamiltonian and therefore the conserved energy cor-
responding to the Lagrangian Eq. (B.8) is

H

m
=

∫
dx
1

2
φ̇2 −

a2

24
φ̇φ̇ ′′ +

A

mα

(
φ ′
)α . (B.27)

Similarly, the momentum of the beads (not the canonical
momentum) is simply,

P

m
=

∫
dxφ̇. (B.28)

In conjunction, these two relations again allow us to inter-
pret the solitary wave as a quasi-particle.



C
H Y D R O D Y N A M I C A L M O D E S A N D P O W E R
S P E C T R U M

c.1 hydrodynamic modes

In this supplimenrary section, we derive the longitudinal and
transverse power spectral densities, that is used to obtain an
understanding of the emergent state in Chapter 4 [72].

We begin with the fluid equations of continuity and the Navier-
Stokes equation for the conservation of momentum [69] ( ignor-
ing any fluctuations in temperature of the system),

∂

∂t
ρ̃(r, t) +∇ · [ρ̃(r, t)ṽ(r, t)] = 0, (C.1)

where ρ̃(r, t) ≡ nd(r, t) is the particle number density per unit
area and

m
∂

∂t
[ρ̃(r, t)ṽ(r, t)] +mρ̃(r, t)[ṽ(r, t) · ∇]ṽ(r, t) = −∇p̃(r, t) +

η1{∇2ṽ(r, t) +
∇[∇ · ṽ(r, t)]}(C.2)

where,m is the mass of a particle, p̃(r, t) is the pressure, ṽ(r, t) ≡
vd(r, t) is local velocity field, and η1 is the coefficient of shear
viscosity [69]. Here, the expressions have been written for a
fluid assumed to be in a two dimensional plane. Further, we
have ignored any contributions coming from a bulk viscosity
[69, 72].

We focus on studying small deviations from local equilib-
rium. Note, in the process of studying small deviations from
equilibrium, we are implicitly studying small amplitude vari-
ations in a compressible fluid , which by definition is a sound
wave if we consider longitudinal fluctuations.

Next, we choose a reference frame that moves with the fluid
velocity, say ṽ0 that we will take to be zero for a fluid at rest.
We then linearize the above equations by considering small per-
turbations to first order, as follows

ρ̃ = ρ̃0 + ερ̃1 = ρ+ δρ, (C.3a)

p̃ = p̃0 + εp̃1 = p+ δp, (C.3b)
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94 hydrodynamical modes and power spectrum

ṽ = ṽ0 + εṽ1 = 0+ v. (C.3c)

Defining the current density as j(r, t) = ρv(r, t) and lineariz-
ing Eq. (C.1) and Eq. (C.2) with respect to small perturbations,
one obtains to first order

∂

∂t
δρ(r, t) +∇ · j(r, t) = 0, (C.4a)

m
∂

∂t
j(r, t) +∇δp(r, t) =

η1
ρ
{∇2j(r, t) +∇[∇ · j(r, t)]} (C.4b)

Dividing the momentum conservation equation bym, and defin-
ing η1

mρ = ν1,

∂

∂t
j(r, t) +

∇δp(r, t)
m

= ν1{∇2j(r, t) +∇[∇ · j(r, t)]} (C.5)

We now take the Fourier transform of Eqs. (C.4a) and Eq.
(C.5) in position space, i.e., transform j(r, t) → jk(t), δp(r, t) →
δpk(t) and δρ(r, t) → δρk(t) with k = (k, 0) being the k-space
vector, that we will take to be in the x-direction. Further, let
us define components of the current density vector as jk(t) =

(jlk(t), j
t
k(t)), where jlk(t) is the longitudinal part of the current

density, pointing in the direction of k-vector (x direction in this
case) and jtk(t) is the transverse component, pointing in a di-
rection perpendicular to k-vector (y-direction in this case). We
thus obtain the following equations in Fourier space

∂

∂t
δρk(t) − ikj

l
k(t) = 0, (C.6a)

∂

∂t
jlk(t) −

ikδpk(t)

m
= ν1[−k

2jlk(t) − k
2jlk(t)] − ν2k

2jlk(t),(C.6b)

∂

∂t
jtk(t) = −ν1k

2jtk(t). (C.6c)

Note, by taking the Fourier transform, we have managed to
decouple the longitudinal fluctuations in Eq. (C.6b) and trans-
verse fluctuations, Eq. (C.6c). However, the longitudinal fluctu-
ations are coupled to density fluctuations, Eq. (C.6a), that even-
tually gives rise to a finite sound speed in the longitudinal di-
rection. Conversely, as seen in Eq. (C.6c), transverse waves are
purely diffusive and de-coupled from any density fluctuations.
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c.1.1 Longitudinal Current Density

We now focus on the longitudinal current density, Eqs . (C.6a)
and (C.6b) and drop the superscripts and subscripts l. An analo-
gous calculation can be done for the transverse current density.

First, Eq. (C.6a) may be written in its integral form as

δρk(t) = δρk(0) + ik

∫ t
0
dt ′ jk(t

′). (C.7)

Recall, in the Navier-Stokes equation, we ignored any temper-
ature fluctuations. Thus, as a working assumption, we are con-
sidering an ensemble with constant temperature and a fixed
number of particles N. Thus, we write the variations in pres-
sure as

δp =

[
δp

δρ

]
N,T
δρ (C.8)

From thermodynamics [70], we identify this as[
δp

δρ

]
N,T

=
1

ρχT
, (C.9)

where χT is the isothermal compressibility of the system. Defin-
ing, 2ν1 = νl, where νl is the longitudinal viscosity, we write
Eq. (C.6b) as

∂

∂t
jk(t) −

ikδρk(t)

mρχT
= −νlk

2jk(t). (C.10)

Inserting Eq. (C.7) into the above equation, we obtain

∂

∂t
jk(t) = −

k2

mρχT

∫ t
0
dt ′ jk(t

′) − νlk
2jk(t) +

ik

mρχT
δρk(0).(C.11)

The longitudinal current density auto-correlation function is de-
fined as [69]

C(k, t) = 〈j∗k(0)jk(t)〉. (C.12)

Multiplying Eq. (C.11) by jk(0)∗ and ensemble averaging,

∂

∂t
C(k, t) = −

k2

mρχT

∫ t
0
dt ′ C(k, t ′) − νlk2C(k, t), (C.13)

where ik
mρχT

〈ρk(0)j∗k(0)〉 vanishes by symmetry [69], as can be
seen by multiplying Eq. (C.6a) with ρk(0)∗ and ensemble aver-
aging the resultant expression, evaluated at t = 0. Further, it
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can be shown that 〈∂ρk(t)∂t ρ∗k(0)〉t=0 vanishes [69], producing the
desired result.

The power spectrum of the longitudinal current density auto-
correlation function can now be obtained as the Fourier trans-
form of the longitudinal current density auto-correlation func-
tion or equivalently, as the real part of the one sided Laplace
transform [70] of the current density auto-correlation function,
evaluated at s = iω, which we call P(k,ω) = <{L[C(k, t)]}s=iω.
Thus, taking the Laplace transform of Eq. (C.13), we obtain

sP(k, s) − P(k, 0) = −
k2

mρχT

P(k, s)
s

− νlk
2P(k, s), (C.14)

and therefore,

P(k, s) = P(k, 0)
s

s2 +ω20 + sνlk
2

, (C.15)

where, we have defined ω20 =
k2

mρχT
. Taking twice the real part,

evaluated for s = iω, we finally obtain

P(k, s) = 2P(k, 0)
ω2νlk

2[
ω2 −ω20

]2
+ (ωνlk2)2

, (C.16)

that is Eq. (4.7) in the main text. Note, for fluids, the constant
P(k, 0) = v2th is basically square of the average thermal speed of
particles [69].



D
F L U C T U AT I O N D I S S I PAT I O N T H E O R E M

In this section, we will review the derivation for the appropriate
form of the noise term that along with a second order hydro-
dynamical damping term satisfies the fluctuation dissipation
theorem [64]. Consider the discrete set of equations

dpn

dt
= tn + f

Noise
n + f

Damping
n ,

dxn

dt
=

pn

M
, (D.1)

where,

tn = −
∂H

∂xn
= −

∂U

∂xn
, (D.2)

f
Damping
n = mν

(
dxn+1
dt

− 2
dxn

dt
+
dxn−1
dt

)
, (D.3)

and we need to determine the form of fNoise
n that satisfies the

fluctuation dissipation theorem. Here, pn denotes the momen-
tum, xn the longitudinal displacement from its equilibrium po-
sition of the n−th particle with mass m and velocity dxn/dt.

The Hamiltonian is H = K + U, where K =
∑
n
p2n
2m is the ki-

netic energy and U =
∑
n V[xn+1 − xn] is the potential energy

for a general inter-particle potential V that depends upon the
relative displacement between neighbouring masses.

Taking the discrete (spatial) Fourier transform of Eqs. (D.1),
i.e., xn = 1√

N

∑
k exp(−ikn)Xk and pn = 1√

N

∑
k exp(−ikn)Pk

we obtain
dPk
dt

= Tk + F
Noise
k + ν [exp(−ik) + exp(ik) − 2]

dXk
dt

,

dPk
dt

= Tk + F
Noise
k − νγkPk,

dXk
dt

=
Pk
M

. (D.4)

where, from the damping term we have defined

γk = 2 [1− cos(k)] . (D.5)

We define

FNoise
k (t) =

√
D(k)ξk(t), (D.6)
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98 fluctuation dissipation theorem

where, ξk(t) is a delta correlated white noise,

〈ξk(t)ξk ′(t ′)〉 = δ(t− t ′t)δk,−k ′ (D.7)

and D(k) is to be determined.
The associated multi-dimensional Fokker-Planck equation [67]

of Eqs. (D.4) takes the form

∂tρ =
∑
k

[
−∂Pk (Tkρk) −

P−k
M
∂X−kρk + νγk∂Pk

(
Pkρk +

D(k)

2νγk
∂P−kρk

)]
(D.8)

where,ρ = 〈
∏
k δ [Pk − Pk(t)] δ [Xk −Xk(t)]〉.

In order to determine D(k), we assume the stationary solu-
tion of Eq. (D.8) to be the Boltzmann distribution, i.e.,

ρ = Nexp
(
−
H

kBT

)
, (D.9)

where H is the Hamiltonian and N is a normalization constant.
Substituting Eq. (D.9) into Eq. (D.8), we find that for a station-
ary distribution the left hand side must be zero. Consider, the
first term on the right hand side

− ∂Pk (Tkρk) = −ρk∂PkTk − Tk∂Pkρk (D.10)

= 0− Tk
∂ρk
∂H

∂H

∂Pk
(D.11)

=
TkP−kρ

MkBT
, (D.12)

where we have used ∂H
∂Pk

=
P−k
2M since in Fourier space, the ki-

netic part of the Hamiltonian assumes the form K =
∑
k
PkP−k
2M .

Similarly, the second term on the right evaluates to

−
P−k
M
∂X−kρk = −

P−k
M

∂ρk
∂H

∂H

∂X−k
(D.13)

= −
TkP−kρ

MkBT
, (D.14)

where we have used the relation Tk = − ∂H
∂X−k

(as can be checked
for instance if the inter-particle potential is harmonic). Thus, the
first two terms on the the right cancel out. Equating the third
on the right of Eq. (D.8) to zero, we obtain

Pkρk +
D(k)

2νγk

∂ρk
∂H

∂H

∂P−k
= 0, (D.15)

Pkρk −
D(k)

2νγk

ρk
kBT

Pk
M

= 0, (D.16)
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and therefore,

D(k) = 2νγkMkBT . (D.17)

Now, from Eqs. D.6 and D.17, the noise term in position space
is

fnoise
n (t) = 2

√
2νMkBT

1√
N

∑
k

exp(−ikn)sin
(
k

2

)
ξk(t).(D.18)

Therefore,

N〈fnoise
n (t)fnoise

n ′ (t ′)〉
8νMkBT

=
∑
k

∑
k ′

exp(−i[kn+ k ′n ′])sin
(
k

2

)
sin
(
k ′

2

)
〈ξk(t)ξk ′(t ′)〉.

Substituting the relation from Eq. (D.7) in the above equation,
we obtain

N〈fnoise
n (t)fnoise

n ′ (t ′)〉
4νMkBT

= −δ(t− t ′)
∑
k

exp[−ik(n−n ′)](1− cos(k)).

Taking the Fourier transform of the above equation, noting that

1

N

∑
k

exp[−ik(n−n ′)] = δn,n ′

1

N

∑
k

exp[−ik(n−n ′)]cos(k) =
1

2

(
δn,n ′+1 + δn,n ′−1

)
,

we find,

〈fnoise
n (t)fnoise

n ′ (t ′)〉 = −2νMkBTδ(t− t
′)
(
δn+1,n ′ − 2δn,n ′ + δn−1,n ′

)
.

This relation can be satisfied by defining

fnoise
n (t) =

√
2νMkBT [ξn+1(t) − ξn(t)] (D.19)

with

〈ξn(t)ξn ′(t ′)〉 = δ(t− t ′)δn,n ′ . (D.20)

This is the fluctuation dissipation theorem we use in Eq. (5.3)
in the main text.





E
L I N E A R N O N - Q U A S I S TAT I C R E G I M E

In the following supplementary section, we will solve for the
analytic form of the transverse velocity field when the response
of the random spring network falls in the linear frequency de-
pendent regime. The derivation therefore rests on knowing the
frequecy dependent elastic moduli. In addition, we will see how
the same solution can be arrived at by starting with a fractional
diffusion equation in real space and time. Here, the fractional
exponent can be read off from the super-diffusive exponent that
characterizes the broadening of the shear front width at early
times.

e.1 from oscillatory rheology

Consider the general frequency dependent constitutive relation
for a linear visco-elastic material:

σ(s) = G(s)γ(s) , (E.1)

where, G(s)s=iω = G ′(ω)+ iG ′′(ω) is the (Laplace transformed)
complex modulus, whose real and imaginary parts correspond
to the storage and loss modulus respectively. The field σ(s) ≡
σxy(s) denotes the shear stress and γ(s) ≡ γxy(s) the shear
strain. The general frequency dependent constitutive stress-strain
relation Eq. (E.1) corresponds to the following convolution in-
tegral in the time domain,

σ(x, t) =
∫ t
0
G(τ)γ(x, t− τ)dτ. (E.2)

Substituting into the equation of motion

∂σ(x, t)
∂x

= ρ
∂2u(x, t)
∂t2

(E.3)

and defining v(x, t) =
∂u(x,t)
∂t , we obtain (interchanging the or-

der of integration and differentiation),∫ t
0
G(τ)

∂γ(x, t− τ)
∂x

dτ = ρ
∂v(x, t)
∂t

. (E.4)
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Differentiating once with respect to time t, we find[
G(τ)

∂γ(x, t− τ)
∂x

]
τ=t

+
∫t
0G(τ)

∂2γ(x,t−τ)
∂x∂t dτ =

ρ
∂2v(x, t)
∂t2

. (E.5)

Since γ(x, t) = ∂u(x,t)
∂x , the first term in the square brackets can

be expressed as G(t)∂
2u(x,0)
∂x2

, which evaluates to 0, since there is
no displacement field at t = 0. Therefore,

∂2

∂x2

∫ t
0
G(τ)v(x, t− τ)dτ = ρ

∂2v(x, t)
∂t2

. (E.6)

Transforming back to Laplace time (noting that the first term is
just the convolution integral), we obtain

G(s)
∂2v(x, s)
∂x2

= ρs2v(x, s) − ρs [v(x, t)]t=0 −

ρ

[
∂v(x, t)
∂t

]
t=0

(E.7)

Since we are solving in the domain x > 0, our initial condition
is v(x > 0, 0) = 0 and boundary condition is v(x = 0, t) = v0.
Thus, the two terms on the right are 0 leaving us with

∂2v(x, s)
∂x2

=
ρs2

G(s)
v(x, s). (E.8)

This is an ordinary differential equation in x, solving which we
obtain:

v(x, s) =
v0
s

exp

(
x

s√
G(s)

)
. (E.9)

In oscillatory rheology, it is found that in the frequency de-
pendent regime, the elastic moduli scale as G(s) ∼ s

1
2 . In the

following, we thus express the term in the exponent more gen-
erally as : s√

G(s)
= s

α
2 .

Let us define the sine-Fourier transform of a function f(x) in
the x− domain valid for 0 < x <∞ as

F(k) =

∫∞
0
f(x)sin(kx)dx. (E.10)
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Taking the sine-Fourier transform of Eq. (E.9), we obtain

v(k, s) =
v0
s

2k

sα + k2
. (E.11)

This can be written as

v(k, s) =
2kv0
k2

(
1

s
−

sα−1

sα + k2

)
. (E.12)

Now, the Laplace inverse of(
sα−1

sα + k2

)
→ Eα,1

[
−k2tα

]
, (E.13)

where Eα,β is the generalized Mittag-Liffler function [78]

Eα,β(z) =

∞∑
n=0

zn

Γ(αn+β)
. (E.14)

Therefore, the inverse Laplace transform of Eq. (E.12) reads:

v(k, t) =
2v0
k

(
1− Eα

[
−k2tα

])
. (E.15)

and inverting in k space, we obtain the transverse velocity field
:

v(x, t) = 2v0

∫∞
0

sin(kx)

k

(
1− Eα

[
−k2tα

])
dk. (E.16)

This equation can be expressed more concisely by defining a
new variable ω = kt

α
2 . Then, the integral can be represented in

terms of just one similarity variable:

v(x, t) = 2v0

∫∞
0

sin(ωη)

ω

(
1− Eα

[
−ω2

])
dω, (E.17)

where η = x

t
α
2

is the similarity variable.
As a check for the convergence of the integral solution, con-

sider the special case where α = 1. This corresponds to the
ordinary diffusion equation. Then, the integrals can be solved
by noting that

E1,1(−k
2t) = exp(−k2t). (E.18)

Further, ∫∞
0

sin(kx)

k
=
π

2
, (E.19)

and ∫∞
0

sin(kx)

k
exp(−k2t) =

π

2
erf
(
x

2t
1
2

)
. (E.20)
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e.2 fractional equation

Although, we do not make extensive use of it, as an interesting
mathematical aside, one way to model regimes of anomalous
diffusion is to write down an analogue of Eq. (6.11), but with
fractional derivatives (in time or space). A space fractional dif-
fusion equation takes the form

∂u

∂t
= D

∂αu

∂αx
, (E.21)

where α = 2
ξ . Here, we have used fractional derivatives with

respect to the spatial coordinates only and the fractional deriva-
tives are interpreted in the sense described by Caputo [77].
Note, if α = 1, we recover the one dimensional wave equation
(half-wave equation), while for α = 2 (ξ = 1), we obtain the
ordinary diffusion equation. Similar to ordinary derivatives, a
Fourier- transform of Eq. (E.21) can also be defined and leads
to the general kernel

u(k, t) ∼ exp (t(−ik)α) , (E.22)

with a response time

tr =
1

Dkα
. (E.23)

Note, for α = 2, we recover Eq. (6.13). Moreover, Eq. (E.23)
corresponds dimensionally to a similarity solution of the form(
x

t
1
α

)
. For α = 4/3, this gives us

(
x

t
3
4

)
that is consistent with

the super-diffusive growth of the width at early times in Fig.
(6.2).

Note, from our observations in Fig. (6.2), we could also have
started with a time fractional version of the diffusion equation
in real space-time variables [77, 78] :

∂αu

∂αt
= D

∂2u

∂x2
. (E.24)

Once again, we can take the Laplace transform in time domain
and a sine-Fourier transform in x, to obtain Eq. (E.11) for the
initial condition v(0, s) = v0

s . Thus, the two approaches give the
same solution. Note, the use of fractional derivatives naturally
takes into account the non-locality implicit in the convolution
in Eq. (E.2).
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Figure E.1: A harmonic spring with equilibrium length l0, initially
lying at an angle θ in the x − y plane. On e end of the
spring is then moved to by an amount dy, to calculate the
resultant force in the new position fR.

e.3 non-linearity from harmonic springs

As a concluding remark, note that, although the spring net-
works we have considered are composed of harmonic springs,
for high strains, the network response becomes non-linear. Al-
though the actual mechanisms for the vanishing of the linear
response in a disordered network of springs is fairly complex
and involves a collective softness, the origins of nonlinearity
can be traced to the simple picture depicted in Fig. (E.1). In par-
ticular, if we consider a spring with an equilibrium length l0
lying at an angle θ in the x− y plane, and move one of its ends
by a small amount dy along the y−direction (for instance, the
spring can be thought of the boundary spring that is sheared
in the y− direction ), then the force along the direction of the
spring is

f = −(
√

(l0sinθ+ dy)2 + (locosθ)2 − l0). (E.25)

By squaring and Taylor expanding the terms inside the square
root, we find the force

f ≈ −

(
dysinθ+

(dy)2

2l0

)
. (E.26)

Consequently, the return force in the direction of shearing is

fy ≈ −

(
dysinθ+

(dy)2

2l0

)
(dy+ l0sinθ)

l0
, (E.27)
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that yields

fy ≈ −
1

l0

(
dyl0sin2θ+

3

2
(dy)2sinθ+

dy3

2l0

)
. (E.28)

Thus, the dominant non-linearity (second term on the right) is
quadratic in displacement dy. For a more rigorous argument
that also correctly accounts for the vanishing linear response,
see [2].



F
I D E A S F O R F U RT H E R W O R K O N T H E R M A L
A N D Q U A N T U M F L U C T U AT I O N S

As discussed in Chapter 6, a two dimensional random network
of springs becomes rigid when the mean connectivity 〈z〉 ex-
ceeds a critical isostatic value zc = 4. Here, the onset of rigidity
is a purely geometrical or mechanical phenomenon. In Chapter
5, we discussed that thermal fluctuations can introduce rigidity
in a chain of (un-stressed) non-linear springs, that a-priori has
no linear response. Similarly, a network of freely jointed chains
that are often used as a simple model for polymers, can display
a purely entropic elasticity with a shear modulus that grows
linearly with temperature, i.e., G ∼ T [54].

Many systems however fall in an intermediate regime, where
the rigidity arises from an interplay between network geometry
and coupling to a source of fluctuation. In a recent study on
such a model (a two dimensional random network of diluted
springs), it is shown that the shear modulus scales sub-linearly
with temperature, i.e., G ∼ Tα, with 0 < α < 1 [54]. Note, α = 1

corresponds to the regime of purely entropic elasticity (such as
freely jointed chains), while α = 0 gives a shear modulus that
is independent of temperature as for instance, can be expected
for elastic spring networks well above the isostatic point, i.e.,
z� zc.

However, so far much less is known about the role of quan-
tum fluctuations (zero point motion) on the mechanical prop-
erties of fragile systems. For example, at the microscopic level,
network glasses can be viewed as a random network of har-
monic springs. An intriguing question then is: can the quan-
tum zero point motion of network nodes induce the equivalent
of an entropic (thermally induced) rigidity as the temperature
is lowered ?

Thus, if amorphous materials can indeed be modelled as a
random network of harmonic springs with a tune-able connec-
tivity, then close the isostatic point, their elastic properties and
specific heat can be expected to be profoundly effected by net-
work connectivity and quantum and thermal fluctuations [80].
In this final chapter, we therefore discuss some initial ideas ex-
ploring this direction, by studying the effects of thermal and
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quantum fluctuations on the rigidity of a random network of
harmonic springs that are derived from jammed packings pre-
pared at vanishingly small pressure. We discuss a simple method
that allows us to approximately model both thermal and quan-
tum fluctuations within a classical simulation, by coupling the
system to a source of noise given by the Bose-Einstein spectrum.
In the low temperature limit, this allows us to study the effects
of quantum zero point motion within a purely classical approx-
imation, while the high temperature limit, allows us to study
the role of purely thermal fluctuations.

f.1 approximate method to simulate quantum zero

point energy

Due to quantum fluctuations, the energy of the system at zero
temperature, called the zero point energy, is larger than the po-
tential energy minimum. This property is a direct consequence
of the quantization of the energy of the vibrational modes. An
intriguing, albeit approximate method, that allows us to incor-
porate zero point motion within a classical description of par-
ticle dynamics, is to consider a Langevin equation of the form
Eq. (5.1), but with the source of Gaussian noise replaced with
coloured noise with an appropriate power spectral density. This
method thus consists of modelling the zero point motion as a
quantum bath, that is analogous to a thermal bath, but with
a different source of noise. In this way, the correct zero point
energy for a harmonic oscillator can be obtained [68, 75, 73].

What is the nature of the noise term ? In the next sub-section,
we outline an intuitive method to see the appropriate power
spectral density of the noise term that allows us to correctly
obtain the energy of a simple harmonic oscillator. We then ap-
ply this method to study a one dimensional chain of harmonic
oscillators and then, a two dimensional random network of har-
monic springs.



F.1 approximate method to simulate quantum zero point energy 109

f.1.1 Simple harmonic oscillator

Consider the equations of motion for a simple harmonic oscilla-
tor, akin to the Langevin equation that we considered in Chap-
ter 5 Eq. (5.1), leaving the noise source Θ(t) as yet unspecified:

dx

dt
= v, (F.1)

dv

dt
= −ω20x− γv+

√
2γθ(t) (F.2)

where, x is the displacement from the equilibrium position, v
is the speed, γ is the external drag and Θ(t) is a source of
fluctuation. Here, we have set mass m = 1 and the oscillator
frequency is ω0. Fourier transforming the equations Eq. (F.1)
using X(ω) =

∫
x(t)e−iωt,V(ω) =

∫
v(t)e−iωt we obtain

X(ω) =
√
2γ

Θ(ω)

ω20 −ω
2 + iωγ

, (F.3)

V(ω) =
√
2γ

iωΘ(ω)

ω20 −ω
2 + iωγ

. (F.4)

The power spectral density corresponding to the random vari-
ables x(t), v(t) is |X(ω)|2, |V(ω)|2 respectively. Therefore, the en-
semble averaged energy of the oscillator is

E(ω) =

∫
dω

2π

(
1

2
ω20|X(ω)|2 +

1

2
|V(ω)|2

)
, (F.5)

=

∫
dω

2π
γ

ω2 +ω20(
ω2 −ω20

)2
+ω2γ2

Θ(ω). (F.6)

Here, Θ(ω) is the power spectral density of the noise.
For small damping γ, the poles of Eq. (F.6) are ω = ±ω0 ±

iγ/2, to leading order in γ. Solving by residues, we find that
for a constant Θ(ω), integration of Eq. (F.6) gives a constant
that is independent of the drag γ. If we choose the constant
Θ(ω) = kBT (independent of ω as in the Langevin equation),
integration of Eq. (F.6) , reproduces the classical equipartition
theorem, where the energy is just equal to the the thermal en-
ergy.

Similarly, for a frequency dependent Θ(ω), integration of Eq.
(F.6) gives E ≈ Θ(ω0), to leading order in γ. Hence, by choosing

Θ(ω) =  h|ω|

1
2
+

1

exp
(

 hω
kBT

)
− 1

 (F.7)
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and a value for γ small enough compared to the characteristic
frequency ω0, we can ensure that the energy of the oscillator is
given by the Bose-Einstein distribution Eq. (F.7) including the
zero point energy.

Note, in these equation, no operators are involved. This is
truly a classical approximation of the quantum zero point en-
ergy, where we are assuming that the quantum fluctuations are
akin to thermal fluctuations, causing the particle position and
velocity to fluctuate in time. For a detailed derivation of this
classical approximation beginning with the coherent state de-
scription, see ref [68].

f.2 chain of harmonic oscillators

As a first step towards checking whether the above equations
correctly reproduce the energy of a harmonic oscillator, we sim-
ulate a one dimensional chain ofN = 1024 harmonic oscillators,
where each particle is coupled to a source of noise Θ(t) and
drag γ, and therefore satisfies an equation of the form Eq. (F.1).
For more details on how to construct an approximate noise
source in time domain that has the power spectral density given
in Eq. (F.7), see section F.4.

In Fig. (F.1), we plot the numerically obtained energy (red
circles) of the chain of harmonic oscillators against the Temper-
ature, and compare it with the analytic expression given by the
Bose-Einstein distribution Eq. (F.7), finding a reasonably good
agreement. In these plots, we have used reduced units where
energy is specified in units of ka2, where k is the bare spring
constant and a is the lattice spacing. In Fig. (F.2), we also verify
that in equilibrium, the energy is equally partitioned between
the quadratic degrees of freedom (i.e., the kinetic and potential
energies). Here, the equilibration time is set by the inverse of
the drag coefficient γ.

f.3 random network of harmonic springs

We now study a random network of harmonic springs derived
from jammed packings (see Fig. 6.1) that have been prepared at
a vanishingly small pressure so that the mean overlap between
disks δ is nearly 0. For such networks of harmonic springs,
the shear modulus scales linearly with the excess coordination
number G ∼ dz = z− zc, where z is the average coordination
number per node and zc = 4 is the critical coordination num-
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Figure F.1: Comparison of analytical Planck spectrum (solid black
curve) against the energy of a chain of harmonic oscil-
lators obained numerically (red dots). Here,  hω0 = 1.0.
Note, unlike the case of a classical simulation where the
energy at zero temperature would be zero, here the energy
levels off to around 0.45, close to the expected zero point
energy. Here, energy is measured in units of ka2, where k
is the bare spring constant and a is the equilibrium lattice
spacing.

ber in two dimensions. At the same time, the bulk modulus
remains finite at the critical point and is nearly independent of
dz as we move further away from the critical point.

We now couple the nodes of the two dimensional network of
harmonic springs to a source of noise, modelled by the Bose-
Einstein spectrum, Eq. (F.7) and study the equilibrium proper-
ties of the network. As a first step, in Fig. (F.3), we plot the
numerically obtained energy (red circles) of this system against
the Bose-Einstein distribution Eq. (F.7), where we find a reason-
ably good match for a range of ratios  hω0/kBT .

f.3.1 Fluctuation induced rigidity

Next, we study the long wavelength small frequency longitu-
dinal and shear modes, using a procedure similar to the one
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Figure F.2: Confirmation of the equipartition between kinetic (black)
and potential (red) energies in a chain of harmonic oscilla-
tors at  h = 1.0 and T = 1.25.

outlined in Chapter 4. Note, the Bose-Einstein distribution has
the following asymptotic forms:

Θ(ω) =
1

2
 h|ω|; T → 0 (F.8)

Θ(ω) = kBT ; T →∞, (F.9)
(F.10)

that correspond to the quantum and classical limits respectively.
In Fig. (F.4), we therefore probe these limits and plot the nu-
merically obtained dispersion curves (obtained analogously to
the procedure described in Chapter 5) for the shear modes, as
a function of reduced temperature T (left panel) and reduced
 h (right panel). As expected from the physics near the vicinity
of the critical point, the slopes of the dispersion curves explic-
itly depend upon the energy of the fluctuation, i.e., the tem-
perature or  h. Moreover, for random networks derived from
jammed packings, the bulk modulus remains finite at the crit-
ical point and accordingly, the longitudinal dispersion curves
remain nearly independent of temperature (see scaling in Figs.
(F.6)-(F.7) ).

In order to check the correctness of this procedure ,i.e., the
use of hydrodynamical modes to estimate the elastic modulus
of spring networks, we plot in Fig. (F.5), the scaling of the shear
(black circles) and bulk modulus (blue circles) as a function
of the energy of pre-compression for spring networks derived
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Figure F.3: Comparison of analytical Planck spectrum (solid black
curve) against the energy for a random network of springs
obained numerically (red dots). Here,  hω0 = 1.0. Note,
unlike the case of a classical simulation where the energy
at zero temperature would be zero, here the energy levels
off to around 0.9, close to the expected zero point energy
that is 1.0 in two dimensions. Here, energy is measured in
units of ka2, where k is the bare spring constant and a is
the average equilibrium lattice spacing.

from jammed packings with varying initial compression and
with vanishingly small temperature, so as to probe the elastic-
ity of the network that stems only from the geometry of the
network. In particular, for an interaction potential of the form
δα, where δ is the average initial overlap between disks, the
shear modulus is expected to scales as G ∼ δα−3/2 and the bulk
modulus as B ∼ δα−2. For harmonic interaction with α = 2, this
leads to G ∼ δ1/2 and B ∼ δ0. In this case, the energy of the
packing due to pre-compression is E ∼ δ2 (harmonic potential),
and therefore, G ∼ E1/4 with an exponent 0.25. In Fig. (F.5), we
find a scaling with an exponent approximately 0.23, close to the
expected value, while the bulk modulus remains independent
of the energy.

In Figs. (F.6-F.7), we show the analogous scaling we obtain
when we couple the spring network that is close to the critical
point, to a source of finite temperature and  h. In this case, we
find that the scaling differs from that expected at a finite pre-
compression. Rather, the shear modulus seems to scale as G ∼

(kBT)
0.4 and G ∼ ( hω0)

0.4, in units of the square of the inverse
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Figure F.4: The onset of shear rigidity due to thermal fluctuations
(left panel) and classical approximation to quantum fluc-
tuations (right panel). We define the shear rigidity as the
square of the slopes of these curves.

lattice spacing. In these plots, the value of T and  h are chosen so
that the energy induced by fluctuations is roughly comparable
to the energies of the pre-compressed packings in Fig. (F.5) to
allow for a more meaningful comparison.

f.4 simulation

f.4.1 Planck Spectrum

The numerical implementation of the quantum bath reduces to
generating a colored noise with a power spectral density Θ(ω).
Here, we adopt the numerical scheme suggested in reference
[73, 74, 75].

For a continuous noise, we introduce the filter

H(ω) =
√
Θ(ω). (F.11)

and denote H(t) as the inverse Fourier transform of H(ω). The
noise Θ(t) can then be obtained by convolving H(t) with a
source of random noise r(t), that has a power spectral density
R(ω) = 1. Therefore,

Θ(t) =

∫∞
−∞H(s)r(t− s)ds. (F.12)

The power spectral density of the resulting noise is |H(ω)|2R(ω) =

Θ(ω), which is the desired power spectral density.
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Figure F.5: The numerically computed shear (black circles) and bulk
modulus (blue circles) plotted against the energy of the
spring networks derived from jammed packings at various
pre-compressions. These plots are obtained at a vanish-
ingly small temperrature , so the the moduli scale with the
pre-compression or network geometry. We find the bulk
modulus is nearly independent of the pre-compression
while the shear modulus scales approximately as G ∼

E1/4 ∼ δ1/2.

Numerically, this can be implemented as follows. The filter
H(ω) is first discretized in 2N values with steps dω over an
interval [−Ωmax,Ωmax]:

Hk = H(kdω),k = −N · · ·N− 1. (F.13)

On physical grounds, the cut-off frequency can be chosen to
be around the maximum frequency for a harmonic oscillator√
K/m, where K is the spring constant and m is the mass. Sub-

sequently, we take the discrete Fourier transform of Hk:

Hn =
1

2N

N−1∑
−N

Hkcos
( π
N
kn
)

. (F.14)

Finally, we perform the discrete convolution

Θn =

N−1∑
−N

Hmrn−m, (F.15)

where r is a normal random variable.
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Figure F.6: The numerically computed shear (black circles) and bulk
modulus (blue circles) plotted against the thermal energy
for nearly isostatic spring networks derived from jammed
packing at vanishingly small pre-compression φ.

f.4.2 Limiting forms

Note, the classical high temperature limit of the Planck spec-
trum is kBT . Thus, the same procedure outlined above can be
used to simulate a classical system coupled to a heat bath, as
in Chapter 5. Further, for the numerical integration, we use a
modified form of the velocity Verlet method that in the limit
 h → 0,kBT → 0 and drag γ → 0, reduces to the velocity verlet
method [71].
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Figure F.7: The numerically computed shear (black circles) and bulk
modulus (blue circles) plotted against the quantum energy
for nearly isostatic spring networks derived from jammed
packing at vanishingly small pre-compression φ.
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Figure F.8: Plots of the Planck spectrum obtained numerically for
its asymptotic forms of high frequency (black) and high
temperatures (red). The high frequency power increases
linearly with frequency and corresponds to the quantum
zero point motion, while the power spectrum density is
a constant independent of frequency and proportional to
kBT in the high temperature (classical) limit.
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