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1
I N T R O D U C T I O N

Materials are conventionally classified in one of three states of
matter: solid, liquid or gas. However, many commonly available
materials may be easily arranged to display novel properties,
that defy their simple classification into any of the above states
of matter. Consider for instance, a block of steel, see Fig . (1.1).
It is clearly a solid – if we hammer one end gently, the material
remains intact and we hear sound. Now, construct out of the
block of steel many smaller steel balls and pack them together
so that the balls just touch each other. What happens if we now
hit one end of this packing ?

No matter how gently you touch the sample, super-sonic
waves (waves that travel faster than the sound speed of the
medium) , rather than ordinary sound, will propagate in the In fragile matter

near their critical
point, energy
propagates through
strongly non-linear
waves that travel
faster than the
speed of sound

packing. This happens no matter how hard (or soft) the con-
stituent balls are. Surprisingly then, this simple aggregate of
steel balls already uncovers a unique state of matter, that we
will call fragile matter.

What is the origin of such an extreme response ? The paradigm
of solids is the long range ordering of identical constituents
(such as atoms) that interact harmonically for small displace-
ments from their equilibrium lattice spacing. Within such ap-
proximations, their response to any external mechanical per-
turbation is linear and is embodied in a finite elastic moduli
that also endows the solid with a finite speed of sound. Higher
order non-linear terms conventionally appear as small pertur-
bations around a response that is predominantly linear.

By contrast, in the above example of a granular aggregate of
steel balls just in contact with their nearest neighbours, both the
linear elastic moduli and speed of sound drop to zero. This ex-
treme softness stems directly from the local strongly non-linear
interaction between macroscopic balls in contact since the inter-
particle interaction now no longer has a harmonic part. More-
over, this behaviour is independent of the material the ball is
made of which could be as hard as steel or as soft as bubbles
- it is a result of continuum elasticity that dictates the nature
of the interaction between macroscopic objects in contact [1].
This is just one example of how fragility originates. Note, the

1



2 introduction

notion of a granular aggregate of steel balls as constituting a
state of matter, is now at one higher level of abstraction: we are
considering the collective behaviour of an aggregate of macro-
scopically solid balls and studying its mechanical (collective)
response.

Interestingly, fragility itself can also arise from a global crite-
ria, for instance in a weakly connected network of cross-linked
polymers that are often modelled as a random network of har-
monic springs. Here, softness in linear response can arise irre-
spective of the strength of the local spring constant, provided
that the number of mechanical constraints is too low to main-
tain rigidity. In these physical systems, the disordered arrange-
ment of particles plays a pivotal role in shaping the mechanical
response by causing the particle displacement field in response
to strains applied at the boundaries, to be very heterogeneous
(not mimic the direction of strains applied at the boundaries).
Such displacements are called non-affine and by absorbing a sub-
stantial part of the energy supplied at the boundaries, these dis-
placements allow new configurations to minimize the energy,
causing a vanishingly small linear response[2, 3, 4].

In many materials (see Fig. (1.2)), it is often the interplay be-
tween the nature of the constituents (that dictates their interac-
tion locally) and how they are arranged in the material (global
criteria), that together determine the nature of the elastic re-
sponse. Note here, the notions of fragility and softness are onlyFragility can arise

from local
non-linear

interactions and/or
emerge as a

collective
phenomenon where

disorder plays a
pivotal role.

to stress the unusual behaviour within the regime of linear re-
sponse and does not necessarily imply a breaking apart of the
material.

In the following sections, we now give some examples of the
kinds of unusual behaviour that arise in simple (often idealized)
model systems, that are used to study fragile states of matter.

1.1 strongly non-linear waves in fragile matter

1.1.1 Hertz interaction for elastic bodies

As alluded to above, the strongly non-linear interaction poten-
tial between macroscopic bodies in contact is often a source of
fragility. Here, we provide a simple intuitive explanation of the
origins of a strongly non-linear elastic response. Detailed an-
alytic derivation may be found in Lev Landau’s book on the
Theory of Elasticity [5].
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Figure 1.1: A block of steel (left) has a finite speed of sound (6000

m-sec). However, if we cut the block of steel into smaller
steel balls and arrange the balls such that they are just
touching each other, we uncover a new mechanical state
where the sound speed is zero. Energy propagation there-
fore happens through strongly non-linear waves. This ex-
treme response follows from the non-linear inter-particle
interaction and motivates calling this new state as fragile
matter. Source for figures: google.

When two macroscopic objects are brought into contact an
elastic deformation δ is generated, as illustrated in Fig. 1.3 [1].
If a ball of radius R is squeezed against a flat wall, it is com-
pressed in the longitudinal direction and expands in the trans-
verse direction. Simple geometric considerations reveal that the
radius of the area of contact is approximately (Rδ)

1
2 (see Fig.

1.3). Therefore in the contact area, the deformation (or strain)
γ can be estimated by dividing the longitudinal deformation δ
by this radius: γ = δ

(Rδ)
1
2

∼ δ
1
2 . According to linear elasticity,

for small strains, the stress σ is proportional to the strain γ so
that σ ∼ δ

1
2 . The corresponding force f is obtained by multi-

plying the stress by the area of contact, which is proportional
to Rδ, see the dashed circle in the Figure. The Hertzian law of
interaction then follows: f ∼ δ

3
2 , where only the dependence on

δ has been kept explicitly. Note that, despite the linear stress-
strain relation for the balls material, their interaction force is
non-linear.

1.1.2 A prelude to non-linear waves

Consider now a general oscillator of the form described above
with a return force given by f ∼ δα−1, where δ is the displace-
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Figure 1.2: Real examples of fragile matter: (left) a polymer like net-
work of biological muscle fibres , (center) an amorphous
packing of tennis balls and (right) bubbles. Source for fig-
ures : google.

ment from the equilibrium position and α >= 2. In the absence
of any dissipation, the total mechanical energy is conserved and
is the sum of kinetic and potential energies:

E =
1

2

(
dδ

dt

)2
+ δα. (1.1)

Since E is a constant, we obtain a differential equation for the
variable δ, (

dδ

dt

)
=
√
2(E− δα), (1.2)

solving which, we obtain the time period of oscillation

T =
√
2

∫A
−A

dδ

Aα − δα
, (1.3)

where, we have defined the amplitude of oscillation A = E
1
α .

Defining a new variable t =
(
δ
A

)α
, the integral can be simplified

and expressed in the form a Beta integral

T =
2
√
2

A
α−2
2

∫1
0
dt t

1
α−1 (1− t)−

1
2 (1.4)

with the solution

T =
2
√
2

A
α−2
2

Γ
(
1
2

)
Γ
(
1
α

)
Γ
(
1
2 +

1
α

) . (1.5)

Notice now, the time period or equivalently, the frequency of
oscillation depends upon the amplitude as ω ∼ A

α−2
2 for α > 2

(non-linear oscillator) but is independent of the amplitude for
α = 2 (harmonic oscillator).
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Figure 1.3: Schematic illustation of the origin of non-linear Hertz law
of interaction between macroscopically large bodies inter-
acting elastically. The top inset shows two sphere with
an overlap δ. In the bottom figure, a sphere is pressing
against a flat surface that causes both compression by
an amount δ and lateral deformation proportional to δ

1
2 .

source : Shocks in fragile matter [1]

This dependence of the frequency of oscillation upon the ini-
tial condition or the amplitude of excursion is the crucial differ-
ence between a harmonic oscillator with a linear restoring force
(simply called a linear oscillator, such as the simple pendulum)
and a non-linear oscillator and already alludes to the notion of
non-linear waves. Recall, a linear non-dispersive wave typically
assumes the form ψ(x, t) = AG(x− ct), where A is the ampli-
tude, c = ω/k is the constant speed of sound that only depends
on the material properties of the medium, k is the wave-number
and ψ,G are some general functions. Roughly then, since for a
non-linear wave the frequency of oscillation is a function of the
amplitude ω ≡ ω(A), therefore the speed of propagation also
depends upon the amplitude of the wave c(A). In subsequent
sections, we will explore specific examples where the depen-
dence of the speed of propagation of the wave on its amplitude
will signal the onset of a non-linear regime.

1.1.3 Examples of fragile matter in one dimension

One of the simplest example of fragile matter is a one dimen-
sional chain of spherical macroscopic beads that are just in con-
tact with their two nearest neighbours. Since this is a perfectly
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ordered arrangement, we could try to define an effective spring
constant from the second derivative of the interaction potential.
Consider an interaction potential of the generalized Hertz form,
i.e., V(δ) ∼ δα, where α > 2 is the non-linear exponent. The case
α = 5

2 corresponds to the Hertz law of interaction for linear
macroscopic objects as described in section 1.1.1.

Using the second derivative of the potential to define an ef-
fective spring constant, we find, Keff ∼ δ

α−2. For a vanishingly
small initial overlap, δ ≡ δ0 → 0, and we see that for α > 2,
Keff → 0, while for α = 2, it is a finite constant. Since the speed
of sound is related to the effective spring constant as c ∼

√
Keff,

we find that in a system that is initially un-stressed δ0 → 0

(and has an interaction potential that has no harmonic part),
the speed of sound in the medium is zero. Such a unique me-
chanical state, characterized by the absence of any sound, is
referred to as sonic vacuum[6].Sonic vacuum is the

unique mechanical
state characterized

by the absence of
linear sound.

Consequently, mechanical strains that arise for instance, in
response to an impulse given to one of the beads, evolve into
strongly non-linear waves that propagate as spatially compact
excitations known as solitary waves. Note, in this example we
have considered a chain of macroscopic beads (or balls) ar-
ranged in a line. In principle, this allows the possibility for the
beads to break contact with each other. However, the state of
sonic vacuum defined above simply stems from the non-linear
power law interaction potential and exists even if we replace the
beads with point nodes that interact with a non-linear spring,
where both spring stretching and compression are accommo-
dated. In subsequent sections, we will explore these examples
in more detail.

1.1.4 Examples of fragile matter in two dimensions

As a minimal two dimensional model for fragile matter with
disorder, we consider an amorphous packing of frictionless sph-
eres (or disks) that interact repulsively upon overlap (including
the possibility of no overlap as in hard disks). The unique con-
trol parameter specifying such a system is the packing fraction,
φ defined as the ratio of the volume occupied by the spheres
to the total volume of the sample. Extensive simulations have
revealed the existence of a critical packing fraction φc, at which
the packing undergoes a jamming (or rigidity) transition - be-
low φc, the particles do not overlap and the energy, pressure
and number of contacts between particles is zero. Above, φc
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the energy, pressure, number of contacts, shear and bulk mod-
ulii are non-zero and scale with the distance from the critical
point; δφ = φ−φc.

If the interaction potential between particles that overlap by
an amount δ is V(δ) ∼ δα, then for α = 2 (harmonic interac-
tion), the bulk modulus at the critical point is finite, but it is
found that the shear modulus still vanishes. This is an example
where fragility arises macroscopically and here, the amorphous
arrangement of the spheres plays a crucial role. For α > 2

(strongly non-linear interaction), the local spring constant de-
fined as the second derivative of the interaction potential (as in
the one dimensional example) vanishes in the limit δ0 → 0. Con-
sequently, at the critical point both the bulk and shear modulus
are zero.

Another extensively studied model for fragile systems is a
random network of harmonic springs that may be derived from
the amorphous packing of spheres by replacing their centres
with nodes and by modelling the interaction between neigh-
bouring overlapping spheres with springs that can both, stretch
and compress (two sided interaction). Such a random network
of springs is often also used as a starting point to model poly-
mer networks and glasses. Here, the control parameter is the
average number of nodes each node is connected to, i.e., z. If
we start with a loose arrangement of spheres, then at the rigid-
ity transition, φc, the average connectivity z also jumps discon-
tinuously from zero to a critical value zc = 2d (also called the
isostatic value ziso), that according to Maxwell’s criteria marks
the onset of mechanical rigidity for a lose particulate system
in d dimensions. The mechanical properties above the critical
value, are seen to scale with the distance from the critical value
as δz = z− zc.1

In these examples, the vanishing of one or both the elastic
modulii near the critical point leads to fragility that dictates
their mechanical properties well beyond the critical point itself.
We next explore as a consequence, some of the non-linear exci-
tations that result when we strain at a uniform rate, one of the
boundaries of the above model systems.

1 Once a random network is used as a model under study though, there is
no constraint in making z < ziso (due to springs that connect neighbouring
nodes, it is no longer a loose arrangement of particles) and the mechanical
properties below the isostatic value constitutes an active area of research.
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Figure 1.4: Schematic illustration of left: compressing an amorphous
packing of soft frictionless disks close to the critical pack-
ing fraction φc with a piston moving at a uniform speed
up. This results in a velocity field (illustrated in red)
that corresponds to a uni-axial shock front that propa-
gates along the direction of compression (x−direction) at

a speed vs ∼ u
α−2
α
p . right: shearing a random network of

harmonic springs close to the isostatic value zc results in
a shear front that propagates transverse to the direction of
shearing . The velocity field is defined by averaging the
longitudinal speeds of nodes. For high strain rates, the
speed of propagation of non-linear shear fronts depends
upon the applied strain rate as vf ∼ γ1/2.

1.1.4.1 Compression shocks in amorphous packings:

Consider first the two dimensional packing of soft frictionless
disks close to the critical point φc (see Fig. (1.4) left panel),
where overlapping nearest neighbours interact with a purely
non-linear potential of the form V(δ) ∼ δα, α > 2. As shown in
Fig. (1.4) left panel, compressing one end of the packing at a
uniform rate up results in a compressive shock front (red field)
that propagates along the direction of compression at a speed

vs ∼ u
α−2
α
p (see Fig. (1.5)). Since on either side of the shock front

the number of disks is conserved, the relation between the driv-
ing speed up and the front speed vs may be obtained from the
conservation of number density.

In a frame of reference moving at the front speed vs, the flux
q to the left of the front equals the flux to its right- ql = ρl(up−
vs) = ρr(0− vs) = qr. This is known as the Rankine-Hugoniot
condition for the shock speed:

vs = up
ρl

ρl − ρr
. (1.6)

Assuming now, that the average overlap between disks in the
un-compressed region (right of the front) is δ0 and in the com-
pressed region (left of the front) is δs, the respective number
densities in the two regions are ρl = 1

2R−δs
and ρr = 1

2R−δ0
,
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where R is the average radii of the disks. Substituting in Eq.
(1.6), we arrive at vs = up

2R−δ0
δs−δ0

which for strongly non-linear
fronts δs � δ0, yields vs ∼

up
δs

.
Next, we make the working assumption that the particles en-

veloped within the region of the shock (see Fig. (1.4) red region)
satisfy a Virial-like relation, i.e., in steady state, there exists a
balance between the disk kinetic energies and the induced po-
tential energy u2p ∼ δαs . Then, the average compression induced

by the propagating front is δs ∼ u
2
α
p . This non-trivial scaling rela-

tion is a consequence of the non-linear local interactions and is
verified numerically[26]. Thus, for strongly non-linear shocks,
the shock speed is related to the driving rate via

vs ∼
up

δs
= u

α−2
α
p . (1.7)

As alluded to earlier, this is a defining feature of non-linear
waves: the speed of propagation depends upon the amplitude
of the wave, unlike for linear sound waves, where the speed of
propagation is independent of the amplitude (for instance, if
α = 2, vs becomes independent of up). As shown in Fig. (1.5)
left panel, this scaling relation is in very good agreement with
numerical findings (shown for α = 5

2 ) and is also confirmed in
recent experiments [7].

1.1.4.2 Densification fronts in hard sphere gas below the critical
point:

In a recent experimental study, it is shown that uni-axially com-
pressing a two dimensional loose assembly of hard binary disks
below the jamming critical density φj, leads to a densification
front that travels along the direction of compression, leaving the
region enveloped by the front jammed at φj [8]. This is analo-
gous to the red region shown in Fig. (1.4) left panel, except
that for hard disks, the maximum packing fraction saturates at
φj < φc. Since the number of disks behind and ahead of the
front is conserved, the Rankine-Hugoniot condition Eq. (1.6)
still holds. However, for hard disks, the region to the left of the
front can be compressed to its maximum density φj and thus
the front speed is simply related linearly to the driving speed
vs = up

φj
φj−φ0

, where φ0 < φj is the initial packing fraction.
Notice, this relation is also obtained by taking the hard sphere

limit of Eq. (1.7) : vs ∼ limα→∞ uα−2αp = up.
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1.1.4.3 Shear fronts in random spring networks:

Next, we consider a random network of nodes connected by
harmonic springs in the vicinity of the critical point , with an
average connectivity z > zc. Here, fragility manifests in the
vanishingly small shear modulus that scales linearly with the
distance from the critical point G ∼ ∆z. Consequently, as we
approach the critical point from above, the transverse speed of
sound c ∼

√
G also drops to zero.

This limited window of linear response near the critical point,
manifests in a non-linear constitutive stress-strain relation (in
the frequency independent regime) for the shear stress as a
function of shear strain applied at the boundary: [2]-

σ = Gγ+ κγ|γ|. (1.8)

Here, σ ≡ σxy is the coarse grained shear stress, γ is the shear
strain and κ is the coefficient of the first non-linear term (in-
dependent of ∆z). Upon comparing the two terms on the right
hand side, we find the critical strain γc = G

κ , beyond which the
elastic response is predominantly non-linear. Note that, as we
approach the critical point, ∆z → 0, the critical strain γc →
0 and thus, an infinitesimally small strain elicits a strongly
non-linear response. Since the constitutive random spring net-
work is composed of purely harmonic springs, the strongly
non-linear response near the critical point, highlights the macro-
scopic fragility of these networks, although the origins of non-
linearity remain local (see Supplementary Information E).

The dynamics of energy propagation can now be explored by
conducting numerical experiments analogous to the ones con-
sidered previously for an amorphous packings of frictionless
spheres, but now in the transverse direction. Here, it is found
that by shearing one edge of the sample at a uniform rate below
the critical strain rate γc (in dimensionless units, the strain and
strain rates coincide), initially gives rise to a transient super-
diffusive spreading of the transverse velocity field away from
the shearing zone, see Fig. (1.4) right panel. At later times how-
ever, this crosses over into a well defined shear front that propa-
gates with the transverse speed of sound c ∝

√
G. Interestingly

though, the linear shear fronts are not in a steady state, i.e., their
widths continue to increase with time. We understand this be-
haviour as arising from the increasingly heterogeneous elastic
displacement field near the critical point, that makes the ran-
dom spring networks an over-damped system, despite no mi-
croscopic mechanism for dissipation being present. This unique
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feature is a direct evidence of how the underlying network dis-
order manifests in the properties of the shear front, causing
their widths to spread diffusively with time [9].

For strain rates γ > γc, the constitutive stress-strain rela-
tion described by Eq. (1.8) is non-linear and results in super-
sonic shear fronts. From Eq. (1.8), we identify a non-linear mod-
ulus Gnl = G+ κγ, and consequently a characteristic non-linear
speed of propagation that is a function of the applied strain
rate:

vf =

√
Gnl

ρ
=

√
c2 +

κγ

ρ
. (1.9)

Notice, for γ � γc, the front speed approaches the transverse
speed of sound c and is independent of the strain rate (driv-
ing amplitude). On the other hand, for γ� γc, the front speed
becomes independent of c (and hence ∆z), and depends only
upon the applied strain as vf ∝ γ

1
2 , this we classify as the

strongly non-linear regime.
In Fig. (1.5) , right panel, we see the analytically predicted

speed of propagation Eq. (1.9)(solid lines) compared against
numerical findings (symbols) for a range of dz. For γ < γc, the
speed of propagation is independent of the applied strain rate
and agrees very well with the numerically determined trans-
verse speed of sound. For γ > γc, we observe non-linear fronts
that propagate at speeds that depends on the applied strain
rate and the numerical findings are in very good agreement
with the analytical estimate in Eq. (1.9). For γ � γc, we enter
a strongly non-linear regime where the front speed depends
quadratically upon the applied strain rate as vf ∝ γ

1
2 while

becoming independent of ∆z.
The behaviour of shear fronts in the strongly non-linear regime

is analogous to the strongly non-linear compressional fronts ob-
served in amorphous packings of soft frictionless disks where

for sufficiently large driving speeds, vs ∼ u
1
5
p (for α = 5

2 inde-
pendent of the packing fraction). Thus, we find that despite the
disparate sources of fragility (local versus global), the physics
of energy propagation in the form of strongly non-linear waves
is one of the defining features of fragile matter near their critical
point. Note also, despite the differing exponents that capture
the front speed as a function of driving rate, in both cases, the
front speeds in the strongly non-linear regime is independent
of the underlying microstructure, not being dependent on the
distance from the critical point (δφ or δz).
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Figure 1.5: The front speed as a function of applied strain rate for
left: compressional shocks in a jammed amorphous pack-
ing of soft frictionless disks for α = 5

2 in agreement with

the relation vs ∼ u
1
5
p (dashed line) for high strain rates.

The symbols correspond to numerical data of the front
speed, obtained for a range of initial packing fractions
δ0. right: shear fronts in random network of harmonic
springs shown for a range of coordination numbers dz.
The solid lines correspond to the analytical prediction Eq.
(1.9) while symbols correspond to numerical data for the
front speed.

1.2 disorder as an effective viscosity ?

Understanding the nature of disorder in amorphous materials
is still an arduous task. In particular, for fragile matter near the
critical point, the breakdown of linear elasticity and the result-
ing non-linear response makes a quantitative analysis difficult.
Notwithstanding, disorder has some clear signatures in the dy-
namical response of these systems, that we could try to explore.

At a simpler, qualitative level, the process of defining uni-
axially propagating fronts involves an averaging over the de-
grees of motion transverse to the direction of propagation. See
for instance Fig. (1.4), where for compressional fronts propagat-
ing along the horizontal x− direction, an averaging of the par-
ticle speeds over the transverse y- direction is necessary. Simi-
larly for the shear fronts, an averaging along the horizontal di-
rection is implied. For amorphous packings, this process thus
necessarily involves ignoring a part of the energy that is being
supplied at the boundaries. The net result is that this loss of en-
ergy effectively acts as a source of dissipation, that we refer to
as an effective viscosity. The way this effective viscosity mani-
fests in the properties of the propagating fronts however, differs
in details.



1.2 disorder as an effective viscosity ? 13

The steadily propagating compressional shocks in amorphous
packings are a consequence of the interplay between locally
non-linear inter-particle interaction potential and the granular
nature of the medium, that acts as a source of dispersion. The
shock widths are thus a few grain diameters and happen to be,
independent of the shock amplitude. As a result, the leakage of
energy (or the effective viscosity) into degrees of motion trans-
verse to the direction of propagation of the front, do not effect
the shock width but act as a small perturbation that smooths
out the shape of the shock profiles, in contrast to the oscillatory
profiles observed in more ordered packings [26]. 2

By contrast, both the linear and non-linear shear fronts ob-
served in random spring networks are a macroscopic phenomen-
on. The increasingly heterogeneous (non-affine) elastic displace-
ment field close to the isostatic value, spills a large part of the
energy into degrees of motion transverse to the ones being ex-
cited at the boundaries. For shear fronts, this amounts to a loss
of energy into longitudinal excitations and several numerical
studies have indicated that this loss diverges with the distance
from the critical point l∗ ∼ ∆z−1/2. Consequently, both in the lin-
ear and non-linear regimes, random spring networks are found
to be over-damped and the propagating fronts never achieve a
steady state. Instead, their widths continue to grow with time.
For instance, upon rescaling the temporal diffusive spreading
of the linear shear fronts for strain rates γ < γc, the front widths
are observed to be dictated by the diverging length l∗. Since this
effect mimics the effect of viscosity (in setting the width of the
shock transition region), disorder emerges as an effective vis-
cosity that diverges as the critical point [9].

The densification fronts observed below the hard disk jam-
ming density φj are found to be in a steady state and sat-
isfy a Burgers-like non-linear diffusion equation. Like the shear
fronts in random spring networks, a diverging length scale
lj ∼ (φj − φ0)

−0.65 sets the widths of the propagating fronts
that now scales as η = uplj, where up is the driving speed [8].
Physically, the length scale lj here is found to be the character-
istic length scale associated with longitudinal velocity-velocity
correlation function.

2 It is not the intention to convey here that these observations are obvious. We
are only drawing some of these conclusions after having done the numerical
experiments.
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1.3 this thesis

As part of this thesis, we will try to understand the interplay
between the strongly non-linear waves and the underlying dis-
order, in models of fragile matter that are in the vicinity of
the critical point. For instance, to better understand the role of
disorder in jammed amorphous packings close to their critical
packing fraction, we will study what happens to an impulse
that is imparted at one of the edges of such a packing. This
is in contrast to the compression experiments discussed previ-
ously, where an amorphous packing of soft frictionless disks
is compressed at a uniform rate resulting in steadily propagat-
ing shock fronts. Rather, the study of impulse propagation will
somewhat simplify the analysis and bring to the fore, the role
played by disorder as a mechanism that continually takes en-
ergy away from the propagating excitation.

As our first step towards this, we will consider a two dimen-
sional hexagonal packing of soft frictionless disks that are just
in contact with their nearest neighbours and thereby, constitute
a state of sonic vacuum (upon overlap the disks interact with
the nonlinear Hertz potential). As the simplest form of disor-
der, we will consider an isolated impurity that we model as an
interface that separates two hexagonal packings composed of
disks with different masses so that on one side of the interface
all the disks (particles) have a mass m1 and on the other side all
the disks have a mass m2. The elastic isotropy of the hexagonal
lattice will essentially reduce the study of impulse propagation
to a one dimensional problem, whose analytic solitary wave so-
lutions are by now well established. Consequently, by mapping
the resulting solitary wave excitation to a quasi-particle with an
effective mass, we will be able to (approximately) understand
the interaction of the solitary wave with the interface for differ-
ent choices of mass ratios A = m2/m1.

Our understanding of the solitary wave behaviour across the
interface will equip us with some approximate analytical tools
to then study the problem of solitary wave propagation in a
hexagonal lattice with particle masses distributed randomly.
Subsequently, we will find a good estimate of how increas-
ing the disorder (variance in mass distribution), increases the
damping rate of the propagating solitary wave.

For a larger variance in the mass distribution, we will find a
new regime of wave propagation and an associated decay rate.
We will see that it is no longer possible to identify a propagat-
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ing solitary wave except at the very early stages of the evolu-
tion of the impulse. Instead, we will find that the initial impulse
soon transitions into a triangular shock like propagating front
whose amplitude decays as it traverses the medium. This ex-
treme limit of high disorder in particle masses then provides
us with a link to the physics of impulse attenuation in amor-
phous packings where again an initial impulse transitions into
a triangular shock front whose amplitude decays with the same
power law exponent as in the hexagonal packing.

The attenuation of the impulse then leads to some interest-
ing consequences. As noted, disorder will cause the energy ini-
tially localized in an impulse to be distributed throughout the
amorphous packing (of finite size). Consequently, in a system
with no intrinsic mechanism to dissipate energy, the particles
will continue to fluctuate forever. This we imagine as a granu-
lar analogue of temperature where the passage of the impulse
effectively fluidizes the amorphous packing and where the en-
ergy of the impulse plays a role that is analogous to tempera-
ture (but not really in thermal equilibrium). As a consequence,
the emergent mechanical state will have a finite bulk modulus
and a viscosity that we will see is consistent with the descrip-
tion of a one dimensional fluid in equilibrium (recall, we started
with an amorphous packing at the critical point where it has
vanishingly small bulk and shear modulus).

The emergence of a granular analogue of temperature and a
fluctuation induced rigidity then motivates us to study an ex-
ample of fragile matter that is explicitly coupled to a source of
thermal fluctuation. The coupling to the heat bath forces the
system to be truly in a state of thermal equilibrium. As the
simplest toy model, we will adopt a one dimensional chain of
strongly non-linear Hertz springs coupled to a heat bath. We
will then study the propagation of an impulse along this chain
and find that for small thermal fluctuations, the impulse again
evolves into the same solitary wave solution that are the charac-
teristic excitations in a granular chain of beads. By mapping the
solitary wave to a quasi-particle, we will find that its dynamics
can be described in analogy with that of a Brownian particle.

In the last chapter, we will shift our attention to another
model of fragile matter: a two dimensional disordered network
of linear springs, where the loss of rigidity (vanishing shear
modulus) is a collective phenomenon. By shearing one edge of
the sample at a uniform rate we will study the resulting dynam-
ics, finding both a linear and non-linear regime for the propa-



16 introduction

gation of the shear front. In addition, within the linear regime,
we will find that at early times, there is no front propagation
but only a super-diffusive spreading of the energy away from
the shearing edge.



G R A N U L A R I N T E R FA C E S

In order to build up the tools to study the propaga-
tion of strongly non-linear solitary waves in a two
dimensional amorphous material, we begin here by
looking at the interaction of the solitary wave with
an isolated impurity modelled as a granular inter-
face formed between two hexagonal lattices com-
prising particles with different masses. By treating
the solitary wave as a quasi-particle with an effec-
tive mass, we construct an intuitive (energy and lin-
ear momentum conserving) discrete model to pre-
dict the amplitudes of the transmitted and reflected
solitary waves generated when an incident solitary
wave, parallel to the interface, moves from a lighter/-
denser to a denser/lighter granular hexagonal lat-
tice ‡.

‡ This chapter builds on the work done in the master’s thesis by A. Tich-
ler (2012) . Further research ideas evolved out of discussions with V. F.
Nesterenko ,V. Vitelli and L.R. Gomez and are presented in reference [39].
Thanks to L.R. Gomez for simulations and accompanying figures.
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2
G R A N U L A R I N T E R FA C E S

In this chapter, we start with the two dimensional problem of
determining the reflection and transmission of a strongly non-
linear solitary wave-front incident upon an interface between
two hexagonal lattices both in a sonic vacuum (zero sound
speed), but with different particle masses specified by the ra-
tio A = m2/m1. We treat the solitary wave as a quasi-particle
with an effective mass and model the interaction with a two-
dimensional granular interface, as an elastic collision process
conserving energy and linear momentum that is validated by
simulations. Here, two distinct scenarios emerge valid approxi-
mately for - (a) A ∼ 1 and (b) A� 1.

In the case A ∼ 1, the incident solitary waves evolves into
two new solitary waves, a leading one that is transmitted into
the lighter medium and a smaller one, that is either reflected
or transmitted depending upon the mass ratio being greater or
less than 1. This is simply modelled as an elastic disintegration
of a solitary wave. In the A� 1 case, the solitary waves moves
from a much denser medium to a lighter medium and it is seen
that the last row of “heavy" beads at the interface, absorbs on
a “fast" time scale the main part of the energy and linear mo-
mentum of the incident solitary wave-front (assumed parallel
to the interface) and detaches from the heavy medium while
repeatedly colliding with the the lighter medium, see Fig. (2.1)
(c). Through this process, the last row decelerates on a “slower"
time scale, and generates a train of asymptotically well sepa-
rated solitary waves in the “lighter" sonic vacuum. Crucial to
understanding this phenomenon is the role of contact breaking
at the interface and the resulting break-down of the continuum
approximation that we model using an elastic collision process
between the heavy beads and the solitary wave quasi-particle.

We then apply our understanding from the study of parallel
interfaces, to study how a solitary wave that is incident at an an-
gle to the interface, moves from one medium to another. Here,
we find that the angles of refraction and reflection of the the
leading solitary waves that are generated as a result of the elas-
tic disintegration, are surprisingly well captured by a granular
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analogue of Snell’s law that holds irrespective of the solitary
wave-front amplitude, for small angles of incidence.

2.1 simulations

In order to investigate the solitary wave scattering at a two di-
mensional granular interface, we perform molecular dynamics
simulations for a hexagonal packing of 104 frictionless spher-
ical grains, using periodic boundary conditions. As shown in
Fig. (2.1), an interface is introduced by assigning a mass m1 to
the rows of grains on its left (shown in red) and a mass m2 to
rows on its right (shown in yellow). Both portions of the hexago-
nal lattice are comprised of grains with zero initial overlap and
equal diameters. Two grains of radius R and masses {mi,mj}

at positions {~xi,~xj} interact via a one-sided non-linear repulsive
potential following Hertz law [5]

Vij =
Kij

α
δij

5
2 (2.1)

only for positive compressional strains δij ≡ 2R− |~xi −~xj| > 0,
otherwise Vij = 0, when δij 6 0. Here, the interaction parameter
Kij =

2
3RE

∗
ij is expressed in terms of the effective Young’s modu-

lus of the two particles, E∗ij, see Ref. [20] for more details. Conse-
quently, due to the non-linear interaction potential and absence
of any initial overlap between grains, both the hexagonal lat-
tices are in a state of sonic vacuum. At t = 0, we impart to the
left-most row a speed up and subsequently integrate Newton’s
equations of motion numerically subject to periodic boundary
conditions perpendicularly to the direction of propagation. As
seen in Fig. ( 2.1) (a), we see a well defined solitary wave that
propagates along the direction of impact.

2.2 quasi-particle model

We take advantage of the isotropic elasticity of the hexagonal
lattice to assume that the dynamics of a solitary wave-front par-
allel to the interface, as in Fig. (2.1), is effectively one dimen-
sional and governed, in the continuum limit, by the non-linear
wave equation Eq. (A.10):

ξtt = c
2

[
ξ
3
2 +

2R2

5
ξ
1
4 (ξ

5
4 )xx

]
xx

, (2.2)

where c is a material constant and ξ(x, t) is the strain field
ξ(x, t) = −∂xu(x, t) expressed in terms of the particle displace-
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ment field, u(x, t), along the x direction. The left-hand side of
Eq. (2.2) is the standard inertia term, the second term on the
right-hand side captures non-linear dispersive effects, while the
first arises from the restoring force as in the wave-equation, if
one considers that the force is not linear, but it depends on ξ3/2

according to Hertz law.
As discussed in the previous chapter, a strongly nonlinear

solitary wave solution of Eq. (2.2) can be derived analytically
[6] and it has been validated by extensive simulations and ex-
periments mostly on granular chains [15, 6, 23, 24, 17, 33, 26, 27].
Crucially, the total energy E = P2

2meff
carried by the solitary wave

depends quadratically on its total momentum P, which allows
the interpretation of the solitary wave as a quasi-particle with
an effective mass meff ≈ 1.4m. We next use this quasi-particle
interpretation of the solitary wave to study its interaction with
a two dimensional granular interface.

2.3 weak disorder

If the ratio of bead masses on either side of the interfaceA = m2
m1

is nearly equal to 1, an initial solitary wave excitation is seen to
split at the interface into two new solitary waves: a leading soli-
tary wave that crosses the interface into the new medium and
a smaller solitary wave, that is either reflected back or trans-
mitted depending on the mass ratio being greater or less than
one. The quasi-particle notion of the solitary wave provides a
simplified model to study the interaction of the solitary wave
with the granular interface as an elastic collision process (con-
serving momentum and energy) resulting in the disintegration
of the initial solitary wave into two new solitary waves [17, 39]
-

P0 = P1 + P2, (2.3)
P20

2m1,eff
=

P21
2m1,eff

+
P22

2m2,eff
(2.4)

where, P0 is the momentum of the incident solitary wave, P1
is the momentum of the smaller reflected or transmitted soli-
tary wave and P2 is the momentum of the leading transmitted
solitary wave. Solving, we obtain

P1 =
P0 (1−A)

(1+A)
, (2.5)
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where A ≡ m2,eff
m1,eff

and

P2 =
2P0
1+A

A. (2.6)

The predicted momentum P1,P2 are found to be in good agree-
ment with numerical data in both one and two dimensional
granular interfaces for A ∼ 1 [17, 39]. Since this case is well
studied and we will make further use of it in a later chapter
where the validity of this result will be explicitly used (Chap-
ter 3), we now turn to discussing the more novel observations
when the mass ratio A� 1.

2.4 strong disorder : A � 1

As shown in Fig. (2.1)(a), the initial impulse imparted to the
left most beads, leads to the generation of a non-linear wave
front parallel to the interface that travels towards the right with
a speed Vs ∼ u

1/5
p analogously to solitary waves in granular

chains [6]. At t0, all the energy and linear momentum P0 of
the incident solitary wave is concentrated in the “heavy" (red)
chain of beads and we have an undisturbed chain of “light"
(yellow) beads. At later times, shown in Fig. (2.1)(b), when
the solitary wave has interacted with the interface, we see a
ruptured interface with one of the inter-facial rows of heavy
(red) beads “dancing" in contact with the lattice of lighter (yel-
low) beads, throttling the generation of an oscillatory wave pro-
file in the lighter lattice close to the interface. This oscillatory
wave is subsequently disintegrated into a sequence of separate
solitary waves, as shown in Fig. (2.1)(c). The separate solitary
waves propagate with different speeds (dependent on their am-
plitude), while a second collision of the “dancing" interfacial
row of particles, shown in Fig. (2.1)(d), generates a second de-
layed solitary-wave train with smaller amplitudes.

The notion of the solitary wave as a quasi-particle again al-
lows us to construct a simple quasi one-dimensional model for
the generation of the solitary wave train, illustrated schemati-
cally in Fig. (2.2). At t0, we assume that a chain of light yellow
beads is uncompressed and all the energy and linear momen-
tum P0, carried by the incident solitary wave, is concentrated
in the heavy red interfacial particle. At a subsequent time t1 a
single solitary wave is generated in the light chain by reduc-
ing the energy and linear momentum of the interfacial heavy
particle. We apply conservation of energy and linear momen-
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Figure 2.1: Time sequence leading to the generation of a solitary wave
train in simulations. The (red) beads on the left of the
interface constitute the heavier medium with mass m1
and the (yellow) beads on the right of the interface con-
stitute the lighter medium with mass m2. The mass ratio
A ≡ m2

m1
= 0.125. The velocity field overlayed in green,

denotes the instantaneous speeds of the beads.
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Figure 2.2: (a) Schematic illustration of our model for the formation
of a solitary-wave train, side-view. (b) Momentum ratios
P2,n
P2,1

between the n-th solitary wave and the leading one in
the train for A = m2

m1
= 0.125. Red circles are the theoreti-

cal predictions while the black squares are the numerical
values from the simulations of Fig. (2.1).

tum to the collision process between the “dancing" bead with
mass m1 and the solitary wave, treated as a quasiparticle with
mass m2,eff. Note, it is here that the effective mass of the soli-
tary wave becomes crucial to our understanding of the process,
unlike the case for A ∼ 1, where the collision is between two
solitary waves with effective masses that are rescaled by the
same constant value (≈ 1.4) and thus cancel out. We calculate
the momentum of the “dancing" interfacial particle P1,1 after
the first collision as

P1,1 =
P0 (B− 1)

(B+ 1)
, (2.7)

where B ≡ m1
m2,eff

. The momentum P2,1 carried by the first lead-
ing solitary wave at t = t1 is

P2,1 =
2P0
B+ 1

. (2.8)

At time t2 another independent single solitary wave is gener-
ated in the "light" chain, further reducing the energy and linear
momentum of the "dancing" interfacial particle. Upon apply-
ing conservation of energy and linear momentum, as before,
and assuming that the first solitary wave does not participate
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in this process, we find the momentum of the “dancing" particle
at t = t2, P1,2, and of the second solitary wave, P2,2, as

P1,2 =
P0 (B− 1)2

(B+ 1)2
,P2,2 =

2P0 (B− 1)

(B+ 1)2
. (2.9)

Upon iterating this process n times (assuming that the genera-
tion of each solitary wave occurs independently and does not
interfere with the previous or subsequent solitary wave) , we
find that the “heavy" interfacial bead at t = tn is left with a
linear momentum P1,n while the n-th solitary wave carries mo-
mentum P2,n given by

P1,n =
P0 (B− 1)n

(B+ 1)n
,P2,n =

2P0 (B− 1)n−1

(B+ 1)n
. (2.10)

Fig. (2.2)(b) illustrates the favorable comparison of P2,n
P2,1

=(
B−1
B+1

)n−1
against numerical data (red circles) for A = 0.125.

The amplitudes of the delayed secondary sequence of solitary
waves generated is neglected in our approximate model.





D I S O R D E R E D PA C K I N G S

In the previous chapter we found that approximat-
ing the solitary wave as quasi-particle, provides us
with a simple model to study its interaction with
an isolated granular interface characterized by mass
mismatch. Upon crossing the interface, the solitary
wave was seen to disintegrate into approximately
two solitary waves when the mass ratio is small.
This suggests that if we keep track of the leading
transmitted solitary wave as it propagates through
a series of well separated interfaces as a model for
a medium with mass disorder, we will find the soli-
tary wave amplitude to decrease with distance.

In this chapter, we study numerically and analyti-
cally the decay of the solitary wave excitations in
such a two dimensional mass disordered and amor-
phous packings of grains that are just in contact
with their nearest neighbours. We find that there
is a regime of weak mass disorder, where the soli-
tary wave excitation generated in response to an im-
pulse decays exponentially at early times, with a
rate that depends upon the amount of disorder. In
the long time limit, the initially well defined soli-
tary wave soon transitions into a triangular shock
like profile, whose amplitude decays as a power law
with an exponent that is consistent with 1

2 and in-
dependent of the amount of disorder. Additionally,
there is a regime of strong disorder where the quasi-
particle model is not adequate to model the interac-
tion of the solitary waves with the material inhomo-
geneities. Rather in this regime, the power law de-
cay is the dominant mechanism of attenuation and
we observe this in hexagonal lattices with strong
mass disorder (large variance in masses) as well as
in jammed amorphous packings close to their criti-
cal packing fraction *.

* The research ideas presented in this chapter evolved out of discussions with
L. R. Gomez and V. Vitelli and are part of Reference[45]. Thanks to L.R.
Gomez for the 2D simulations and accompanying figure 3.3.
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A M O R P H O U S PA C K I N G S

We now consider, simple models of a disordered two dimen-
sional packing. As a first step, we begin with a hexagonal lat-
tice of particles that are just in contact with their nearest neigh-
bours, but with particle masses distributed as a normal random
variable. We again excite the packing with an impulse imparted
to one end of the sample and follow the evolution of the exci-
tation. Here, we find two distinct regimes of attenuation of the
initial impulse excitation.

3.1 exponential attenuation : weak disorder

For weak mass disorder (or a small variance in masses), a well
defined solitary like wave is formed in response to an impulse.
As the initial solitary wave propagates through the packing, it
begins to attenuate and we find the initial stages of this attenu-
ation to be well approximated as an exponential decay (see Fig.
(3.3), left panel top inset).

In the last chapter, we used the quasi-particle approximation
of the solitary wave to study the disintegration of a solitary
wave across a mass interface [17, 39]. Consider again, an inter-
face between two regions of sonic vacuum with grain masses
m1,m2 respectively. For mass ratios A = m2

m1
close to 1, a soli-

tary wave initially moving with amplitude P0 is seen to split
into two new solitary waves, with momentum P1,P2 that may
be obtained using an elastic collision model that conserves the
quasi-particle energy and momentum -

P0 = P1 + P2,
P20
m1,eff

=
P21
m1,eff

+
P22
m2,eff

(3.1a)

from where, we obtain

P1 =

(
1−A

1+A

)
P0, (3.2a)

P2 =

(
2A

1+A

)
P0. (3.2b)
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Figure 3.1: (a) The exponential decay of the solitary wave energy U2p
as a function of distance x along a one dimensional chain
of granular particles with mass disorder modelled as a
normal random variable with mean 1 and variance ε2. (b)
The noisy state comprising of a non-linear superposition
of several smaller solitary waves left behind by the leading
solitary wave as it interacts with the disorder. The main
panel compares the exponent in Eq. (3.6) (solid red line)
against numerical data (black circles).

Thus, the ratio of transmitted to incident energy is

m1,eff

m2,eff

P22
P20
≡ TE
T0

=
4A

(1+A)2
. (3.3)

In order to study the propagation of the solitary wave in a
medium with weak mass inhomogeneity, consider a chain of
beads with the mass ratio of neighbouring beads i, j related via
mi = Ai,jmj, where Ai,j = 1+ Ni,j(0, ε2), The normal random
variable Ni,j(0, ε2) has mean 0 and variance ε2. Upon appeal-
ing to the localized nature of the solitary wave (its width being
around 5 bead diameters and also independent of the ampli-
tude of the solitary wave), we treat each bead as an interface
and invoke the quasi-particle elastic collision model.
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Thus, the energy of the leading solitary wave after the first
collision is

T1 =
1+ εN1(0, 1)

(1+ ε
2N1(0, 1))2

T0

≈
[
(1+ εN1(0, 1))

(
1− εN1(0, 1) +

3

4
ε2N2

1(0, 1)
)]
T0

≈
[
1−

1

4
ε2N2

1(0, 1)
]
T0,

where, we have retained terms up to order ε2. Iterating this
process n− times, we find that the solitary wave energy after it
has propagated n beads diameters is approximately

Tn ≈
[
1−

1

4
ε2N2

n(0, 1)) · ·(1−
1

4
ε2N2

1(0, 1)
]
T0. (3.4)

Retaining terms only to order ε2, we find

Tn

T0
≈ 1−

1

4
ε2

n∑
k=1

N2
k(0, 1),

≈ 1−
1

4
ε2χ2(n), (3.5)

where, χ2(n) is the chi function with an expectation value n.
Taking the mean, we obtain that the average solitary wave en-
ergy after propagating n beads diameters reads

〈Tn〉
T0
≈ 1− 1

4
nε2 ≈ e−

n
4 ε
2
. (3.6)

As shown in the inset to Fig. (3.3) top inset, this estimate
is in very good agreement with numerical observations on an
hexagonal packing and for the solitary wave attenuation in
weakly-disordered granular chains [34]. Note, as the solitary
wave propagates through a disordered lattice, at each subse-
quent collision with the material inhomogeneity, a smaller exci-
tation in addition to a leading solitary wave is generated. This
is the simplest example of how disorder effectively acts as a
source of dissipation for the solitary wave, despite no source
of microscopic dissipation being present in the lattice. We refer
to this regime of attenuation, where the initial stages of expo-
nential decay can be well captured, as the weakly disordered
regime. Note, the reason we do not obtain an exact quantitative
match in two dimensional packings is because in constructing
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our quasi-one dimensional model, we are inevitably ignoring
transverse degrees of motion that are necessarily excited. How-
ever, the exponential decay is in very good agreement with nu-
merical studies on one dimensional lattices, including the pre-
factor 1

4 for small ε, see Fig. (3.1) [34].

3.2 strong disorder

Our study in the previous chapter on the formation of a solitary
wave train across an interface for mass ratios A � 1, provides
an important prelude to the propagation of a solitary wave in
a strongly disordered lattice. Consider for instance, a hexago-
nal lattice with masses distributed normally but with a large
variance in the grain masses. Here, numerical observations re-
veal that an initial solitary wave (still modelled approximately
by the Nesterenko solitary wave) soon transitions into a trian-
gular shock like propagating front whose amplitude decays as
a power law, while the regime of exponential decay is barely
identifiable, see Fig. (3.3) middle inset.

What is the manifestation of multiple scattering by strong
heterogeneity around the mechanical state of sonic vacuum ?

As may be anticipated by the formation of the solitary wave
train during a collision with a strong heterogeneity, if multi-
ple such closely located regions of strong disorder are present,
multiple overlapping solitary waves will be formed. In turn, the
solitary wave train will not have the occasion to separate into
isolated solitary waves, since that requires a homogeneous re-
gion for them to separate asymptotically. As a result, we are
only able to follow the evolution of an envelope of many such
solitary waves and the spatial extent of the envelope continues
to grow as more and more wave trains are generated. Eventu-
ally we find that such an envelope spans several hundred grain
diameters and acquires a nearly triangular shock like profile.

The power law decay in this regime, reveals a striking sim-
ilarity for the long time decay in a hexagonal packing with
weak mass disorder, the dominant regime of decay in a hexag-
onal packing with strong mass disorder (large ε) as well as the
dominant mechanism of decay in amorphous jammed pack-
ings, see Fig. (3.3). In all these cases, a triangular shock like
profile emerges, whose leading edge decays as a power law x−r

with an exponent approximately r ≈ 0.5 (solid red line). This
exponent seems to be independent of the amount of disorder.
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Figure 3.2: The cylindrical box around a sphere for an effective
medium description. Here, R is the radius of the sphere
and cylinder, while δ is the average compression.

In a recent study, the existence of very long wavelength trian-
gular shock like fronts in a one dimensional chain of granular
particles is established [43]. Here, we find that due to material
inhomogeneities, an initial excitation in two dimensional dis-
ordered packings, naturally evolve into long wavelength shock
solutions and their power law decay may be captured approxi-
mately (ignoring transverse excitations) from the conservation
of energy [31, 43]. Below, we review the derivation of the long
wavelength waves and then provide an intuitive argument for
its power law decay in a disordered packing.

3.3 long wavelength waves

Here, we review the long wavelength waves that are derived
for a coarse grained variable representing an averaged compres-
sional field [43]. We first define a mass density averaged over a
cylindrical segment containing a single sphere (see Fig. (3.2)):

ρ =
m

πR2 (2R− δ)
(3.7)

≈ m

2πR3

(
1+

δ

2R

)
, (3.8)

or ρ = ρ0 + ρ
′, where ρ0 = m

2πR3
and ρ ′ = ρ0

δ
2R . Here, δ is

the average or coarse grained compression. Defining a coarse
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grained pressure p as the contact force between spheres divided
by the cross-sectional area πR2 (see Fig. (3.2)) of the chain, we
find

p =

√
2

3

E

1− ν2
R1/2

πR2
δ3/2 ≈ Aρ ′

3
2 , (3.9)

where A = 4E

3πρ
3
2
0

(1 − ν2), see Eq. (A.1)) for the prefactors. If

we define v as the velocity field, the equations for mass and
momentum continuity (Euler equations) are

ρ ′t = −(ρv)x , (3.10)

(ρv)t = −
(
ρv2
)
x
− px. (3.11)

Differentiating Eq. (3.10) once with respect to time (t), we obtain

ρ ′tt = − [(ρv)x]t = − [(ρv)t]x , (3.12)

and substituting Eq. (3.11) for the last expression in the square
brackets above, we find

ρ ′tt =
(
p+ ρv2

)
xx
≈ A

(
ρ ′
3
2

)
xx

+ O(ρ ′
5
2 ). (3.13)

where, the O(ρ ′5/2) corresponds to the leading term from ρv2 =

ρ0v
2. Recall the discussion from the introductory chapter, where

for compressional shocks, the particle speeds and average com-
pression follow a Virial like relation v2 ∼ δ

5
2 (see discussion fol-

lowing Eq. (1.6). Consequently, if we assume the validity of this
relation, then the particle speed scales as v2 ∼ ρ ′

5
2 and is thus

a higher order correction, that we ignore in Eq. (3.13). Shortly
we will see that this relation is consistent with the form of the
solution we obtain.

A subset of solution for Eq. (3.13) moving along the positive
x- direction is (as can be verified by substituting into Eq. (3.13))

ρ ′t =
4

5

√
3A

2

(
ρ ′
5
4

)
x
= −(ρv)x. (3.14)

Now, if we compare the two terms on the right (to leading or-

der) , we find ρ ′
5
4 ∼ ρ0v and therefore, v ∼ ρ

′5
4

ρ0
, consistent with

our assumption in ignoring the term ρv2 in Eq. (3.13).
Casting in terms of the compressional field, δ this reads

δt = −
4

5

√
6KR2

(
δ
5
4

)
x

. (3.15)

This equation represents a coarse grained compressional field
propagating along the positive x direction. Note here, the sim-
ilarity with the better know inviscid Burger’s equation, where
the non-linear exponent is 2 instead of 54 .
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3.4 similarity solution

As discussed previously in our studies, the triangular shock
like fronts evolve from an initial impulse excitation irrespective
of the amount of disorder. However, since our medium is in a
state of sonic vacuum (no sound waves) where the only known
excitations are the Nesterenko solitary waves, any other initial
excitation is likely to eventually decay into a train of (possibly
overlapping) solitary waves. Indeed, the long wavelength solu-
tions first studied for one dimensional granular lattices evolve
from an initially Gaussian profile.

Consequently, our investigations suggest that any initial exci-
tation will in the long time limit evolve into a triangular shock
front. This is especially true for two dimensional disordered
and amorphous packings, where the disorder will ensure the
attenuation of any initial solitary like wave, irrespective of the
amount of disorder.

Moreover, since the dynamical response we are trying to de-
scribe is still far from any equilibrium condition, we try to look
for similarity solutions to Eq. (3.15), that are often character-
istic of travelling wave solutions in the regime of intermediate
asymptotics (independent of initial condition and still far from
equilibrium).

The propagating solutions we have considered elsewhere in
the thesis, for instance, the steadily propagating solitary wave
solutions, are also a form of similarity solution, except that they
are simple translations of each other (here, the name similarity
draws from similar figures in geometry that are proportional to
each other but not necessarily exactly equal). Like the propagat-
ing solutions, these help reduce a partial differential equation
into an ordinary differential equation. Here, the basic idea is to
look for solutions of the form f(x, t) = tmf(η) where η = xtn

and m,n are chosen to reduce the partial differential equation
into an ordinary differential equation (in our example, x, t are
taken to be space and time variables respectively, but this is not
necessary).

To motivate this idea, we first start with the better know heat
equation ut = uxx and look for its similarity solutions by sub-
stituting u = tmf(η). This results in

mtm−1f+ntm+n−1xf ′ = tm+2nf ′′, (3.16)
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where, primes denote derivative with respect to η = xtn. A
choice of m = 0,n = −1

2 leads to η = x

t
1
2

and reduces the heat

equation to

−
1

2
ηf ′ = f ′′, (3.17)

which is an ordinary differential equation with a solution f ∼

exp(−η2) = exp−x
2

t . Thus, we obtain the characteristic Gaus-
sian heat kernel.

We now apply this to the non-linear equation δt + δ
1
4δx = 0

(omitting the constant in Eq. (3.15)). Substituting δ = tmf(η)

leads to

mtm−1f+ntm+n−1xf ′ + t
m
4 +m+nf ′f

1
4 = 0. (3.18)

Now, a choice m = 0,n = −1 reduces this to an ordinary differ-
ential equation

− ηf ′ + f
1
4 f ′ = 0, (3.19)

with solutions are f =constant or f ∼ η4 ∼
(
x
t

)4. This is the
similarity solution describing the long wavelength shock like
compressional field.

In order to connect this solution to the velocity field that
we probe during simulations, we next re-cast this solution in
the form of a propagating velocity field. Upon integrating once
with respect to x (to obtain the displacement field from the com-
pressional strain) and differentiating once with respect to t, we
obtain the corresponding solution for the particle velocity field
φ(x, t) ∼

(
x
t

)5.
If we ignore the energy that goes into exciting the trans-

verse degrees of motion (as discussed for compression shocks
in Chapter 1, this is a reasonable working approximation for
non-linear waves arising from strongly non-linear local interac-
tions), the energy of the beads enclosed within the shock enve-
lope is approximately conserved (in the longitudinal direction).
Therefore,

E ∼

∫xf
0
dxφ2(x, t) ∼

x11f
t10f

= constant, (3.20)

where xf is the position of the shock front at a time tf, see Fig.

(3.3). Consequently, tf ∼ x
11
10
f . Thus, at the location of the shock

front, the jump in the velocity field should scale as

φ(xf, tf) ∼
x5f

x
11
2
f

∼ x
−12
f , (3.21)
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which indicates that the amplitude of front will decay as a
power law with an exponent of 12 . As shown in Fig. (3.3), solid
red lines, we do find this estimate to be in good agreement with
the numerically determined exponent r ≈ 0.5 for the decay of
the shock front.
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Figure 3.3: (a): The time evolution in response to an impulse in a
hexagonal packing with weak mass disorder ε. An im-
pulse response generates a solitary wave excitation that de-
cays exponentially at early times. In the long time limit, a
shock like triangular profile emerges whose leading edge
decays as a power law with an exponent x−0.5. (b)The
time evolution in response to an impulse in a hexago-
nal packing with strong mass disorder ε. An impulse re-
sponse generates a solitary wave excitation but the regime
of exponential attenuation is barely identifiable. Instead,
a shock like triangular profile soon emerges whose lead-
ing edge again decays as a power law with an exponent
x−0.5 (solid red line). (c) The time evolution in response
to an impulse in a jammed amorphous packing prepared
at a pressure of P∼ 10−6 and an average overlap between
grains δ0 ∼ 10−4. An impulse response still generates a
solitary wave excitation but like (b), a shock like triangu-
lar profile soon emerges whose leading edge decays as a
power law with an exponent x−0.5 (solid red line).



F L U C T U AT I O N S A N D E M E R G E N T
H Y D R O D Y N A M I C S

Up till now, we have seen that for amorphous pack-
ings of soft frictionless disks close to their critical
packing fraction, an initial impulse excitation evol-
ves into a solitary like wave, that is progressively at-
tenuated by disorder. For a finite size packing, what
happens to the energy that was initially localized in
the form of the solitary wave at very long times?

In this chapter, we demonstrate that the particle fluc-
tuations generated by the solitary-wave decay, can
be viewed as a granular analogue of temperature,
that fundamentally alters the state of the packing.
The presence of fluctuations leads to two emergent
macroscopic properties absent in the unperturbed
granular packing: a finite pressure that scales with
the injected energy (akin to a granular temperature)
and a wavenumber dependent viscosity that is con-
sistent with the observations in one dimensional flu-
ids *.

* The research ideas presented in this chapter evolved out of discussions with
V. Vitelli and L. R. Gomez and are part of Reference [45]. Thanks to L.R.
Gomez for Fig 4.1.
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4
F L U C T U AT I O N S A N D E M E R G E N T
P R O P E RT I E S

The simple model that we have used to understand the regime
of exponential decay of the solitary wave amplitude (for weak
disorder) suggests that at each subsequent collision with an in-
homogeneity, the solitary wave splits approximately into two
solitary waves- a leading pulse (the main degree of freedom
that is damped exponentially as a result) and a smaller solitary
wave, that is either reflected or transmitted depending upon
the mass ratio *. Therefore, once we allow sufficient time for
the leading solitary wave to disintegrate completely such that a
leading pulse is no longer distinguishable from the background,
we expect to reach a state comprised of several smaller solitary
waves with different energies, see Fig. (4.1)(bottom). The soli-
tary waves in turn interact with each other in-elastically, (as a
consequence of the Nesterenko equation of motion being non-
integrable [6]) and thus their interaction may be thought of as
inherently dissipative. However, in addition to these processes
that seek to distribute the energy initially concentrated in a sin-
gle solitary wave excitation into multiple smaller solitary waves,
the structural disorder in two dimensional amorphous pack-
ings also spills a part of the energy into transverse degrees of
motion. Through a series of such intrinsic dissipative mecha-
nisms, we eventually reach a fluctuating equilibrium-like state
that spans the entire finite-sized packings under-investigation.

4.1 virial relation

As a check to demonstrate the emergence of an equilibirum like
state, we compute the distribution of energies between the ki-
netic and potential degrees of freedom - the Virial relation. We
first recall the Virial relation for a general (non) linear oscillator.

Consider a one dimensional oscillator whose Hamiltonian is

H =
p2

(2m)
+ qα, (4.1)

* Here, we are sidestepping the question pertaining to the identity of the
transmitted solitary wave, i.e., whether it is a new solitary wave with a
smaller amplitude or the old one that has been attenuated
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Figure 4.1: (a) A schematic illustration of how a hexagonal packing
at zero pressure (with vanishing longitudinal and trans-
verse sound speeds) and weak mass disorder, responds
to an impact at one of its ends, by generating a soli-
tary wave excitation. (b) As the solitary wave propagates
and interacts with the weak mass inhomogeneity, its am-
plitude decays. The decay at early times is nearly expo-
nential and the process of energy loss is such, that it ex-
cites several smaller solitary waves. Over the long run, a
noisy state (velocity fluctuations) spanning the size of the
packing emerges (zoomed region). (c) The initial solitary
wave is now no longer identifiable in a hexagonal packing
with strong mass disorder. Instead we observe a triangular
shock like profile that is defined as an envelope over the
smaller excitations. In this regime, the decay of the leading
edge follows a power law. Eventually, no leading propagat-
ing edge is visible. (d) Similar to the strongly disordered
hexagonal packing, no initial solitary wave is seen in a
jammed amorphous packing. Instead, an impulse excita-
tion soon evolves into the universal triangular shock-like
profile. These plots, show the particle velocity field where
the front amplitudes and positions have been rescaled for
better illustration.
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Figure 4.2: The virial relation in the quasi-equilibirum state showing
the ratio between kinetic energy (KE) and potential energy
(PE) to be approximately KE/PE≈1.27.

where, p,q are the generalized momentum and position coor-
dinates. The equipartition theorem states that under suitable
assumptions of thermal equilibrium, the following is satisfied:〈

xn
∂H

∂xn

〉
= kBT (4.2)

where xn = p,q is a generalized coordinate. Thus, p
2

m = kBT

and αqα = kBT . Therefore, the kinetic energy is KE= p2

(2m) =
kBT
2

and the potential energy is PE=qα = kBT
α with their ratio being

KE/PE=α2 .
For the harmonic oscillator, α = 2 and thus, we recover the

usual equipartition of energy between quadratic degrees of free-
dom. However, for a non-linear oscillator, say of the Hertz form
considered previously, the corresponding ratio is 5

4 . In other
words, on an average the kinetic energy is greater than the
potential energy for α > 2. Intuitively, for α > 2 and small
displacements from equilibrium, the non-linear return force is
weaker (or the potential is said to be softer) than for the cor-
responding harmonic oscillator. Thus, such a particle is “free"
more of the time, and consequently, has a higher kinetic energy.

In Fig. (4.2), we verify this relation in the asymptotic state that
an amorphous packing reaches, once we allow sufficient time
for the initial impulse excitation to no longer be identifiable.
We find that in this state, the ratio of kinetic and potential en-
ergies, does indeed approach the Virial limit. Recall, all model
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systems we have considered so far, represent macroscopic ob-
jects in contact and a-priori, temperature is not a relevant vari-
able. However, the agitations induced by the decaying solitary
wave cause the packing of frictionless disks to acquire a state,
that mimics an equilibrium like state, where the initial solitary
wave energy plays the role of temperature (although not truly
in thermal equilibrium).

4.2 hydrodynamical modes

In order to rationalize the physics behind this fluctuating state
that at first appears to be just noise (see Fig. (4.1), bottom pan-
els), we assume the existence of small wave-number k and small
frequency ω, longitudinal (l) and transverse (t) hydrodynami-
cal modes and obtain their power spectral densities, as follows.

In order to obtain hydrodynamical modes from the velocity
field of fluctuating particles, we use the statistical mechanical
definition of particle current density, defined as

j(r, t) =
1√
N

N∑
i=1

vi(t)δ(r − ri(t)), (4.3)

where, N is the number of particles and bold-face variables cor-
respond to two dimensional Cartesian coordinates. The Fourier
transform of the Cartesian component α, is given by

jα(k, t) =
1√
N

N∑
i=1

viα(t)e
ik·ri(t). (4.4)

Assuming now, that the hydrodynamical collective modes prop-
agate along the x-direction (assumed isotropy of the amorphous
packing) , i.e., k = (k, 0), we let α = x or y, which allows us
to define the corresponding longitudinal or transverse current
density auto-correlation functions as

Cl,t(k, t) = 〈j∗l,t(k, 0)jl,t(k, t)〉, (4.5)

where the angular brackets denote ensemble averaging over the
initial time. The longitudinal/transverse spectral densities are
then obtained as the Fourier transform of the respective current
density auto-correlation functions as,

Pl,t(k,ω) =

∫∞
−∞ dt eiωtCl,t(k, t). (4.6)
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The Fourier transforms defined in Eq. (4.6) are evaluated using
Fast Fourier transform from simulation data.

Within the linearized hydrodynamical description, the longi-
tudinal power spectral density is of the form (see Supplemen-
tary Information C for a detailed derivation)

Pl ∝
ω2ηk2[

ω2 −ω20
]2

+ (ωηk2)2
, (4.7)

while the transverse power spectral density is of the form

Pt ∝
ηk2

ω2 + (ηk2)2
. (4.8)

Here, η is the coefficient of viscosity in the Navier-Stokes equa-
tion and ω0 = ck is the linear longitudinal dispersion curve,
where c is the speed of sound. Thus, the longitudinal modes
(or current fluctuations) propagate at the speed of sound (ob-
tained from the linear dispersion relation) and are damped by
viscous effects, manifest in the half-width at half-maximum of
the power spectral density that scales as h.w.∼ ηk2. On the other
hand, the transverse modes are non-propagating, but instead,
are damped exponentially in time, at a rate equal to ηk2, which
is also its half-width at half-maximum. This coincides with our
intuitive understanding, that fluids have a finite bulk modulus
(longitudinal sound speed), but no shear modulus.

Shown in Fig. (4.3), right panel (b), are the longitudinal (red
squares) and transverse (red circles) dispersion curves that are
obtained numerically by projecting the respective power spec-
tral densities (Fig. (4.3) right panel (a)) into the k−ω plane. For
comparison are shown, the corresponding longitudinal (black
squares) and transverse (black circles) dispersion curves for a
highly compressed jammed packing far from the critical den-
sity, prepared at a pressure of P∼ 10−1. Since the total poten-
tial energy of a jammed packing is related to its pressure via
E∼ P

5
3 , the numerical data shown for the emergent state, cor-

responds to an impact speed Up ≈ 2.0 in order to generate
a solitary wave in the weakly compressed packings (P∼ 10−6)
with an energy ESW that is comparable to the energy of the
highly compressed packing EPC to facilitate a more meaningful
comparison between the two states.

As seen in Fig. (4.3) right panel (b), highly compressed jammed
packings behave as ordinary solids with a finite bulk and shear
modulus and this translates into a finite sound speed mani-
fest in the linear regime of the longitudinal (black squares)
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and shear (black circles) dispersion curves. In contrast, exciting
a jammed packing prepared at a vanishingly small pressures
(that a-priori has nearly zero longitudinal and shear sound
speeds), leads to a linear dispersion regime for the longitudi-
nal modes, but no such regime is obtained for the transverse
modes. The slope of the linear regime in the longitudinal dis-
persion curves, corresponds to the speed of long wavelength hy-
drodynamical sound modes. Defining the sound speed c as the
second derivative of the induced potential energy; ESW ; leads

to the relation, c ∼ E
1
10
SW [38], closely matching the numerical

data in Inset to Fig. (4.3) right panel (b), red squares. Thus, the
speed of the long wavelength hydrodynamical sound modes
scales with the energy of the initial solitary wave ESW injected
into the system [45].

This is analogous to the scaling relation for pre-compressed
jammed packings at a finite packing fraction δ0, where the

sound speed is found to scale as c ∼ E
1
10
PC, with EPC being the

potential energy due to the finite pre-compression δ0. Thus, in
so far as longitudinal sound modes are concerned, a rigidity in-
duced by statically compressing a marginally compressed pack-
ing is analogous to the rigidity induced by exciting a marginally
compressed packing with a finite energy wave. Note therefore,
one can easily replace the source of energy by a heat bath and
thereby obtain a thermally induced rigidity upon making the
substitution E→ kBT . However, unlike a state that is truly in
thermal equilibrium, an external perturbation over the fluctuat-
ing state created by the disintegration of a solitary wave, will
further raise its energy due to the absence of a fluctuation-
dissipation mechanism. The emergent state is thus at best de-
scribed as a quasi-equilibrium state.Fluidization of the

jammed packing
endows it with a

finite bulk modulus.

In contrast to the longitudinal modes, the transverse modes
obtained by energizing a marginally compressed packing do
not show a well defined linear regime, see Fig. (4.3) right panel
(b), red circles. This is in stark contrast from a statically com-
pressed jammed packing where a linear transverse dispersion
regime (owing to the finite shear modulous) with a slope that
scales with the amount of pre-compression (and does not de-

pend upon the solitary wave energy injected) as c ∼ E
1
5
PC is ex-

pected (Fig. (4.3) right panel (b), black circles). Thus, the shear
modes excited by injecting energy into a packing near its crit-
ical point are purely diffusive and the medium does not de-
velop a finite shear modulus. There is therefore a profound dif-
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ference between the resultant states obtained by (a) statically
compressing a granular packing near its critical point versus
(b) injecting energy either in the form of an excitation or ther-
mally. In the former case, one obtains a solid-like medium with
finite bulk and shear moduli, while in the latter, we fluidize
the medium. This means that, even after the non-linear wave
excitations (characteristic of the jamming point) are strongly at-
tenuated, one cannot describe the system purely in terms of
the normal modes of a (linear elastic) solid because the system
has de facto become a fluid. This is one of the key conclusions
of this work and it heralds the signature property of packings
at the jamming threshold: they are fragile. See also Chapter 6,
where we find that the initial response (below a length scale)
of a fragile network of harmonic springs is independent of the
details of the network connectivity and does not contain any
propagating modes.

In Fig. (4.3) right panel (c), we show how the half width (in-
verse lifetime τ ) of the longitudinal hydrodynamical modes
depends anomalously upon the wavenumber as τ−1 ∼ k1.6. For
purely hydrodynamical modes obeying the Navier-Stokes equa-
tion, the half width scales with the wave number as hw ∼ ηk2,
where η is the shear viscosity, see Eq. (4.7). However, extensive
numerical and analytical studies have shown that in one dimen-
sion the time correlation functions (whose long time integrals
by definition correspond to macroscopic transport properties
such as diffusivity and shear viscosity) do not decay exponen-
tially but display long time tails, decaying as power laws in-
stead [40, 41, 42].

This phenomenon indicates the breakdown in low dimen-
sions of the standard mean field approximation embedded in
the Navier-Stokes equation – the strength of fluctuations is too
strong for simple coarse-grained theories to hold. Note, the
Navier-Stokes equation is conventionally expressed without any
fluctuating noise term. For three and two dimensional equilib-
rium fluids, noise produces a small correction to the dynamics
of large scale and long time time properties (k → 0,ω → 0),
the same is not true in one dimension [46, 47]. In addition, as
we review below, the non-linear term that we dropped while
linearizing the equations of motion (see Supplementary Infor-
mation C ) is no longer justified for the description of an equi-
librium fluid in one dimension. (Although the packings are
two-dimensional, their emergent hydrodynamic description is
effectively one-dimensional because of the longitudinal binning
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inherent in our description of the packing. This for instance
ignores the effect of particles diffusing in the transverse direc-
tions.)

For simplicity, we consider the one dimensional Burger’s equa-
tion stirred with a random force as a model for a one dimen-
sional fluid-

∂v

∂t
+ v

∂v

∂x
= ν

∂2v

∂x2
− λ

∂η

∂x
, (4.9)

where v is the fluid viscosity, ν is the kinematic viscosity and
λ∂η∂x is the random stirring force such that in d-dimension (d=1

here):

〈η(x, t)〉 = 0 (4.10)
〈η(x, t)η(x ′, t ′)〉 = 2Dδd(x− x ′)δ(t− t ′). (4.11)

The Burger’s equation (without random stirring) is obtained
from the Navier-Stokes equation by ignoring the compressibil-
ity (pressure gradient term). As discussed earlier, the finite com-
pressibility leads to propagating modes in the dispersion rela-
tion and the width of the power spectral density is measured in
a frame that is moving at the speed of sound. Thus, the propa-
gating modes only shifts the peak and do not effect the scaling
properties of the width [47]. (Note, the Navier-Stokes equation
is obtained from Newtons equations of motion written for a
fluid particle. We can consider the Navier-Stokes with a noise
term as the equivalent of a Langevin equation phenomenolog-
ically written for a fluid particle that is perturbed by thermal
fluctuations.)

We can re-write this equation in terms of the potential func-
tion v = −λ∂φ∂x to arrive at the Kardar-Parisi-Zhang (kpz) equa-
tion [48]:

∂φ

∂t
= ν

∂2φ

∂x2
+
λ

2

(
∂φ

∂x

)2
+ η. (4.12)

Now consider rescaling the variables: x → bx ′, t → bzt ′ and
φ→ bξφ ′. In terms of the primed variables, Eq. (4.12) becomes
[48]

∂φ

∂t
= bz−2ν

∂2φ

∂x2
+ bξ+z−2

λ

2

(
∂φ

∂x

)2
+ η ′, (4.13)

where, η ′ = bz−ξη(bx ′,bzt ′) and therefore

〈η ′(x, t)η ′(x ′, t ′)〉 = 2Dbz−d−2ξδd(x− x ′)δ(t− t ′). (4.14)
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Therefore, the transport coefficients in the primed coordinates
are ν ′ → bz−2ν,λ ′ → bξ+z−2λ and D ′ → bz−2ξ−dD.

Suppose, we now ignore the non-linear coefficient, that is
λ = 0. Then, the transport coefficients are scale invariant for
z = 2 and ξ =

(2−d)
2 . For this choice of exponents, we find the

combination x

t
1
2

is invariant, as expected for ordinary diffusion.

However, around this point, λ scales as b
2−d
2 . For d < 2, this

is a relevant parameter and it is no longer possible to ignore
the non-linear term. Thus, it is necessary for us to include both
a fluctuating term and the non-linear term while describing
equilibrium properties of a one dimensional fluid (d=2 is the
critical dimension for fluids). By carrying out this analysis with
the non-linear term and enforcing the invariance of λ under
scale transformations (due to Galilean invariance of the Navier-
Stokes equation) and of D/ν ∼ kBT (that scales as the equilib-
rium temperature of the fluid), we find the relevant exponents
are z = 3

2 , ξ = 1
2 [48, 47]. (Note, in this description the fluid

itself is assumed not to be near a phase transition.)
With z = 3

2 , we therefore find the invariant combination to be
x

t
2
3

. The behaviour thus corresponds to a super-diffusive spread-

ing of information, i.e.,

x2 ∼ t
4
3 . (4.15)

In order to see how super-diffusion effects the scaling of half-
width with wave-number, we first define a time dependent dif-
fusivity, i.e.,

x2 ∼ t
4
3 = D(t)t (4.16)

,where D(t) ∼ t
1
3 . The time correlation function associated with

this diffusivity then scales as

C(t) ∼ t
1
3−1 = t−

2
3 (4.17)

since, D ∼
∫
C(t)dt. The Fourier transform of the time correla-

tion function therefore scales as

C(ω) ∼ ω−13 (4.18)

For small wavenumbers near the linear regime of the disper-
sion curves ω ∼ k and therefore, C(k) ∼ k−

1
3 . Since a transport
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coefficient is associated with the low frequency limit of the cor-
relation function in frequency space, i.e.,

D ∼ lim
k→0

∫
C(t)e−iktdt (4.19)

∼ lim
k→0

C(k), (4.20)

we find that the wave-number dependent diffusivity should
scale asD(k) ∼ k−

1
3 . Consequently for small wave-numbers, the

half-width scales as hw∼ D(k)k2 = k−
1
3k2 = k

5
3 . This is close to

the value we observe in simulations.
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Figure 4.3: (a) The power spectral density for longitudinal modes that
emerge in marginally compressed amorphous packings
(P ∼ 10−6) by the complete disintegration of an initial soli-
tary wave excitation. (b) The red squares shows the numer-
ical data for the longitudinal dispersion curves. The slope
of the linear regime scales with the energy of the solitary
wave as c ∼ E

1
10 for Hertzian interaction, that we iden-

tify with long wavelength longitudinal hydrodynamical
modes. In contrast, the red circles shows the numerically
obtained data for the transverse dispersion curve where
no linear regime is seen. The shear mode is therefore non-
propagating. For comparison, shown are linear disper-
sion curves for longitudinal (black squares) and transverse
(black circles) obtained for highly compressed jammed
packings, prepared at a pressure P∼ 10−1.(c) The half-
width obtained numerically from the longitudinal modes
as a function of wavenumber on a linear scale and com-
pared against the analytical estimates h.w.∼ k

5
3 (solid red

line).





T H E R M A L F L U C T U AT I O N S

We found in the last chapter, that the attenuation of
a solitary wave eventually leads to the emergence of
an equilibrium like state, where particle fluctuations
mimic thermal fluctuations. However, the system is
not truly in a state of equilibrium, since there is no
mechanism (such as an explicit coupling to a heat
bath), to dampen external perturbations.

In this chapter, we therefore take a slight departure
from our theme on the study of solitary wave propa-
gation in disordered two dimensional packings and
turn to the study of a strongly non-linear one dimen-
sional chain of oscillators that is initially in the state
of sonic vacuum, that we then couple to a heat bath.
Like the granular analogue of temperature, thermal
fluctuations induce an entropic rigidity. We then ex-
plore the propagation of a strongly non-linear soli-
tary wave in this background of thermal fluctuations
and environmental drag, and find an effective Lange-
vin equation to describe the propagation of the soli-
tary wave quasi-particle. This gives us the mean dam-
ping rate and thermal diffusion of the solitary wave
quasi-particle that we compare against numerical re-
sults from a Langevin dynamic simulation. In addi-
tion, we find that a one dimensional chain composed
of two sided non-linear springs, also supports an ex-
pansion solitary wave, as companion to the compres-
sive solitary waves observed for macroscopic parti-
cles †.

† The research ideas presented in this chapter evolved out of discussions with
A.M. Turner and V. Vitelli and are part of Reference [62].
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5
S O L I TA RY WAV E I N F L U C T U AT I N G
B A C K G R O U N D

In linear elastic solids, phonons are the basic mechanical exci-
tations responsible for energy propagation. By contrast, as dis-
cussed in the previous chapters, an aggregate of macroscopic
grains just in contact with their nearest neighbours constitute
a novel elastic material where solitary waves or shocks replace
phonons as the basic excitations [32, 49, 26]. The origin of these
strongly non-linear waves can be traced to the fact that, unlike
the case of harmonic springs, the repulsive force between two
grains in contact does not depend linearly on the relative com-
pression. So far, little effort has been directed to determine the
fate of these strongly non-linear excitations in a background of
thermal fluctuations because temperature is clearly not a pa-
rameter relevant to the elastic response of macroscopic grains.

However, as we saw in chapter 4, an impulse excitation atten-
uates as it propagates through a two dimensional amorphous
packing and interacts with the inhomogeneities. In turn, the ag-
gregate of grains get effectively thermalized by the energy that
leaks away from the solitary wave and the final state of the pack-
ing changes to a fluid-like state, suggesting the notion of a gran-
ular analogue of temperature. Unlike a system truly in thermal
equilibrium, this new state is at best categorized as a quasi-
equilibrium state since an analogous fluctuation-dissipation me-
chanism to maintain the state of equilibrium is so far not known
to exist.

Notwithstanding, granular aggregates at zero pressure are
just one example of a broader class of materials that can be
prepared in a unique mechanical state called sonic vacuum [32].
Grafted colloidal particles [50] and ultra-cold atoms in optical
lattices [51] are microscopic systems that allow for tunable non-
linear interactions, while being naturally coupled to a source
of fluctuation (thermal or quantum). Much like the granular
analogue of temperature, these fluctuations restore rigidity and
generate long wavelength phonon modes [52, 38]. However, the
physics of very high amplitude strain propagation is still pre-
dominantly non-linear and resembles the state of sonic vacuum
perturbed by background fluctuations. This extreme regime is

55
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particularly relevant for energy transport in some biological
systems, where transport occurs through localized non-linear
excitations with energy significantly higher than the thermal
energy [55, 56].

Moreover, systems such as polymer networks and colloidal
glasses undergoing an unjamming transition are also character-
ized by vanishing elastic moduli as the coordination number
or packing fraction are lowered towards the critical point [57].
The effect of thermal fluctuations on the non-linear response of
materials undergoing an unjamming transition is relatively un-
explored, despite they are obvious examples of a sonic vacuum
state at zero temperature [53, 58, 59]. Note, that in the case of
jamming the linear elastic moduli can be lowered towards zero
even if the microscopic interactions are harmonic, simply be-
cause there are not enough forces to prevent floppy motions.

In this chapter, we now focus on strongly non-linear mechan-
ical waves propagating in a background of small thermal fluctu-
ations, a non-equilibrium problem that lies outside the realm of
perturbation theory. The starting point of conventional pertur-
bation methods is a linear elastic solid, possibly at finite tem-
perature, perturbed by small anharmonic terms. By contrast,
we adopt as a starting point the fully non-linear state of sonic
vacuum whose elementary excitations are long-lived solitary
waves [60]. Subsequently we switch on temperature as a small
perturbation that creates a background of thermal fluctuations.

As a minimal model that is analytically tractable, we study
impulse propagation in a one dimensional lattice of non-linear
springs with a tune-able power law interaction. In addition to
the compressive solitary waves seen in a lattice of macroscopic
grains with one-sided repulsive interaction, we find an accom-
panying anti-solitary wave solution for the lattice of non-linear
springs with two sided interactions. By coupling the lattice to
a heat bath, we then study the effects of the thermal fluctua-
tions on the leading solitary wave generated in response to an
impulse of energy much higher than the background thermal
energy. Our approach in a nutshell is to treat the solitary wave
as a quasi-particle and derive an effective Langevin equation
that describes its stochastic dynamics. We corroborate our ana-
lytical predictions for the damping rate and thermal diffusion
of the solitary waves with Langevin dynamic simulations.
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Figure 5.1: left:(a) Velocity profile of the compressive solitary wave
(SW) generated in an athermal chain of beads with one
sided interaction. (b-c) Velocity profiles showing the for-
mation of a train of SW-ASW pair for two-sided non-linear
springs. A single particle is initially given an impulse to
the right, generating a train led by a SW moving in the
direction of the impulse (b), while simulatenously gen-
erating a symmetric train led by an ASW moving in the
opposite direction. right: The energy momentum relation
for the leading SW/ASW in the three cases shown in the
left panel following the energy (E) momentum (P) relation
E = P2

2meff
. inset: Zoom in of the leading SW-ASW pair from

left panel (b).
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5.1 the anti-soliton

In Fig. (5.1), we demonstrate that the compressional solitary
wave (SW) excitation discovered by Nesterenko in a chain of
non-cohesive beads is also seen in a lattice of springs with two
sided interactions. However, unlike the case of a one sided po-
tential, each compressive SW generated in response to an im-
pulse is accompanied by a corresponding expansion solitary
wave (formed by local stretching of springs) of the same mag-
nitude but moving in the opposite direction. This anti solitary
wave (ASW) is not sustained by beads interacting with purely
repulsive potentials – the beads would merely loose contact.The anti-soliton is

not sustained by
beads interacting

with purely
repulsive potentials.

In Fig. (5.1) left panel, we show the SW/ASW excitations for
(a)beads , (b-c) particles connected by springs. In Fig. (5.1), right
panel, we plot the energy-momentum relation for the leading
SW/ASW demonstrating that SW excitations in a lattice of re-
pulsive beads have the same effective mass meff (as defined in
Eq. (A.17)) as a SW and ASW in two-sided springs. As shown
in Fig. (5.1) left panel (b-c), the leading SW-ASW generated in
response to an impulse imparted to one of the particles towards
the right (direction of arrow) is followed by a train of alternat-
ing SW-ASW’s excitations, of progressively smaller magnitudes.
The smaller SW/ASW’s are generated as the particle initially
imparted the impulse, recoils with its left-over energy. This pro-
cess is repeated several times, leading to the generation of the
train of smaller excitations. Since the speed of propagation de-
pends upon the amplitude, the SW and ASW that start propa-
gating together initially (appearing bounded), eventually sepa-
rate and become clearly distinguishable.

5.2 langevin equation

The classical energy-momentum relation (see Fig. (5.1) right
panel) satisfied by the SW motivates the interpretation of the
solitary wave as a quasi-particle [32, 17]. For small perturba-
tions, the SW can still be treated as a quasi-particle provided
the effects of the perturbations accrue gradually such that the
SW retains its functional form. We now apply this adiabatic
approximation to derive an effective Langevin equation for the
SW quasi-particle when the lattice of springs is coupled to a
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heat bath. Recall first, the Langevin equation for a particle of
mass m undergoing Brownian motion in one dimension is

dx

dt
= v,

dE

dt
= −2

ζ

m
K+

√
2β2K

dt
N(0, 1). (5.1)

Here, E,K are the total and kinetic energies respectively, ζ,β are
the dissipation and diffusion coefficients related via the fluc-
tuation dissipation theorem β2 = 2ζkBT/m

2, where kB is the
Boltzmann constant. N(0, 1) is a normal random variable with
mean 0 and variance 1, and encapsulates the effects of random
fluctuations during the time interval t, t+ dt. For a free parti-
cle of unit mass moving with speed v, E = K = 1

2v
2 and upon

substituting in Eq. (5.1), we recover the Langevin’s equation
conventionally expressed as the rate of change of momentum
of the particle [63].

We now derive an equation analogous to Eq. ( 5.1) for the
compressive solitary wave quasi-particle. Identifying the lattice

spacing a as a characteristic length scale and ω =
√

k
ma

α−2 as
an inverse time scale, the equation of motion for the compres-
sive displacement field φ(x, t) in dimensionless units reads-

φtt −
1

12
φxxtt + [(−φx)

α−1]x = 0 (5.2)

where subscripts denote partial derivatives with respect to space
x and time t. Eq. (5.2) is a simplified form of the Nesterenko
equation [32, 49], see Supplementary Information I for details.
The first two terms express the rate of change of momentum
while the third term represents the force. Although the soli-
tary wave solution to Eq. (5.2) is not exact (lacking compact
support), Eq. (5.2) provides a good approximation while being
analytically more tractable especially since we are interested in
keeping the non-linear exponent α general [49, 26]. Note that
the equation for the ASW (stretching) is obtained by modifying
the third term +[(−φx)

α−1]x → −[(φx)
α−1]x in Eq. (5.2). Upon

substituting δ = −φx for the compressive SW or δ = φx for
the expansive ASW, we find the same functional forms for the
solitary wave solutions in both cases.

In analogy with the Langevin equation for a particle, we
model the coupling to a heat bath as the sum of two contributions-
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an external drag and a random fluctuating force, phenomeno-
logically introduced into the equation of motion as :

φtt −
1

12
φxxtt + [(−φx)

α−1]x = −γ

(
φt −

1

12
φtxx

)
+√

2γ

αΓdt

(
η(x, t; t+ dt) −

1√
12
ηx(x, t; t+ dt)

)
(5.3)

where γ = ζ
mω is the dimensionless drag coefficient that cou-

ples to the momentum Π =
(
φt −

1
12φtxx

)
. It is useful to de-

fine a coupling constant Γ = kaα

αkBT
as the ratio of potential to

thermal energy in terms of which, the dimensionless diffusion
coefficient is D = 2γ

αΓ . The last (noise) term on the right of
Eq. (5.3) in conjunction with Π, satisfies the fluctuation dissi-
pation theorem [64] (see Supplementary Information 3 for de-
tails). Here, η(x, t; t + dt) is a Gaussian random noise during
the time interval t, t+ dt with the moments 〈η(x, t; t+ dt)〉 = 0
and 〈η(x, t; t+ dt)η(x ′, t ′; t ′ + dt ′)〉 = δ(x− x ′)δ(t− t ′) respec-
tively, where angular brackets denotes ensemble averaging.

To study the propagation of the SW in a background of ther-
mal fluctuations, we now make a working assumption based on
the quasi-particle approximation to the SW: whenever the en-
ergy of the SW, E ≡ ESW � kBT , the SW functional form is un-
altered and only its amplitude A(t) becomes time-dependent.
The amplitude A(t) is the collective variable for the SW quasi-
particle and other properties of the solitary wave, such as its
energy and momentum may be determined from it. Note, the
width of the SW is independent of its amplitude and therefore
we do not consider its time dependence [64].

From Eq. (5.2), the conserved energy is

E =

∫
dx

1

2
φ2t +

1

24
φ2tx +

1

α
(−φx)

α, (5.4)

and the energy of the SW may be obtained by integrating Eq.
(B.27) over the width of the SW of order W. (This avoids includ-
ing the energy of small SW that separate from the main wave).
Using Eq. (5.2), the rate of change of energy is,

dE

dt
=

√
D

dt

∫
dxη(x, t; t+ dt)

(
φt +

1√
12
φtx

)
− 2γK (5.5)

where, K is the kinetic part of the energy,

K =

∫
dx

(
1

2
φ2t +

1

24
φ2tx

)
. (5.6)
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The last term on the right of Eq. (5.5) describes the possible
mechanisms of decay of the SW by “friction” from the heat bath
(γ). The first term is the fluctuating part of the energy. In the
following, we make the assumption (verified numerically) that
the coupling to the heat bath is more important and therefore,
any drag induced by background phonons is negligible.

Solving for the SW solution from Eq. (5.2), we find φt = Aψ,
where

ψ(x, t) = sech
2
α−2

(
x− Vst

W

)
(5.7)

is the functional form of the SW with amplitude A, speed Vs =
A
α−2
α and width W = 1√

3(α−2)
in units of the lattice spacing,

see Supplementary Information I for details. The SW energy,
kinetic energy, and momentum may now be expressed in terms
of the collective variable A:

E = A2
∫
dx ψ2(x, t) = A2IE (5.8)

and from the the virial theorem,

K =
α

α+ 2
E =

α

α+ 2
IEA

2 (5.9)

Additionally, the solitary wave momentum is

P = A

∫
dx ψ(x, t) = AIP. (5.10)

Here,

IE =

∫
dx sech

4
α−2

( x
W

)
(5.11)

IP =

∫
dx sech

2
α−2

( x
W

)
, (5.12)

are constants obtained by integrating over all space [49].
Substituting for E and K in terms of A, we cast Eq. (5.5) into

the form of an ordinary Langevin equation (with additive noise)
for the collective variable A(t),

dA

dt
=

√
2γ

αΓI2EA(t)
2dt

∫
dx η(x, t; t+ dt)

(
φt +

1√
12
φtx

)
−
αγ

α+ 2
A(5.13)

where, φ ≡ φ(x, t). Eq. (5.13) is the central result of our work
whose analytical predictions we derive and test numerically in
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the next sections. The first term can be written as 1√
dt
ηA(t, t+

dt), where ηA is a white noise signal; that is, its correlations
are given by 〈ηA(t)ηA(t ′)〉 = 2γ

(α+2)IEΓ
δ(t − t ′). Using the fact

that the correlations of η(x, t) are described by delta-functions,
the correlations of ηA(t) can be related to the kinetic energy Eq.
(5.6), which can be replaced by α

α+2IEA(t)
2.

5.3 mean and variance

Taking the expectation value (ensemble average) of Eq. (5.13),
we find

d〈A〉
dt

= −
αγ

α+ 2
〈A〉, (5.14)

where, owing to the noise term η(x, t; t + dt) (which acts be-
tween times t; t+dt) and φt(x, t) (which is a solution at time t)
being statistically independent, the expectation value 〈η(x, t; t+
dt)φt(x, t)〉 = 0. Consequently, the solitary wave amplitude de-
cays as

〈A〉 = A0e−
αγ
α+2 t (5.15)

where, A0 is the initial solitary wave amplitude. Note, the effec-
tive damping rate γ ′ = − αγ

α+2 is independent of inverse tempera-
ture Γ but rescales with the exponent of the non-linear potential
α.

Similarly, we solve for the variance of the solitary wave ampli-
tude or equivalently, the variance in the square root of energy.
Re-defining, D = γ

2αΓI2E
, we solve for the variance in the soli-

tary wave amplitude by first evaluating the differential d[A2] =
A2(t+ dt) −A2(t), by substituting A(t+ dt) = A(1− αγ

α+2dt) +√
Ddt

∫
dx η(x, t; t+ dt)

(
ψ+ 1√

12
ψx

)
from Eq. 5.14 and retain-

ing terms to order 0(
√
dt)[65, 66],

d[A2] = −
2αγ

α+ 2
A2dt+ 2A

√
Ddt

∫
dxη(x, t; t+ dt)ξ(x, t) +

+Ddt

∫ ∫
dxdx ′η(x, t; t+ dt)η(x ′, t; t+ dt)ξ(x, t)ξ(x ′, t)

(5.16)

where for brevity, we have defined ξ(x, t) =
(
ψ(x, t) + 1√

12
ψx(x, t)

)
.

Taking the expectation value, the second term on the right van-
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ishes (as discussed for the mean) and using the property that
the noise term is delta-correlated in space, we obtain

d[〈A2〉]
dt

= −
2αγ

α+ 2
〈A2〉+D

∫
dx

(
ψ+

1√
12
ψx

)2
.

The last term when expanded gives twice the solitary wave ki-
netic energy 2K, see Eq. (5.6), plus an integral 2√

12

∫
dxψψx, that

vanishes by symmetry for the SW solution. Moreover, the SW
kinetic energy is related to its total energy via the virial relation
K = α

α+2E. Hence, we obtain the ordinary differential equation
correct to order dt -

d〈A2〉
dt

= −
2αγ

α+ 2
〈A2〉+ 2DIE

α

α+ 2
. (5.17)

Solving, the differential equation subject to the initial condition
〈A2〉t=0 = A20 and substituting for D, we obtain,

〈A2〉 = A20e−
2αγ
α+2 t +

1

2IEαΓ

(
1− e−

2αγ
α+2 t

)
. (5.18)

Using Eq. (5.15), this may be expressed as

var(A) = 〈A2〉− 〈A〉2 = 1

2IEαΓ

(
1− e−

2αγ
α+2 t

)
. (5.19)

Using the relation in Eq. ( 5.8), we rewrite the above equation
as

var(
√
E) =

1

2αΓ

(
1− e−

2αγ
α+2 t

)
. (5.20)

The coefficient 1
2αΓ reduces to kBT

2 when the energy is not mea- The SW
quasi-paricle in a
background of
thermal fluctuations
behaves as
Brownian particle.

sured in units of kaα, so this expression is analogous to the
velocity variance of a Brownian particle. Note, for large α, the
SW is effectively one particle wide and thus Eq. (5.20) captures
the correct thermal equilibration of the particle energy with the
heat bath. However, for the dynamics of the SW, Eq. (5.20) is
only useful as long as the SW is identifiable against the back-
ground thermal energy, that is ESW � Γ−1.

5.4 simulations

We consider a one dimensional chain consisting of N = 1024

particles each having a mass m placed regularly on a lattice
with spacing a (spring rest length) interacting pair-wise with a
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nearest neighbour interaction V(δ) = K
α (δ)

α, where δ is the com-
pression/stretching induced during the dynamics. We model
the coupling to the heat bath by numerically integrating Eq.
( 5.1) for each particle using the predictor-corrector algorithm
[71]. In thermal equilibrium the mean kinetic energy is KE∼ kBT

2

and potential energy is PE∼ kBT
α , where their ratio satisfies the

virial relation, see Fig. (5.3), inset for α = 5/2. In the following,
all numerical data is presented in dimensionless units, ensem-
ble averaged over 1000 samples.

5.4.1 Fluctuation induced rigidity

To extract the equilibrium properties in the thermalized state,
we define the longitudinal current density of particles as j(x, t) =
1√
N

∑N
i=1 vi(t)δ(x − xi(t)), and its Fourier transform j(k, t) =

1√
N

∑N
i=1 vi(t)e

ikx, where k is the longitudinal collective mode
along the x-direction. Thus, the corresponding longitudinal cur-
rent density auto-correlation functions is C(k, t) = 〈j∗(k, 0)j(k, t)〉,
where the angular brackets denote ensemble averaging over the
initial time. The longitudinal power spectral density is then ob-
tained as the Fourier transform of the respective current den-
sity auto-correlation functions as, P(k,ω) =

∫∞
−∞ dt eiωtC(k, t).

The Fourier transforms defined above are evaluated using fast
Fourier transform from simulation data. The sound speeds in
Fig. (5.3) correspond to the linear part of the dispersion curves,
obtained by projecting the power spectral densities on the fre-
quency (ω)- wavenumber (k) plane. See Supplementary Infor-
mation C for details. By coupling a

lattice of non-linear
springs to a thermal
bath, we see the
emergence of
entropic elasticity.

In Fig. ( 5.3), we plot the sound speed from the slope of the
dispersion curves for α = 5/2 for a range of Γ . At thermal
equilibrium, the mean kinetic energy and hence the tempera-
ture T satisfy the virial relation T ∼ δαT , where δT is the average
displacement of the particles induced by thermal fluctuations.
Defining the sound speed c as the second derivative of the in-
duced potential energy leads to the relation, c2 ∼ T

α−2
α [38].

For α = 5
2 , we find c ∼ Γ

−1
10 ∼ (kBT)

1
10 , closely matching the

linear fit in Fig. 5.3. Thus, coupling the lattice of non-linear
springs that is initially in its state of sonic vacuum (implying
the absence of linear sound) to a heat bath, leads to hydrody-
namical sound modes with a linear sound speed that scales
with the temperature of the heat bath [38]. Note, setting α = 2

(harmonic springs) yields a sound speed that is independent
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Figure 5.4: left: the numerically obtained mean solitary wave energy
for α = 2.5,γ = 0.01 (purple circles), α = 2.2,γ = 0.02
(blue squares), α = 2.5,γ = 0.02 (black circles), α =

3.0,γ = 0.02 (gray squares) decaying exponentially com-
pared against the analytical expression (solid curves). The
mean decay rate is independent of the temperature Γ−1.
right: the numerically obtained varaince of the solitary
wave energy for α = 2.2,γ = 0.02, Γ = 6000 (blue squares),
α = 2.5,γ = 0.02, Γ = 6000 (black circles), α = 3.0,γ =

0.02, Γ = 6000 (grey squares), α = 2.5,γ = 0.01, Γ = 6000

(purple circles) and α = 2.5,γ = 0.02, Γ = 10000 (red
squares) compared against the analytical expression Eq.
(5.20) (solid curves).

of temperature while the limit α → ∞ yields c ∼ (kBT)
1
2 , a re-

sult in agreement with the entropic elasticity for hard sphere
colloidal crystals [52].

5.4.2 Comparison with analytics

Once the lattice reaches thermal equilibrium, we excite a soli-
tary wave (SW) by imparting one of the particles an initial en-
ergy of order ESW = 0.5 in dimensionless units. In Fig. (5.2) left
panel, we show a snapshot of two SWs at the same time, prop-
agating in a background of thermal fluctuations for α = 2.5
(red) and α = 2.2 (black). We see that the SW with lower α is
wider and moves faster for the given amplitude, in qualitative
agreement with the analytic widths W ∼ 1√

3(α−2)
and speeds

Vs ∼ A
α−2
α .
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In Fig. (5.4) left panel, we plot the numerical data (symbols)
for the attenuation of the SW amplitude as a function of time
for various values of γ and α and we find a very good match
to the analytic expression in Eq. (5.15) (solid curves). For the
range of Γ explored, we find the damping rate is independent
of temperature (Γ ) but depends on the environmental drag γ
and α.

In Fig. (5.4) right panel, we show the increase in the variance
of SW amplitude (or the square root of its energy) as a function
of time for multiple values of α , γ and Γ obtained numerically
(symbols) and compare them with the complete analytical so-
lution Eq.(5.20) finding good agreement. Notice, the final value
of the variance correctly approaches the thermal energy, as ex-
pected for a Brownian particle. However, since the solitary wave
is a dynamical object that decays under the influence of the ex-
ternal drag, once the solitary wave energy becomes comparable
to the background thermal energy, it is no longer meaningful
to consider it as a Brownian particle.





S H E A R F R O N T S I N R A N D O M S P R I N G
N E T W O R K S .

We now shift our attention to another model of frag-
ile matter: a two dimensional disordered network
of harmonic springs. At a critical value of its mean
connectivity, such a network becomes fragile: it un-
dergoes a rigidity transition signalled by a vanish-
ing shear modulus and transverse sound speed. We
then investigate analytically and numerically the lin-
ear and non-linear visco-elastic response of these
networks by probing the dynamics that result from
shearing one edge of the sample at a uniform rate.
Similar to our previous studies, we will find that
close to the rigidity transition, the regime of linear
response becomes vanishingly small and the tini-
est shear strains generates non-linear shear shock
waves. Moreover, we find that the response of the
networks at early times is reminiscent of the emer-
gent fluid like state we saw in Chapter 4. In this
case, the emergent viscosity directly manifests in the
super-diffusively growing widths of the nonlinear
shock front*.

* The research ideas presented in this chapter evolved out of interesting dis-
cussions with V. Vitelli and S. Ulrich and are part of Reference [9]. Thanks
to S. Ulrich for the simulations and accompanying figures.
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6
S H E A R F R O N T S I N R A N D O M S P R I N G
N E T W O R K S

As discussed in the introduction, a disordered network of har-
monic springs constitutes another interesting model for fragile
matter, where the loss of rigidity is a collective phenomenon. In
this chapter, we turn to the study of this model by subjecting
a two dimensional random network of harmonic springs (not
coupled to any other local source of fluctuations) to a constant
influx of energy, by shearing one of its edges at a uniform rate.
We will then study the response of the network by following the
evolution and propagation of the resulting shear excitations.

We construct computer models of weakly connected two di-
mensional random viscoelastic networks from highly compress-
ed jammed packings of frictionless poly-disperse disks. One
first identifies the disk centers as point particles (network nodes)
and then models the interactions between overlapping disks us-
ing two sided harmonic springs of varying rest length to elim-
inate any pre-stress existing in the original jammed packings.
The result is a highly coordinated (z ≈ 6) spring network that
serves as the seed from which families of networks with a wide
range of z are generated by removing springs. See, Fig. (6.1).

Once the networks are generated, we shear the left most edge
at a constant speed v0, and follow the evolution of the resulting
shear velocity profile by averaging out the longitudinal parti-
cle speeds over bins along the x direction effectively creating
a one dimensional front profile propagating in the x direction.
Note here, it is useful to express the rate of shearing in terms
of dimensionless parameter, that we define as the strain γ = v0

vf
,

where vf is the speed of propagation of the front. In the fol-
lowing discussions, we will find two distinct regimes of shear
front propagation - a linear regime for γ < γc and a non-linear
regime for γ > γc, where γc is the critical strain, to be defined
later.

The dynamics is obtained by numerically integrating New-
ton’s equations of motion (using the velocity Verlet method)
subject to Lees-Edwards boundary conditions in the y-direction
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Figure 6.1: From a jammed packing of soft frictionless disks (left),
we identify the disk centers with point nodes and model
the interaction between overlapping disks as harmonic
springs (middle). We then remove springs to obtain an
ensemble of disordered spring networks with the desired
coordination number (right).

and hard walls in the x-direction *. The samples are composed
of up to N = 105 identical particles with mass m. In addition
to the Hookean interaction (with a spring constant k) between
connected particles, i, j, we include the effects of viscous dissi-
pation: ~fijdiss = −b(~vi −~vj), where b is the microscopic damping
constant, and ~vi,j are the velocities of a pair of particles con-
nected by a spring. Time is measured in units of

√
m/k and

the damping constant in units of
√
km, which is equivalent to

setting m = 1 and k = 1. Lengths are measured in units of d
the mean spring length at rest.

6.1 linear regime

6.1.1 Early time

In the inset to Fig. (6.2), we plot the resulting velocity field
(normalized by the shearing rate v0) for times less than a critical
transition time , i.e., t < tc. Notice, the velocity field simply
broadens away from the shearing edge that is located at x=0,
while remaining centered there. Thus, in this regime, we do
not observe any propagating shear fronts.

In the main panel of Fig. (6.2), we plot the width w(t) of the
velocity field as a function of time t. Expectedly, the width in-

* A hard wall can only move up and down as a whole, but no relative motion
of the particles is allowed.
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Figure 6.2: The main plot shows the time evolution of the squared
front width, whereby the time axis has been normalized
by tc ∝ ∆z−2 and the width axis by ∆z2.9. The inset shows
the broadening at early times, t < tc, of the velocity pro-
files, v(x, t), in the ŷ direction, normalized by v0. Note the
absence of front propagation, in contrast with the plot in
the left inset of Fig. (6.3).

creases with time. At early times we find that w2dz3 ∼ (tdz2)
3
2 ,

implying, a super-diffusively increasing width:

w2(t) ∼ t
3
2 . (6.1)

However, at later times (t > tc), there is a transition to a new
regime where the width increases diffusively,

w2(t) ∼
t

dz
. (6.2)

Recall, particle diffusion in a medium can be characterized
by a diffusion constant defined from the mean square displace-
ment as:

〈r2(t) − r2(0)〉 = Dtξ, (6.3)

where, r(t) is the displacement, D is a characteristic diffusion
constant and ξ is an exponent characterizing the nature of dif-
fusion. If ξ = 1, we are in the regime of normal diffusion where
the mean square displacement increases linearly with time and
is consistent with the late time dynamics that we observe in Fig.
(6.2) and Eq. (6.2). By contrast, a ξ different from 1 is considered
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anomalous diffusion, with ξ < 1 being referred to as the sub-
diffusive regime and ξ > 1 as the regime of super-diffusion.
From Eq. (6.1), we find that a ξ = 3

2 characterizes the broaden-
ing of the velocity field at early times.

In the super-diffusive regime, Eq. (6.3) can also be interpreted
in the form

〈r2(t) − r2(0)〉 = D(t)t, (6.4)

with a diffusivity that depends upon time ,i.e., D(t) = Dtξ−1

(see also Chapter 4). If ξ > 1, this implies that the diffusiv-
ity will continue to increase with time. However, we note from
Fig. (6.2) that beyond a transition time tc we enter the regime
of normal diffusion that has a constant diffusivity. Thus, if we
imagine that this transition process physically corresponds to
a diffusivity that increases with time until it saturates to a con-
stant value 1

dz (from Eq. (6.2)), we find the transition time,

Dtξ−1 ∼
1

dz
(6.5)

t ∼

(
1

dz

) 1
ξ−1

. (6.6)

For ξ = 3
2 ,the transition time is therefore

tc ∼
1

dz2
. (6.7)

This explains the choice of normalization used in the axes of
Fig. (6.2). Note, the critical transition time is exactly the critical
time for transition from the so called non-quasistatic regime to
the quasi-static regime, first studied for visco-elastic random
spring networks using linear oscillatory rheology [4].

In the context of the transverse velocity field studied here,
physically, the transition time represents the time required for
the front width to increase to a large enough length scale so that
wave numbers characterizing the front discontinuity only con-
tains low frequency components and the network response can
then be described by frequency independent elastic constants.
The length scale up to which anomalous diffusion persists is
then

lc ∼ t
3
4
c ∼

1

dz
3
2

. (6.8)

This length scale can therefore be associated with the charac-
teristic size of the network beyond which its response can be
considered elastic, as we will see in the next section.
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6.1.2 Late Times

At late times (for t > tc), along with the transition to a regime
where the width spreads diffusively, we also find the onset of
front propagation, see inset to Fig. (6.3), with a speed that is
characteristic of the network shear modulus. As discussed in
the introductory chapter, for random spring networks near the
rigidity transition critical point, the shear modulus scales lin-
early with the excess coordination number G ∼ dz. In Fig. (6.4),
we extract from the speed of front propagation, the correspond-
ing shear modulus via the relation cs ∼

√
G, and plot it as a

function of dz, finding very good agreement with the expected
scaling.

In addition, in Fig. (6.5), we extract the width of the propa-
gating shear fronts as a function of dz (after normalizing out
the diffusive spreading in time seen in Fig. (6.2). As anticipated
from the relation Eq. (6.2), we find a width that diverges with
the excess coordination number w2 ∼ 1

dz . Conversely, from the
width of the propagating fronts we can define a transport coef-
ficient, that we call the effective viscosity of the network ηe ∼ 1

dz .
Phenomenologically, this amounts to a second order equation
of motion for the transverse y- displacement field of the form

ρ
∂2y

∂t2
= G

∂2y

∂x2
+ ηe

∂3y

∂x2∂t
. (6.9)

In turn, this equation can be derived from a visco-elastic stress-
strain relation of the form:

σ = Gγ+ ηeγ̇, (6.10)

where γ = ∂y
∂x . Thus, for t > tc, the network response can be

effectively described by time independent (or frequency inde-
pendent) characteristic storage (G) and loss (ηe) moduli. As dis-
cussed in the introductory chapter, this is consistent with the
recent studies that probe random visco-elastic spring networks
by imposing a linear frequency dependent strain at the bound-
aries (oscillatory rheology), where the response of the networks
in the quasi-static regime (for frequenciesω < ωc ∼ dz2) is char-
acterized by frequency independent storage modulus G ∼ dz

and a frequency independent loss modulus η ∼ 1
dz . By con-

trast, forω > ωc, the complex moduli are frequency dependent.
See Supplementary information F for more details, including a
derivation of the velocity profiles in the frequency dependent
regime.
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Figure 6.3: Shape of the linear wave profile. In the main plot, velocity
profiles for different ∆z are superimposed, with the small-
est ∆z corresponding to the widest profile. The damping
coefficient is b = 0.1 and the time is chosen such that the
wave has roughly reached the center of the sample. The
left inset shows the wave front for ∆z = 0.15 (same color
as main plot) for different times. In all plots, data points
are (averaged) profiles from the simulation and the solid
lines are fits to analytical solution [9].

6.2 non-linear regime

For large strain rates i.e., γ > γc the network response changes
substantially, see Fig. (6.6). Compared to the inset in Fig. (6.2),
we now find that even at early times, a well defined front prop-
agates. At the same time, the front width continues to increase
super diffusively with the same exponent ξ = 3

2 as seen in the
linear regime. However, unlike the case for γ < γc where we
found a cross-over to ordinary diffusion for times t > tc, we no
longer observe such a transition in the non-linear regime dur-
ing the entire times probed in our simulations, see Fig. (6.7).

For a qualitative understanding of this network response for
large strains, consider first, the one dimensional diffusion equa-
tion :

∂u

∂t
= D

∂2u

∂2x
. (6.11)

Let us impose a field of the form u = u0e
i(kx−ωt). The solution

is:

u = u0e
(−ttr )eikx, (6.12)
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Figure 6.4: The shear modulus G versus ∆z extracted from the speed
of the linear front propagating in a homogeneously cut
network.

where we have defined a response time tr

tr =
1

Dk2
. (6.13)

This implies that for large wave numbers (or small wavelength
fluctuations), the response time for their decay is very small.
However, at such short time scales, the continuum diffusion
equation Eq. (6.11) should no longer be a good approximation
to the physical processes since the diffusion equation is gener-
ally associated with the long wavelength and long time proper-
ties of the medium. In fluids for instance, one way to account
for the short time response of the fluid is to introduce a dif-
fusion kernel (memory function) [69]. Similarly, the anomalous
wavenumber dependent viscosity that we observed in the quasi-
equilibrium state of amorphous packings (see Chapter 4) is also
related to the inability of fluids in low dimensions to respond
instantaneously to fluctuations. Since the transport properties
(such as diffusivity, viscosity, conductivity) are long time inte-
grals of correlation functions, their time dependence typically
correspond to correlation functions that do not decay exponen-
tially but have a long time power law tail.

Similarly for the random spring networks, we find that their
initial response in the linear regime is marked by a diffusivity
that is time (frequency) dependent. Only when the diffusion
causes the width to grow to large enough length scales of the
order of lc (small wave numbers), do we find a transition to a
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Figure 6.5: The main panel shows numerical data for the rescaled
width w̃ ≡ w(t)√

t
(or equivalently the effective viscosity

ηe) versus ∆z (dots) for homogeneously cut networks with
b = 0.1. The solid line represents the scaling w̃ ∝ ∆z−

1
2 .

Figure 6.6: Evolution of a non-linear ( γγc
= 6.8) wave front for ∆z ≈

0.15. Late times t∆z2 > 10 are indicated by full circles.
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Figure 6.7: Time dependence of the widths in the non-linear regime.
Different colors correspond to different ∆z, as in the plot
on the left. The full symbols correspond to the non-linear
regime with 1.5 < γ

γc
< 680. The open symbols correspond

to the linear regime
(
γ
γc
< 10−3

)
.

regime where the transport process with a constant diffusivity
may be defined. However, why is this regime not attained when
the strain rates are large ?

Intuitively, for large strain rates, Eq. (6.11) is expected to be
modified to include non-linear corrections of the form:

∂u

∂t
+ κ

∂un

∂x
= D

∂2u

∂2x
, (6.14)

where n is the index of non-linearity.
Consider the simplest non-linear term with n = 2 (such as in

the Navier-Stokes equation without a pressure gradient term).
How does this term respond to a perturbation of the form :
u = u0cos(kx), that we considered previously. To leading or-
der, we find u2 = u20cos2kx and upon differentiating once with
respect to the spatial variable x, we find a new term of the
form u20sin(2kx) with a wavenumber 2k. Once a perturbation
with larger wavenumber is generated, the non-linear term re-
sponds again to this new perturbation, by generating another
higher wavenumber, and this process thus keeps repeating, lim-
ited only by the largest wavenumber physically supported by
the medium or by other dissipative processes. Thus, one effect
of the non-linear term is that it acts as a source term that gen-
erates higher wavenumbers. This mechanism is similar to the
generation of smaller and smaller eddies in the study of turbu-
lence, where large wavenumbers represent the smaller eddies
that are eventually dissipated by thermal processes, such as the
one encapsulated in Eq. (6.13).
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Thus, if the response of random spring networks at high
strain rates is non-linear, then one effect of the non-linearity
would be to act as a source for higher wave numbers. However,
Eq. (6.13) also indicates that due to the generation of the higher
wave numbers, the network will have to keep responding at
short time scales to diffusive these fluctuations away. This, in a
sense is the physical process modelled by Eq. (6.14). However,
at short time scales, the response of random spring networks is
no longer in the quasi-static regime with a constant diffusivity
D and therefore, the non-linearity constantly forces the system
to remain in the regime with a time dependent diffusivity. By
contrast, in the linear regime, once the higher wave-numbers
inevitably generated during the early phases of the network
response (due to the sharper front discontinuities) have been
dissipated away, the network gradually enters the regime of
quasi-static visco-elastic response with constant material prop-
erties.

Is there a distinctive signature of the kind of non-linearity
present in our system ? As remarked in the introductory chap-
ter, a non-linear response could lead to the generation of non-
linear fronts, whose speeds depends upon the applied strain. In
the main panel of Fig. (6.8), we plot the normalized front speed
vf/c versus the normalized strain rate, γ/γc for the random net-
works at various values of ∆z . For γ � γc, we find vf ∝ γ

1
2 .

Thus, we find a non-linearity index n = 2. This index is consis-
tent with the findings in reference [2], where close to the critical
point, the stress response of random spring networks was seen
to take the form

σ = Gγ+ κγ|γ| (6.15)

In the strongly non-linear regime, differentiating once with re-
spect to spatial coordinate x (ignoring the term Gγ), we can
write the continuum equation of motion

∂σ

∂x
= ρ

∂2y

∂t2
, (6.16)

where y is the shear displacement. Using Eq. (6.15), we obtain
the non-linear equation

∂2y

∂t2
=
κ

ρ

∂γ2

∂x
. (6.17)
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Figure 6.8: In the main panel, the normalized front velocity, vf/c, is
plotted as a function of the normalized strain γ/γc for a
range of ∆z. For γ/γc � 1, the front speed vf is inde-
pendent of the applied strain and corresponds to the lin-
ear speed of sound c. In the strongly non-linear regime
γ/γc � 1, the front speed is independent of ∆z and scales
with the applied strain as vf ∝ γ

1
2 (straight black line). The

solid curve is plotted using the relation vf =
(G20+knl

2γ2)
1
4

√
ρ .

The inset compares the solid curves from the main plot

to the alternative relation ṽf =
√
c2 + knlγ

ρ (dashed lines),
clearly favouring vf over ṽf.
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Differentiating once more with respect to x and noting that γ =
∂y
∂x , we arrive at the second order non-linear wave equation:

∂2γ

∂t2
=
κ

ρ

∂2γ2

∂x2
. (6.18)

Comparing the two terms dimensionally, we can define a char-
acteristic speed

vf ∼

(
κγ

ρ

)1
2

. (6.19)

In the strongly non-linear regime where the network response
persists in the non-quasistatic regime with a front width that
spreads super-diffusively, vf is the only characteristic speed in
the system. In essence, this is reminiscent of the effective sound
speed we found in Chapter 4, where the effective sound speed
depends upon the initial solitary wave energy as c ∼ E

1
10 . Since

the solitary wave amplitude is related to the energy as E ∼ A2,
the only characteristic speed in that medium was c ∼ A

1
5 . Con-

sequently, one way to understand the response of the random
spring network in the strongly non-linear regime is as a simple
advection of the super-diffusive fronts with the characteristic
speed vf.

More-over, the critical strain for the transition from linear to
non-linear regime can be obtained by comparing the two terms
on the right of Eq. (6.15),

γc ∼ dz. (6.20)

In the main panel of Fig. (6.8), we do find a good collapse of the
data, where strains have been normalized by the critical strain
Eq. (6.20). Note also, for γ < γc and at later times, the front
speed is simply the speed of linear sound c ∼

√
G. Although

the dynamics in the intermediate regime γ ∼ γc is complex, we
do find well defined front propagation and indeed find a good
collapse of the data for the front speed by the expression

vf =

(
G2 + κ2γ2

)1
4

√
ρ

(6.21)

that correctly captures the asymptotic front speeds.
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A
N E S T E R E N K O S O L I TA RY WAV E

In this supplementary chapter, we review the original deriva-
tion of the strongly non-linear Nesterenko wave equation and
motivate, how its solitary wave solution may be interpreted as
a quasi-particle with an effective mass [32].

Consider a one dimensional chain of identical spherical par-
ticles of radius R with an initial overlap δ0 (see Fig. (A.1)), and
interacting with a non-linear force of the Hertz form. If the dis-
placement of particle i from its equilibrium position is ui, then
the equation of motion of the i-th particle is

üi = A(δ0 − ui + ui−1)
3
2 −A(δ0 − ui+1 + ui)

3
2 , (A.1)

where A = R
1
22

−3
2 Θ−1 and Θ =

3(1−ν2)
4E is a material constant

depending upon the Young’s modulus E and Poisson’s ratio ν.
Here, double dots refer to two derivatives with respect to time
t. If the displacement of the particles with respect to the initial
pre-compression is small, i.e., |ui−1 − ui| � δ0, the right hand
side of Eq. (A.1) can be expressed as

üi = Aδ
3
2

[(
1+

ui−1 − ui
δ0

)3
2

−

(
1+

ui − ui+1
δ0

)3
2

]
. (A.2)

Using the binomial expansion, i.e., (1+ x)
3
2 ≈ 1+ 3

2x+
3
4x
2 · ·,

the right hand side of Eq. (A.2) can be expressed as

üi = c(ui+1 − 2ui + ui−1) + d(ui+1 − 2ui + ui−1)(ui−1 − ui+1),(A.3)

where, c = 3
2Aδ

3
2
0 ,d = 3

8Aδ
−12
0 . For a long wavelength contin-

uum approximation L� a = 2R, where a is the lattice spacing,
we now make the simplification ui → u(x) ≡ u, where x is the
continuum spatial variable. Thus, we obtain

utt = c(u(x+ a) − 2u(x) + u(x− a))+

d(u(x+ a) − 2u(x) + u(x− a))(u(x− a) − u(x+ a)).
(A.4)

Taylor expanding the right hand side and retaining terms to
order a4, we obtain the weakly non-linear wave equation

utt = c
2
0uxx + 2c0γuxxxx − εuxuxx, (A.5)
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Figure A.1: Nearest neighbour particles in a one dimensional granu-
lar chain.

where, c20 = Aδ
1
2
0 6R

2,γ = c0
6 R

2, ε = c20
R
δ0

. Here, subscripts refer
to partial derivatives with respect to space x and time t. This
equation is known as the Boussinesq equation and under cer-
tain approximations, the solutions of this equation satisfy the
better known Korteweg-De Vries (KdV) equation.

However, our main interest is in the other regime where
δ0 → 0 and thus the standard long wavelength approximation
made above can no longer be used, since |ui−1 − ui|� δ0. Con-
sequently, we take the extreme limit and set δ0 = 0 (the spheri-
cal beads just touching other) in Eq. (A.1) and express it in the
continuum space and time variables as

üi = A
[
(u(x− a) − u(x))

3
2 − (u(x) − u(x+ a))

3
2

]
, (A.6)

and Taylor expand as

üi = A

(
u− aux + a

2/2uxx −
a3

6
uxxx +

a4

24
uxxxx − u

)3
2

− (A.7)

A

(
u− u− aux −

a2

2
uxx −

a3

6
uxxx −

a4

24
uxxxx

)3
2

.(A.8)

Now performing a Binomial expansion around (−ux), we ob-
tain the Nesterenko equation for strongly non-linear waves:

utt = c
2

[
3

2
(−ux)

1
2uxx +

a2

8
(−ux)

1
2uxxxx −

a2uxxuxxx

8 (−ux)
1
2

−
a2 (uxx)

3

64 (−ux)
1
2

]
(A.9)

where,c2 = (2R)
5
2
A
m is just a rescaled material dependent pa-

rameter. Upon rewriting this equation in terms of the strain
field ξ = −ux, we obtain the equation in a more condensed
form

ξtt = c
2

[
ξ
3
2 +

2R2

5
ξ
1
4 (ξ

5
4 )xx

]
xx

. (A.10)
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A travelling wave solution of Eq. (A.10) is obtained by look-
ing for solutions of the form ξ = ξ(x − vst), where vs is the
speed of propagation. Upon substituting in Eq. (A.10) and in-
tegrating twice [32], we obtain the solitary wave solution (see
Supplementary Information B for a similar calculation in more
detail)

ξ =

(
5

4

v2s
c2

)2
cos4

(√
10

5a
(x− vst)

)
. (A.11)

This represents a propagating strain field ξ. Often in simula-
tions, it is easier to measure the velocity field v(x, t) = u(x, t)t =
−vsξ(x, t). Thus, the solution in terms of the velocity field reads

v =

(
25

16

v5s
c4

)
cos4

(√
10

5a
(x− vst)

)
. (A.12)

where, we find that the amplitude of the wave depends upon
the speed of propagation as ξm ≡ up ∼ v5s. This is also the scal-
ing relation we found for compressional shocks in amorphous
packings in subsection 1.1.4.1. Notice, the width of the solitary
wave is simple a few times the grain diamter a , w= 5a√

10
and is

independent of the speed of propagation vs. This is unlike some
well known weakly non-linear waves such the KdV equation,
where the width also depends upon the speed of propagation.

a.1 quasi-particle interpretation

The solitary wave kinetic energy KSW, the potential energy USW,
the total energy ESW and momentum PSW (i.e, sum of the re-
spective kinetic, potential and total energies of the beads that
are enveloped by the solitary wave) are-

KSW =
mv2s
4R

∫
dxξ2 =

(2R)3ξ52m
Θ
√
10

W8

 (A.13)

USW =
2A(2R)

3
2

5

∫
dxξ

5
2 =

(2R)3ξ52m
Θ
√
10

W10

 (A.14)

ESW =

(2R)3ξ52m
Θ
√
10

(W8 + W10)

 (A.15)

PSW =
mvs

2R

∫
dxξ =

(2R)3ξ54m√
3Θ
πρ

W4

 . (A.16)
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where, Wn =
∫π
2
0 dxcosnx [17].

Now, the proportionality of the solitary wave kinetic energy
KSW and potential energy USW, gives the opportunity to de-
scribe its dynamics as a quasi-particle. Defining an equivalent
particle of mass mSW moving at a speed vSW such that the soli-
tary wave momentum and energy are PSW = mSWVSW and
ESW = 1

2mSWV2SW, one finds

mSW =
P2SW
2ESW

= Ωxm, (A.17)

where, Ω =
W2
4

√
10

W8+W10
= 1.345. Thus, the solitary wave is effec-

tively like a particle with a rescaled mass 1.34m, wherem is the
mass of the beads. Note, for many waves, differentiating ESW
with respect to PSW gives the group velocity or the speed of
propagation of the wave. However, here PSW is not the canon-
ical momentum and is physically related to the speed of the
particles, not the wave.

An important relation to be used later, is between the solitary
wave momentum PSW, the mass of the beads m and the soli-
tary wave speed of propagation vs. Using PSW ≡ m

∫
dx du

dt ∼

mvs
∫
dxξ and substituting the solitary wave solution for ξ, we

find the relation

PSW = mvsξm

∫
dxcos4x, (A.18)

= mv5s

(
5

6
πρΘ

)2 ∫
dxcos4x, (A.19)

∼ m3v5s, (A.20)

where ρ = m

(4/3πR3)
. In Supplementary information B, we pro-

vide an alternative (albeit approximate) derivation of the strongly
nonlinear Nesterenko wave equation that would allow us to ex-
press the solitary wave solution for any general nonlinear expo-
nent α > 2.



B
S O L I TA RY WAV E S O L U T I O N

In this supplementary chapter, we will derive the quasi-particle
representation of the solitary wave using an approximation to
the Nesterenko solitary wave equation, that is valid for a more
general non-linear interaction potential with exponent α > 2

[49].

b.1 rosenau approximation

Here, we adopt as our starting point the Lagrangian for a one
dimensional chain of identical spheres that are just touching
each other, i.e., in the limit δ0 → 0 (strongly nonlinear limit) -

L =
∑
n

1

2
mu̇2n −

A

α

(
un − un+1

a

)α
(B.1)

where, un is the displacement of the n−th sphere from its equi-
librium position and a = 2R is the lattice spacing. In order to
avoid doing a Binomial expansion in powers of α, we will de-
fine the continuum field variable as

aφ ′(n+
1

2
) = un+1 − un, (B.2)

where, primes denote derivative with respect to x. We now take
the continuum limit, i.e., un → u(x) ≡ u and Taylor expand the
right hand side about x+ a

2 :

aφ ′(x) ≈ u+
a

2
u ′ +

a2

8
u ′′ +

a3

48
u ′′′ − u+

a

2
u ′ −

a2

8
u ′′

+
a3

48
u ′′′. (B.3)

Integrating both sides once with respect to x, we obtain

φ(x) = u+
a2

24
u ′′, (B.4)

=

(
1+

a2

24

d2

dx2

)
u(x). (B.5)

Inverting the differential operator, we obtain

u(x) ≈ φ−
a2

24
φ ′′. (B.6)
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Thus, in the contiuum limit, the Lagrangian becomes

L

m
=

∫
dx
1

2
u̇2(x) −

A

mα

(
φ ′(x)

)α (B.7)

=

∫
dx
1

2
φ̇2 −

a2

24
φ̇φ̇ ′′ −

A

mα

(
φ ′
)α . (B.8)

By using the Euler-Lagrange equation, we obtain the equation
of motion as

φ̈−
a2

12
φ̈ ′′ +

A

m

[
(−φ ′)α−1

] ′
= 0. (B.9)

Note, φ here corresponds to the continuum displacement field.
The corresponding equation in the strain field δ = −φ ′ reads

δ̈−
a2

12
φ̈ ′′ −

A

m

[
δα−1

] ′′
= 0. (B.10)

b.2 solitary wave solution

The solitary wave solution of Eq. (B.10) can be obtained by look-
ing for propagating solutions of the form δ(x, t) = δ(x− vst):

v2sa
2

12
δ ′′ − v2sδ+

k

m
δα−1 = 0, (B.11)

which can be expressed in the form of Newtons’s-like equation

δ ′′ = −
12

v2sa
2

[
−v2sδ+

k

m
δα−1

]
= −

dW

dδ
. (B.12)

Multiplying both sides by δ ′ and integrating,∫
dxδ ′δ ′′ =

∫
dx−

dW

dδ
δ ′, (B.13)∫

1

2
d(δ ′)2 =

∫
−dW, (B.14)

1

2
(δ ′)2 = −W(δ). (B.15)

Integrating again, we find∫
dδ√
−2W

=

∫
dx. (B.16)

Substituting,W(δ) = 12
v2sa

2

[
k
mαδ

α −
v2s
2 δ

2
]
, and writing for brevity

A = 12
v2sa

2
k
mα and B = 6

a2
, we need to integrate∫

dδ√
2Bδ2 − 2Aδα

= x, (B.17)∫
dδ√

2δ
√
B−Aδα−2

= x. (B.18)
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Making the change of variables, z2 = B−Aδα−2, we find

−
√
2

A(α− 2)

∫
dz

δα−2
= x, (B.19)

−
√
2

(α− 2)

∫
dz

(
√
B)2 − z2

= x. (B.20)

Therefore,

x =
−1√

2B(α− 2)

[∫
dz√
B− z

+

∫
dz√
B+ z

]
, (B.21)

yielding

s = −
√
2B(α− 2)x = ln

√
B+ z√
B− z

, (B.22)

or

z = −
√
B
1− exp−s

1+ exp−s
. (B.23)

Squaring and substituting z2 = B−Aδα−2,

B−Aδα−2 = B
exp s/2− exp−s/2

exp s/2+ exp−s/2
, (B.24)

yielding,

δα−2 =
B

A
sech2(s/2). (B.25)

Therefore, the solitary wave solution is

δ =

(
mαV2s
2K

) 1
α−2

sech
2
α−2

(√
3

2a
(x− Vst)

)
. (B.26)

We now note a few important properties of the solitary wave
solution.

• The width of the solitary wave is approximately w =
2√
3

times the lattice spacing a = 2R. Thus, unlike the
Nesterenko solitary wave that is explicitly 5 particle di-
ameters wide, the approximate width predicted by the
solitary wave solution above is much less.

• However, due to the secant-hyperbolic function, Eq. (B.26)
has an exponential tail. In principle this means, that un-
like the Nesterenko solitary wave Eq. (A.12) that is zero
outside 5 particle diameters (due to the zeros of cosine
function), the above solution is never strictly zero. Thus,
Eq. (B.26) is said to lack a compact support.
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• The Hamiltonian and therefore the conserved energy cor-
responding to the Lagrangian Eq. (B.8) is

H

m
=

∫
dx
1

2
φ̇2 −

a2

24
φ̇φ̇ ′′ +

A

mα

(
φ ′
)α . (B.27)

Similarly, the momentum of the beads (not the canonical
momentum) is simply,

P

m
=

∫
dxφ̇. (B.28)

In conjunction, these two relations again allow us to inter-
pret the solitary wave as a quasi-particle.



C
H Y D R O D Y N A M I C A L M O D E S A N D P O W E R
S P E C T R U M

c.1 hydrodynamic modes

In this supplimenrary section, we derive the longitudinal and
transverse power spectral densities, that is used to obtain an
understanding of the emergent state in Chapter 4 [72].

We begin with the fluid equations of continuity and the Navier-
Stokes equation for the conservation of momentum [69] ( ignor-
ing any fluctuations in temperature of the system),

∂

∂t
ρ̃(r, t) +∇ · [ρ̃(r, t)ṽ(r, t)] = 0, (C.1)

where ρ̃(r, t) ≡ nd(r, t) is the particle number density per unit
area and

m
∂

∂t
[ρ̃(r, t)ṽ(r, t)] +mρ̃(r, t)[ṽ(r, t) · ∇]ṽ(r, t) = −∇p̃(r, t) +

η1{∇2ṽ(r, t) +
∇[∇ · ṽ(r, t)]}(C.2)

where,m is the mass of a particle, p̃(r, t) is the pressure, ṽ(r, t) ≡
vd(r, t) is local velocity field, and η1 is the coefficient of shear
viscosity [69]. Here, the expressions have been written for a
fluid assumed to be in a two dimensional plane. Further, we
have ignored any contributions coming from a bulk viscosity
[69, 72].

We focus on studying small deviations from local equilib-
rium. Note, in the process of studying small deviations from
equilibrium, we are implicitly studying small amplitude vari-
ations in a compressible fluid , which by definition is a sound
wave if we consider longitudinal fluctuations.

Next, we choose a reference frame that moves with the fluid
velocity, say ṽ0 that we will take to be zero for a fluid at rest.
We then linearize the above equations by considering small per-
turbations to first order, as follows

ρ̃ = ρ̃0 + ερ̃1 = ρ+ δρ, (C.3a)

p̃ = p̃0 + εp̃1 = p+ δp, (C.3b)
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94 hydrodynamical modes and power spectrum

ṽ = ṽ0 + εṽ1 = 0+ v. (C.3c)

Defining the current density as j(r, t) = ρv(r, t) and lineariz-
ing Eq. (C.1) and Eq. (C.2) with respect to small perturbations,
one obtains to first order

∂

∂t
δρ(r, t) +∇ · j(r, t) = 0, (C.4a)

m
∂

∂t
j(r, t) +∇δp(r, t) =

η1
ρ
{∇2j(r, t) +∇[∇ · j(r, t)]} (C.4b)

Dividing the momentum conservation equation bym, and defin-
ing η1

mρ = ν1,

∂

∂t
j(r, t) +

∇δp(r, t)
m

= ν1{∇2j(r, t) +∇[∇ · j(r, t)]} (C.5)

We now take the Fourier transform of Eqs. (C.4a) and Eq.
(C.5) in position space, i.e., transform j(r, t) → jk(t), δp(r, t) →
δpk(t) and δρ(r, t) → δρk(t) with k = (k, 0) being the k-space
vector, that we will take to be in the x-direction. Further, let
us define components of the current density vector as jk(t) =

(jlk(t), j
t
k(t)), where jlk(t) is the longitudinal part of the current

density, pointing in the direction of k-vector (x direction in this
case) and jtk(t) is the transverse component, pointing in a di-
rection perpendicular to k-vector (y-direction in this case). We
thus obtain the following equations in Fourier space

∂

∂t
δρk(t) − ikj

l
k(t) = 0, (C.6a)

∂

∂t
jlk(t) −

ikδpk(t)

m
= ν1[−k

2jlk(t) − k
2jlk(t)] − ν2k

2jlk(t),(C.6b)

∂

∂t
jtk(t) = −ν1k

2jtk(t). (C.6c)

Note, by taking the Fourier transform, we have managed to
decouple the longitudinal fluctuations in Eq. (C.6b) and trans-
verse fluctuations, Eq. (C.6c). However, the longitudinal fluctu-
ations are coupled to density fluctuations, Eq. (C.6a), that even-
tually gives rise to a finite sound speed in the longitudinal di-
rection. Conversely, as seen in Eq. (C.6c), transverse waves are
purely diffusive and de-coupled from any density fluctuations.



C.1 hydrodynamic modes 95

c.1.1 Longitudinal Current Density

We now focus on the longitudinal current density, Eqs . (C.6a)
and (C.6b) and drop the superscripts and subscripts l. An analo-
gous calculation can be done for the transverse current density.

First, Eq. (C.6a) may be written in its integral form as

δρk(t) = δρk(0) + ik

∫ t
0
dt ′ jk(t

′). (C.7)

Recall, in the Navier-Stokes equation, we ignored any temper-
ature fluctuations. Thus, as a working assumption, we are con-
sidering an ensemble with constant temperature and a fixed
number of particles N. Thus, we write the variations in pres-
sure as

δp =

[
δp

δρ

]
N,T
δρ (C.8)

From thermodynamics [70], we identify this as[
δp

δρ

]
N,T

=
1

ρχT
, (C.9)

where χT is the isothermal compressibility of the system. Defin-
ing, 2ν1 = νl, where νl is the longitudinal viscosity, we write
Eq. (C.6b) as

∂

∂t
jk(t) −

ikδρk(t)

mρχT
= −νlk

2jk(t). (C.10)

Inserting Eq. (C.7) into the above equation, we obtain

∂

∂t
jk(t) = −

k2

mρχT

∫ t
0
dt ′ jk(t

′) − νlk
2jk(t) +

ik

mρχT
δρk(0).(C.11)

The longitudinal current density auto-correlation function is de-
fined as [69]

C(k, t) = 〈j∗k(0)jk(t)〉. (C.12)

Multiplying Eq. (C.11) by jk(0)∗ and ensemble averaging,

∂

∂t
C(k, t) = −

k2

mρχT

∫ t
0
dt ′ C(k, t ′) − νlk2C(k, t), (C.13)

where ik
mρχT

〈ρk(0)j∗k(0)〉 vanishes by symmetry [69], as can be
seen by multiplying Eq. (C.6a) with ρk(0)∗ and ensemble aver-
aging the resultant expression, evaluated at t = 0. Further, it
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can be shown that 〈∂ρk(t)∂t ρ∗k(0)〉t=0 vanishes [69], producing the
desired result.

The power spectrum of the longitudinal current density auto-
correlation function can now be obtained as the Fourier trans-
form of the longitudinal current density auto-correlation func-
tion or equivalently, as the real part of the one sided Laplace
transform [70] of the current density auto-correlation function,
evaluated at s = iω, which we call P(k,ω) = <{L[C(k, t)]}s=iω.
Thus, taking the Laplace transform of Eq. (C.13), we obtain

sP(k, s) − P(k, 0) = −
k2

mρχT

P(k, s)
s

− νlk
2P(k, s), (C.14)

and therefore,

P(k, s) = P(k, 0)
s

s2 +ω20 + sνlk
2

, (C.15)

where, we have defined ω20 =
k2

mρχT
. Taking twice the real part,

evaluated for s = iω, we finally obtain

P(k, s) = 2P(k, 0)
ω2νlk

2[
ω2 −ω20

]2
+ (ωνlk2)2

, (C.16)

that is Eq. (4.7) in the main text. Note, for fluids, the constant
P(k, 0) = v2th is basically square of the average thermal speed of
particles [69].



D
F L U C T U AT I O N D I S S I PAT I O N T H E O R E M

In this section, we will review the derivation for the appropriate
form of the noise term that along with a second order hydro-
dynamical damping term satisfies the fluctuation dissipation
theorem [64]. Consider the discrete set of equations

dpn

dt
= tn + f

Noise
n + f

Damping
n ,

dxn

dt
=

pn

M
, (D.1)

where,

tn = −
∂H

∂xn
= −

∂U

∂xn
, (D.2)

f
Damping
n = mν

(
dxn+1
dt

− 2
dxn

dt
+
dxn−1
dt

)
, (D.3)

and we need to determine the form of fNoise
n that satisfies the

fluctuation dissipation theorem. Here, pn denotes the momen-
tum, xn the longitudinal displacement from its equilibrium po-
sition of the n−th particle with mass m and velocity dxn/dt.

The Hamiltonian is H = K + U, where K =
∑
n
p2n
2m is the ki-

netic energy and U =
∑
n V[xn+1 − xn] is the potential energy

for a general inter-particle potential V that depends upon the
relative displacement between neighbouring masses.

Taking the discrete (spatial) Fourier transform of Eqs. (D.1),
i.e., xn = 1√

N

∑
k exp(−ikn)Xk and pn = 1√

N

∑
k exp(−ikn)Pk

we obtain
dPk
dt

= Tk + F
Noise
k + ν [exp(−ik) + exp(ik) − 2]

dXk
dt

,

dPk
dt

= Tk + F
Noise
k − νγkPk,

dXk
dt

=
Pk
M

. (D.4)

where, from the damping term we have defined

γk = 2 [1− cos(k)] . (D.5)

We define

FNoise
k (t) =

√
D(k)ξk(t), (D.6)
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where, ξk(t) is a delta correlated white noise,

〈ξk(t)ξk ′(t ′)〉 = δ(t− t ′t)δk,−k ′ (D.7)

and D(k) is to be determined.
The associated multi-dimensional Fokker-Planck equation [67]

of Eqs. (D.4) takes the form

∂tρ =
∑
k

[
−∂Pk (Tkρk) −

P−k
M
∂X−kρk + νγk∂Pk

(
Pkρk +

D(k)

2νγk
∂P−kρk

)]
(D.8)

where,ρ = 〈
∏
k δ [Pk − Pk(t)] δ [Xk −Xk(t)]〉.

In order to determine D(k), we assume the stationary solu-
tion of Eq. (D.8) to be the Boltzmann distribution, i.e.,

ρ = Nexp
(
−
H

kBT

)
, (D.9)

where H is the Hamiltonian and N is a normalization constant.
Substituting Eq. (D.9) into Eq. (D.8), we find that for a station-
ary distribution the left hand side must be zero. Consider, the
first term on the right hand side

− ∂Pk (Tkρk) = −ρk∂PkTk − Tk∂Pkρk (D.10)

= 0− Tk
∂ρk
∂H

∂H

∂Pk
(D.11)

=
TkP−kρ

MkBT
, (D.12)

where we have used ∂H
∂Pk

=
P−k
2M since in Fourier space, the ki-

netic part of the Hamiltonian assumes the form K =
∑
k
PkP−k
2M .

Similarly, the second term on the right evaluates to

−
P−k
M
∂X−kρk = −

P−k
M

∂ρk
∂H

∂H

∂X−k
(D.13)

= −
TkP−kρ

MkBT
, (D.14)

where we have used the relation Tk = − ∂H
∂X−k

(as can be checked
for instance if the inter-particle potential is harmonic). Thus, the
first two terms on the the right cancel out. Equating the third
on the right of Eq. (D.8) to zero, we obtain

Pkρk +
D(k)

2νγk

∂ρk
∂H

∂H

∂P−k
= 0, (D.15)

Pkρk −
D(k)

2νγk

ρk
kBT

Pk
M

= 0, (D.16)
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and therefore,

D(k) = 2νγkMkBT . (D.17)

Now, from Eqs. D.6 and D.17, the noise term in position space
is

fnoise
n (t) = 2

√
2νMkBT

1√
N

∑
k

exp(−ikn)sin
(
k

2

)
ξk(t).(D.18)

Therefore,

N〈fnoise
n (t)fnoise

n ′ (t ′)〉
8νMkBT

=
∑
k

∑
k ′

exp(−i[kn+ k ′n ′])sin
(
k

2

)
sin
(
k ′

2

)
〈ξk(t)ξk ′(t ′)〉.

Substituting the relation from Eq. (D.7) in the above equation,
we obtain

N〈fnoise
n (t)fnoise

n ′ (t ′)〉
4νMkBT

= −δ(t− t ′)
∑
k

exp[−ik(n−n ′)](1− cos(k)).

Taking the Fourier transform of the above equation, noting that

1

N

∑
k

exp[−ik(n−n ′)] = δn,n ′

1

N

∑
k

exp[−ik(n−n ′)]cos(k) =
1

2

(
δn,n ′+1 + δn,n ′−1

)
,

we find,

〈fnoise
n (t)fnoise

n ′ (t ′)〉 = −2νMkBTδ(t− t
′)
(
δn+1,n ′ − 2δn,n ′ + δn−1,n ′

)
.

This relation can be satisfied by defining

fnoise
n (t) =

√
2νMkBT [ξn+1(t) − ξn(t)] (D.19)

with

〈ξn(t)ξn ′(t ′)〉 = δ(t− t ′)δn,n ′ . (D.20)

This is the fluctuation dissipation theorem we use in Eq. (5.3)
in the main text.





E
L I N E A R N O N - Q U A S I S TAT I C R E G I M E

In the following supplementary section, we will solve for the
analytic form of the transverse velocity field when the response
of the random spring network falls in the linear frequency de-
pendent regime. The derivation therefore rests on knowing the
frequecy dependent elastic moduli. In addition, we will see how
the same solution can be arrived at by starting with a fractional
diffusion equation in real space and time. Here, the fractional
exponent can be read off from the super-diffusive exponent that
characterizes the broadening of the shear front width at early
times.

e.1 from oscillatory rheology

Consider the general frequency dependent constitutive relation
for a linear visco-elastic material:

σ(s) = G(s)γ(s) , (E.1)

where, G(s)s=iω = G ′(ω)+ iG ′′(ω) is the (Laplace transformed)
complex modulus, whose real and imaginary parts correspond
to the storage and loss modulus respectively. The field σ(s) ≡
σxy(s) denotes the shear stress and γ(s) ≡ γxy(s) the shear
strain. The general frequency dependent constitutive stress-strain
relation Eq. (E.1) corresponds to the following convolution in-
tegral in the time domain,

σ(x, t) =
∫ t
0
G(τ)γ(x, t− τ)dτ. (E.2)

Substituting into the equation of motion

∂σ(x, t)
∂x

= ρ
∂2u(x, t)
∂t2

(E.3)

and defining v(x, t) =
∂u(x,t)
∂t , we obtain (interchanging the or-

der of integration and differentiation),∫ t
0
G(τ)

∂γ(x, t− τ)
∂x

dτ = ρ
∂v(x, t)
∂t

. (E.4)
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Differentiating once with respect to time t, we find[
G(τ)

∂γ(x, t− τ)
∂x

]
τ=t

+
∫t
0G(τ)

∂2γ(x,t−τ)
∂x∂t dτ =

ρ
∂2v(x, t)
∂t2

. (E.5)

Since γ(x, t) = ∂u(x,t)
∂x , the first term in the square brackets can

be expressed as G(t)∂
2u(x,0)
∂x2

, which evaluates to 0, since there is
no displacement field at t = 0. Therefore,

∂2

∂x2

∫ t
0
G(τ)v(x, t− τ)dτ = ρ

∂2v(x, t)
∂t2

. (E.6)

Transforming back to Laplace time (noting that the first term is
just the convolution integral), we obtain

G(s)
∂2v(x, s)
∂x2

= ρs2v(x, s) − ρs [v(x, t)]t=0 −

ρ

[
∂v(x, t)
∂t

]
t=0

(E.7)

Since we are solving in the domain x > 0, our initial condition
is v(x > 0, 0) = 0 and boundary condition is v(x = 0, t) = v0.
Thus, the two terms on the right are 0 leaving us with

∂2v(x, s)
∂x2

=
ρs2

G(s)
v(x, s). (E.8)

This is an ordinary differential equation in x, solving which we
obtain:

v(x, s) =
v0
s

exp

(
x

s√
G(s)

)
. (E.9)

In oscillatory rheology, it is found that in the frequency de-
pendent regime, the elastic moduli scale as G(s) ∼ s

1
2 . In the

following, we thus express the term in the exponent more gen-
erally as : s√

G(s)
= s

α
2 .

Let us define the sine-Fourier transform of a function f(x) in
the x− domain valid for 0 < x <∞ as

F(k) =

∫∞
0
f(x)sin(kx)dx. (E.10)
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Taking the sine-Fourier transform of Eq. (E.9), we obtain

v(k, s) =
v0
s

2k

sα + k2
. (E.11)

This can be written as

v(k, s) =
2kv0
k2

(
1

s
−

sα−1

sα + k2

)
. (E.12)

Now, the Laplace inverse of(
sα−1

sα + k2

)
→ Eα,1

[
−k2tα

]
, (E.13)

where Eα,β is the generalized Mittag-Liffler function [78]

Eα,β(z) =

∞∑
n=0

zn

Γ(αn+β)
. (E.14)

Therefore, the inverse Laplace transform of Eq. (E.12) reads:

v(k, t) =
2v0
k

(
1− Eα

[
−k2tα

])
. (E.15)

and inverting in k space, we obtain the transverse velocity field
:

v(x, t) = 2v0

∫∞
0

sin(kx)

k

(
1− Eα

[
−k2tα

])
dk. (E.16)

This equation can be expressed more concisely by defining a
new variable ω = kt

α
2 . Then, the integral can be represented in

terms of just one similarity variable:

v(x, t) = 2v0

∫∞
0

sin(ωη)

ω

(
1− Eα

[
−ω2

])
dω, (E.17)

where η = x

t
α
2

is the similarity variable.
As a check for the convergence of the integral solution, con-

sider the special case where α = 1. This corresponds to the
ordinary diffusion equation. Then, the integrals can be solved
by noting that

E1,1(−k
2t) = exp(−k2t). (E.18)

Further, ∫∞
0

sin(kx)

k
=
π

2
, (E.19)

and ∫∞
0

sin(kx)

k
exp(−k2t) =

π

2
erf
(
x

2t
1
2

)
. (E.20)
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e.2 fractional equation

Although, we do not make extensive use of it, as an interesting
mathematical aside, one way to model regimes of anomalous
diffusion is to write down an analogue of Eq. (6.11), but with
fractional derivatives (in time or space). A space fractional dif-
fusion equation takes the form

∂u

∂t
= D

∂αu

∂αx
, (E.21)

where α = 2
ξ . Here, we have used fractional derivatives with

respect to the spatial coordinates only and the fractional deriva-
tives are interpreted in the sense described by Caputo [77].
Note, if α = 1, we recover the one dimensional wave equation
(half-wave equation), while for α = 2 (ξ = 1), we obtain the
ordinary diffusion equation. Similar to ordinary derivatives, a
Fourier- transform of Eq. (E.21) can also be defined and leads
to the general kernel

u(k, t) ∼ exp (t(−ik)α) , (E.22)

with a response time

tr =
1

Dkα
. (E.23)

Note, for α = 2, we recover Eq. (6.13). Moreover, Eq. (E.23)
corresponds dimensionally to a similarity solution of the form(
x

t
1
α

)
. For α = 4/3, this gives us

(
x

t
3
4

)
that is consistent with

the super-diffusive growth of the width at early times in Fig.
(6.2).

Note, from our observations in Fig. (6.2), we could also have
started with a time fractional version of the diffusion equation
in real space-time variables [77, 78] :

∂αu

∂αt
= D

∂2u

∂x2
. (E.24)

Once again, we can take the Laplace transform in time domain
and a sine-Fourier transform in x, to obtain Eq. (E.11) for the
initial condition v(0, s) = v0

s . Thus, the two approaches give the
same solution. Note, the use of fractional derivatives naturally
takes into account the non-locality implicit in the convolution
in Eq. (E.2).
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Figure E.1: A harmonic spring with equilibrium length l0, initially
lying at an angle θ in the x − y plane. On e end of the
spring is then moved to by an amount dy, to calculate the
resultant force in the new position fR.

e.3 non-linearity from harmonic springs

As a concluding remark, note that, although the spring net-
works we have considered are composed of harmonic springs,
for high strains, the network response becomes non-linear. Al-
though the actual mechanisms for the vanishing of the linear
response in a disordered network of springs is fairly complex
and involves a collective softness, the origins of nonlinearity
can be traced to the simple picture depicted in Fig. (E.1). In par-
ticular, if we consider a spring with an equilibrium length l0
lying at an angle θ in the x− y plane, and move one of its ends
by a small amount dy along the y−direction (for instance, the
spring can be thought of the boundary spring that is sheared
in the y− direction ), then the force along the direction of the
spring is

f = −(
√

(l0sinθ+ dy)2 + (locosθ)2 − l0). (E.25)

By squaring and Taylor expanding the terms inside the square
root, we find the force

f ≈ −

(
dysinθ+

(dy)2

2l0

)
. (E.26)

Consequently, the return force in the direction of shearing is

fy ≈ −

(
dysinθ+

(dy)2

2l0

)
(dy+ l0sinθ)

l0
, (E.27)
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that yields

fy ≈ −
1

l0

(
dyl0sin2θ+

3

2
(dy)2sinθ+

dy3

2l0

)
. (E.28)

Thus, the dominant non-linearity (second term on the right) is
quadratic in displacement dy. For a more rigorous argument
that also correctly accounts for the vanishing linear response,
see [2].



F
I D E A S F O R F U RT H E R W O R K O N T H E R M A L
A N D Q U A N T U M F L U C T U AT I O N S

As discussed in Chapter 6, a two dimensional random network
of springs becomes rigid when the mean connectivity 〈z〉 ex-
ceeds a critical isostatic value zc = 4. Here, the onset of rigidity
is a purely geometrical or mechanical phenomenon. In Chapter
5, we discussed that thermal fluctuations can introduce rigidity
in a chain of (un-stressed) non-linear springs, that a-priori has
no linear response. Similarly, a network of freely jointed chains
that are often used as a simple model for polymers, can display
a purely entropic elasticity with a shear modulus that grows
linearly with temperature, i.e., G ∼ T [54].

Many systems however fall in an intermediate regime, where
the rigidity arises from an interplay between network geometry
and coupling to a source of fluctuation. In a recent study on
such a model (a two dimensional random network of diluted
springs), it is shown that the shear modulus scales sub-linearly
with temperature, i.e., G ∼ Tα, with 0 < α < 1 [54]. Note, α = 1

corresponds to the regime of purely entropic elasticity (such as
freely jointed chains), while α = 0 gives a shear modulus that
is independent of temperature as for instance, can be expected
for elastic spring networks well above the isostatic point, i.e.,
z� zc.

However, so far much less is known about the role of quan-
tum fluctuations (zero point motion) on the mechanical prop-
erties of fragile systems. For example, at the microscopic level,
network glasses can be viewed as a random network of har-
monic springs. An intriguing question then is: can the quan-
tum zero point motion of network nodes induce the equivalent
of an entropic (thermally induced) rigidity as the temperature
is lowered ?

Thus, if amorphous materials can indeed be modelled as a
random network of harmonic springs with a tune-able connec-
tivity, then close the isostatic point, their elastic properties and
specific heat can be expected to be profoundly effected by net-
work connectivity and quantum and thermal fluctuations [80].
In this final chapter, we therefore discuss some initial ideas ex-
ploring this direction, by studying the effects of thermal and
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quantum fluctuations on the rigidity of a random network of
harmonic springs that are derived from jammed packings pre-
pared at vanishingly small pressure. We discuss a simple method
that allows us to approximately model both thermal and quan-
tum fluctuations within a classical simulation, by coupling the
system to a source of noise given by the Bose-Einstein spectrum.
In the low temperature limit, this allows us to study the effects
of quantum zero point motion within a purely classical approx-
imation, while the high temperature limit, allows us to study
the role of purely thermal fluctuations.

f.1 approximate method to simulate quantum zero

point energy

Due to quantum fluctuations, the energy of the system at zero
temperature, called the zero point energy, is larger than the po-
tential energy minimum. This property is a direct consequence
of the quantization of the energy of the vibrational modes. An
intriguing, albeit approximate method, that allows us to incor-
porate zero point motion within a classical description of par-
ticle dynamics, is to consider a Langevin equation of the form
Eq. (5.1), but with the source of Gaussian noise replaced with
coloured noise with an appropriate power spectral density. This
method thus consists of modelling the zero point motion as a
quantum bath, that is analogous to a thermal bath, but with
a different source of noise. In this way, the correct zero point
energy for a harmonic oscillator can be obtained [68, 75, 73].

What is the nature of the noise term ? In the next sub-section,
we outline an intuitive method to see the appropriate power
spectral density of the noise term that allows us to correctly
obtain the energy of a simple harmonic oscillator. We then ap-
ply this method to study a one dimensional chain of harmonic
oscillators and then, a two dimensional random network of har-
monic springs.
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f.1.1 Simple harmonic oscillator

Consider the equations of motion for a simple harmonic oscilla-
tor, akin to the Langevin equation that we considered in Chap-
ter 5 Eq. (5.1), leaving the noise source Θ(t) as yet unspecified:

dx

dt
= v, (F.1)

dv

dt
= −ω20x− γv+

√
2γθ(t) (F.2)

where, x is the displacement from the equilibrium position, v
is the speed, γ is the external drag and Θ(t) is a source of
fluctuation. Here, we have set mass m = 1 and the oscillator
frequency is ω0. Fourier transforming the equations Eq. (F.1)
using X(ω) =

∫
x(t)e−iωt,V(ω) =

∫
v(t)e−iωt we obtain

X(ω) =
√
2γ

Θ(ω)

ω20 −ω
2 + iωγ

, (F.3)

V(ω) =
√
2γ

iωΘ(ω)

ω20 −ω
2 + iωγ

. (F.4)

The power spectral density corresponding to the random vari-
ables x(t), v(t) is |X(ω)|2, |V(ω)|2 respectively. Therefore, the en-
semble averaged energy of the oscillator is

E(ω) =

∫
dω

2π

(
1

2
ω20|X(ω)|2 +

1

2
|V(ω)|2

)
, (F.5)

=

∫
dω

2π
γ

ω2 +ω20(
ω2 −ω20

)2
+ω2γ2

Θ(ω). (F.6)

Here, Θ(ω) is the power spectral density of the noise.
For small damping γ, the poles of Eq. (F.6) are ω = ±ω0 ±

iγ/2, to leading order in γ. Solving by residues, we find that
for a constant Θ(ω), integration of Eq. (F.6) gives a constant
that is independent of the drag γ. If we choose the constant
Θ(ω) = kBT (independent of ω as in the Langevin equation),
integration of Eq. (F.6) , reproduces the classical equipartition
theorem, where the energy is just equal to the the thermal en-
ergy.

Similarly, for a frequency dependent Θ(ω), integration of Eq.
(F.6) gives E ≈ Θ(ω0), to leading order in γ. Hence, by choosing

Θ(ω) =  h|ω|

1
2
+

1

exp
(

 hω
kBT

)
− 1

 (F.7)
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and a value for γ small enough compared to the characteristic
frequency ω0, we can ensure that the energy of the oscillator is
given by the Bose-Einstein distribution Eq. (F.7) including the
zero point energy.

Note, in these equation, no operators are involved. This is
truly a classical approximation of the quantum zero point en-
ergy, where we are assuming that the quantum fluctuations are
akin to thermal fluctuations, causing the particle position and
velocity to fluctuate in time. For a detailed derivation of this
classical approximation beginning with the coherent state de-
scription, see ref [68].

f.2 chain of harmonic oscillators

As a first step towards checking whether the above equations
correctly reproduce the energy of a harmonic oscillator, we sim-
ulate a one dimensional chain ofN = 1024 harmonic oscillators,
where each particle is coupled to a source of noise Θ(t) and
drag γ, and therefore satisfies an equation of the form Eq. (F.1).
For more details on how to construct an approximate noise
source in time domain that has the power spectral density given
in Eq. (F.7), see section F.4.

In Fig. (F.1), we plot the numerically obtained energy (red
circles) of the chain of harmonic oscillators against the Temper-
ature, and compare it with the analytic expression given by the
Bose-Einstein distribution Eq. (F.7), finding a reasonably good
agreement. In these plots, we have used reduced units where
energy is specified in units of ka2, where k is the bare spring
constant and a is the lattice spacing. In Fig. (F.2), we also verify
that in equilibrium, the energy is equally partitioned between
the quadratic degrees of freedom (i.e., the kinetic and potential
energies). Here, the equilibration time is set by the inverse of
the drag coefficient γ.

f.3 random network of harmonic springs

We now study a random network of harmonic springs derived
from jammed packings (see Fig. 6.1) that have been prepared at
a vanishingly small pressure so that the mean overlap between
disks δ is nearly 0. For such networks of harmonic springs,
the shear modulus scales linearly with the excess coordination
number G ∼ dz = z− zc, where z is the average coordination
number per node and zc = 4 is the critical coordination num-
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Figure F.1: Comparison of analytical Planck spectrum (solid black
curve) against the energy of a chain of harmonic oscil-
lators obained numerically (red dots). Here,  hω0 = 1.0.
Note, unlike the case of a classical simulation where the
energy at zero temperature would be zero, here the energy
levels off to around 0.45, close to the expected zero point
energy. Here, energy is measured in units of ka2, where k
is the bare spring constant and a is the equilibrium lattice
spacing.

ber in two dimensions. At the same time, the bulk modulus
remains finite at the critical point and is nearly independent of
dz as we move further away from the critical point.

We now couple the nodes of the two dimensional network of
harmonic springs to a source of noise, modelled by the Bose-
Einstein spectrum, Eq. (F.7) and study the equilibrium proper-
ties of the network. As a first step, in Fig. (F.3), we plot the
numerically obtained energy (red circles) of this system against
the Bose-Einstein distribution Eq. (F.7), where we find a reason-
ably good match for a range of ratios  hω0/kBT .

f.3.1 Fluctuation induced rigidity

Next, we study the long wavelength small frequency longitu-
dinal and shear modes, using a procedure similar to the one
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Figure F.2: Confirmation of the equipartition between kinetic (black)
and potential (red) energies in a chain of harmonic oscilla-
tors at  h = 1.0 and T = 1.25.

outlined in Chapter 4. Note, the Bose-Einstein distribution has
the following asymptotic forms:

Θ(ω) =
1

2
 h|ω|; T → 0 (F.8)

Θ(ω) = kBT ; T →∞, (F.9)
(F.10)

that correspond to the quantum and classical limits respectively.
In Fig. (F.4), we therefore probe these limits and plot the nu-
merically obtained dispersion curves (obtained analogously to
the procedure described in Chapter 5) for the shear modes, as
a function of reduced temperature T (left panel) and reduced
 h (right panel). As expected from the physics near the vicinity
of the critical point, the slopes of the dispersion curves explic-
itly depend upon the energy of the fluctuation, i.e., the tem-
perature or  h. Moreover, for random networks derived from
jammed packings, the bulk modulus remains finite at the crit-
ical point and accordingly, the longitudinal dispersion curves
remain nearly independent of temperature (see scaling in Figs.
(F.6)-(F.7) ).

In order to check the correctness of this procedure ,i.e., the
use of hydrodynamical modes to estimate the elastic modulus
of spring networks, we plot in Fig. (F.5), the scaling of the shear
(black circles) and bulk modulus (blue circles) as a function
of the energy of pre-compression for spring networks derived
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Figure F.3: Comparison of analytical Planck spectrum (solid black
curve) against the energy for a random network of springs
obained numerically (red dots). Here,  hω0 = 1.0. Note,
unlike the case of a classical simulation where the energy
at zero temperature would be zero, here the energy levels
off to around 0.9, close to the expected zero point energy
that is 1.0 in two dimensions. Here, energy is measured in
units of ka2, where k is the bare spring constant and a is
the average equilibrium lattice spacing.

from jammed packings with varying initial compression and
with vanishingly small temperature, so as to probe the elastic-
ity of the network that stems only from the geometry of the
network. In particular, for an interaction potential of the form
δα, where δ is the average initial overlap between disks, the
shear modulus is expected to scales as G ∼ δα−3/2 and the bulk
modulus as B ∼ δα−2. For harmonic interaction with α = 2, this
leads to G ∼ δ1/2 and B ∼ δ0. In this case, the energy of the
packing due to pre-compression is E ∼ δ2 (harmonic potential),
and therefore, G ∼ E1/4 with an exponent 0.25. In Fig. (F.5), we
find a scaling with an exponent approximately 0.23, close to the
expected value, while the bulk modulus remains independent
of the energy.

In Figs. (F.6-F.7), we show the analogous scaling we obtain
when we couple the spring network that is close to the critical
point, to a source of finite temperature and  h. In this case, we
find that the scaling differs from that expected at a finite pre-
compression. Rather, the shear modulus seems to scale as G ∼

(kBT)
0.4 and G ∼ ( hω0)

0.4, in units of the square of the inverse
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Figure F.4: The onset of shear rigidity due to thermal fluctuations
(left panel) and classical approximation to quantum fluc-
tuations (right panel). We define the shear rigidity as the
square of the slopes of these curves.

lattice spacing. In these plots, the value of T and  h are chosen so
that the energy induced by fluctuations is roughly comparable
to the energies of the pre-compressed packings in Fig. (F.5) to
allow for a more meaningful comparison.

f.4 simulation

f.4.1 Planck Spectrum

The numerical implementation of the quantum bath reduces to
generating a colored noise with a power spectral density Θ(ω).
Here, we adopt the numerical scheme suggested in reference
[73, 74, 75].

For a continuous noise, we introduce the filter

H(ω) =
√
Θ(ω). (F.11)

and denote H(t) as the inverse Fourier transform of H(ω). The
noise Θ(t) can then be obtained by convolving H(t) with a
source of random noise r(t), that has a power spectral density
R(ω) = 1. Therefore,

Θ(t) =

∫∞
−∞H(s)r(t− s)ds. (F.12)

The power spectral density of the resulting noise is |H(ω)|2R(ω) =

Θ(ω), which is the desired power spectral density.
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Figure F.5: The numerically computed shear (black circles) and bulk
modulus (blue circles) plotted against the energy of the
spring networks derived from jammed packings at various
pre-compressions. These plots are obtained at a vanish-
ingly small temperrature , so the the moduli scale with the
pre-compression or network geometry. We find the bulk
modulus is nearly independent of the pre-compression
while the shear modulus scales approximately as G ∼

E1/4 ∼ δ1/2.

Numerically, this can be implemented as follows. The filter
H(ω) is first discretized in 2N values with steps dω over an
interval [−Ωmax,Ωmax]:

Hk = H(kdω),k = −N · · ·N− 1. (F.13)

On physical grounds, the cut-off frequency can be chosen to
be around the maximum frequency for a harmonic oscillator√
K/m, where K is the spring constant and m is the mass. Sub-

sequently, we take the discrete Fourier transform of Hk:

Hn =
1

2N

N−1∑
−N

Hkcos
( π
N
kn
)

. (F.14)

Finally, we perform the discrete convolution

Θn =

N−1∑
−N

Hmrn−m, (F.15)

where r is a normal random variable.
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Figure F.6: The numerically computed shear (black circles) and bulk
modulus (blue circles) plotted against the thermal energy
for nearly isostatic spring networks derived from jammed
packing at vanishingly small pre-compression φ.

f.4.2 Limiting forms

Note, the classical high temperature limit of the Planck spec-
trum is kBT . Thus, the same procedure outlined above can be
used to simulate a classical system coupled to a heat bath, as
in Chapter 5. Further, for the numerical integration, we use a
modified form of the velocity Verlet method that in the limit
 h → 0,kBT → 0 and drag γ → 0, reduces to the velocity verlet
method [71].
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Figure F.7: The numerically computed shear (black circles) and bulk
modulus (blue circles) plotted against the quantum energy
for nearly isostatic spring networks derived from jammed
packing at vanishingly small pre-compression φ.
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Figure F.8: Plots of the Planck spectrum obtained numerically for
its asymptotic forms of high frequency (black) and high
temperatures (red). The high frequency power increases
linearly with frequency and corresponds to the quantum
zero point motion, while the power spectrum density is
a constant independent of frequency and proportional to
kBT in the high temperature (classical) limit.
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S U M M A RY

In this thesis, we study energy transport and fluctuations in
simple models of fragile matter : a unique state of matter that
has a vanishingly small window of linear response since one
or both of its elastic moduli (shear and bulk) are nearly zero.
As a consequence, even the tiniest perturbations travel as non-
linear waves. In addition, most models of fragile matter have
an amorphous structure. It is the interaction of the non-linear
waves with the underlying disorder and the resulting fluctua-
tions, that constitutes the unifying theme explored in this the-
sis.

There are at least two seemingly distinct sources of fragility: a
local source stemming from the strongly non-linear interaction
potential between particles so that one can not expand around
a potential minimum to define a spring constant, and a second,
global source, whereby the collective response of the sample
can be considered weakly linear.

As a model of the first kind, we consider a two dimensional
packing of soft frictionless elastic disks that are just touching
their nearest neighbours. The interaction potential between elas-
tic disks is given by the nonlinear Hertz law that has no har-
monic part. Consequently, for a packing in this state, the bulk
modulus is vanishingly small and the smallest compressions
imparted at the edges leads to nonlinear solitary like waves.

As a model of the second kind, we consider a two dimen-
sional random network of harmonic springs where each node
has on average around four nearest neighbours. Here, despite
the contact interaction being harmonic, the network has a van-
ishingly small shear modulus. Consequently, even the tiniest
shear strains elicit non-linear waves. There are many important
similarities and differences between the nature of non-linear
waves and the role played by disorder in the two models de-
scribed above, which we are gradually beginning to understand.

In Chapters 2-4, we focus on models of the first kind, where
we consider two dimensional packings of soft elastic friction-
less disks such that, upon overlap, two disks interact with a
non-linear potential given by the Hertz law. We begin our re-
search work by first considering an ordered hexagonal packing
of disks that are just in contact with their nearest neighbours, so
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that the packing has a vanishing bulk modulus. Consequently,
an impulse imparted at one of the edges leads to non-linear
solitary waves that can be described by the one dimensional
Nesterenko equation of motion whose solitary wave solutions
are by now well established. We then introduce a simple model
of disorder by creating an interface between two hexagonal
packings with differing particle masses, and study the interac-
tion of the solitary wave with the interface using a combination
of simulations and simple analytical models, in particular, by
invoking a quasi-particle approximation to the solitary wave.

We then study the propagation of the solitary like wave in a
hexagonal packing with a random distribution of masses. We
find that disorder effectively acts as a source of viscosity that
causes the solitary-wave amplitude to decay as it propagates
through the medium. For small variation in the mass distri-
bution, we find two distinct regimes of attenuation: an initial
exponential decay of the solitary-wave amplitude followed by
a longer time, power law decay. We understand the exponential
decay by invoking the quasi-particle approximation to the soli-
tary wave. However, the decay in the power-law regime signals
a new regime, where the solitary-wave ceases to exist. By con-
trast, we find the emergence of a new type of weakly non-linear
shock-like front whose amplitude decays as a power law.

This observation provides our first link to the physics of en-
ergy attenuation in a strongly disordered medium such as in
a hexagonal packing with a large variance in the distribution
of masses and jammed amorphous packings of soft frictionless
disks. In both cases, an initial impulse soon transitions into a
triangular shock front whose amplitude decays as a power law
with a rate that is independent of the amount of disorder.

The attenuation of the impulse has some interesting conse-
quences. We find that disorder causes the energy, initially local-
ized in an impulse, to be distributed throughout the amorphous
packing (of finite size). In a system with no intrinsic mechanism
to dissipate energy, the particles therefore continue to fluctu-
ate forever. This we imagine as a granular analogue of tem-
perature where the passage of the impulse effectively fluidizes
the amorphous packing and where the energy of the initial
impulse plays the role of temperature. As a consequence, the
emergent mechanical state now has a finite bulk modulus (we
started with an amorphous packing with a vanishingly small
bulk modulus).
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In Chapter 5, we study a simple one-dimensional model of
fragile matter that is explicitly coupled to a source of ther-
mal fluctuations. As the simplest toy model, we adopt a one-
dimensional chain of strongly non-linear Hertzian springs cou-
pled to a heat bath. We then study the propagation of an im-
pulse along this chain and find that the dynamics of the solitary
wave quasi-particle mimics that of a Brownian particle.

In Chapter 6-7, we shift our focus to models of fragile matter
of the second kind, i.e, a two dimensional disordered network
of harmonic springs. Here the loss of rigidity (vanishing shear
modulus) is a collective phenomenon. By shearing one edge
of the sample at a uniform rate we study the dynamics of the
diffusing and propagating shear fronts. We find that the initial
response of the network causes a super-diffusive spreading of
the energy away from the boundary. However, after a critical
time, the super-diffusive spreading transitions into a propagat-
ing shear front whose width continues to grow diffusively. Dis-
order in these networks thus directly manifests in the very large
widths of the propagating shear fronts.

For large shearing rates, we find the onset of non-linearly
propagating fronts. However, even though we maintain a con-
stant influx of energy at the boundaries, we do not see steadily
propagating nonlinear fronts. Instead, the front widths in the
nonlinear regime continue to grow super-diffusively while the
shearing rate dictates the speed of the propagating fronts. The
super-diffusive spreading in both the linear and nonlinear regim-
es has very interesting connections with the nature of the flu-
idized states we found for the amorphous packing of disks in-
teracting with the Hertz law potential, and is consistent with
more generic transport properties of lower dimensional fluids.

Finally, we conclude with some initial observations on the
emergence of rigidity in random spring networks as an inter-
play between the network geometry and the coupling to a source
of quantum and thermal fluctuations.





S A M E N VAT T I N G

Dit* proefschrift is gewijd aan het onderzoek naar energietrans-
port en fluctuaties in simpele modellen van fragiele materie: een
unieke toestand van materie met een verwaarloosbaar lineair-
respons regime, omdat een of beide elastische moduli (schuif-
modulus, bulkmodulus) vrijwel nul zijn. Dat heeft tot gevolg
dat zelfs de kleinste verstoringen zich als niet-lineaire golven
voortplanten. Bovendien hebben de meeste modellen van frag-
iele materie een vormloze structuur. Het is de interactie van de
niet-lineaire golven met de onderliggende wanorde en de resul-
terende fluctuaties dat het verbindende thema vormt van dit
proefschrift.

Het blijkt dat er twee verschillende mechanismen zijn die lei-
den tot fragiliteit: een lokaal mechanisme, waarbij de interac-
tiepotentiaal tussen deeltjes zodanig is dat men niet kan ex-
panderen rond een minimum om zo een veerconstante te kun-
nen definieren, en een tweede, globaal mechanisme, waarbij de
respons van het systeem als geheel zwak lineair is.

Als model van het eerste type beschouwen we een tweedi-
mensionale schikking van zachte, wrijvingloze elastische schij-
ven die hun naaste buren net aanraken. Dientengevolge wordt
hun interactiepotentiaal gegeven door de niet-lineaire wet van
Hertz zonder harmonisch deel. Voor een schikking in deze staat
is de bulkmodulus verwaarloosbaar klein en leiden de kleinste
compressies uitgeoefend op de randen, al tot niet-lineaire soli-
taire golven.

Als model van het tweede type nemen we een (tweedimen-
sionaal) willekeurig netwerk van harmonische veren, waarbij
elke knoop gemiddeld ongeveer vier naaste buren heeft. On-
danks dat de interactie harmonisch is, heeft het netwerk een
verwaarloosbaar kleine schuifmodulus. Daardoor brengt zelfs
de kleinste schuif niet-lineaire golven voort. Er zijn veel be-
langrijke overeenkomsten en verschillen tussen de aard van de
niet-lineaire golven en de rol van disorde in de twee beschreven
modellen, die we geleidelijk beginnen te begrijpen.

In hoofdstukken 2-4 concentreren we ons op modellen van
het eerste type, waarbij we tweedimensionale schikkingen van

* Many thanks to Thomas Beuman for generously summarizing the text in
Dutch.
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zachte elastische en wrijvingloze schijven beschouwen, zodanig
dat bij een overlap de twee schijven interageren volgens een
niet-lineaire potentiaal als gegeven door de wet van Hertz. We
beginnen ons onderzoek door eerst een geordende hexagonale
schikking van deze schijven te beschouwen. We vinden dat een
stoot aan een van de randen leidt tot niet-lineaire solitaire gol-
ven, die beschreven kunnen worden door een eendimensionale
Nesterenko bewegingsvergelijking, waarvan de solitaire-golfop-
lossingen bekend zijn. We introduceren dan een simpel model
voor wanorde door een overgang te creëren tussen twee hexag-
onale schikkingen, met verschillende massa’s van de deeltjes
in elk, en bestuderen de interactie van de solitaire golf met de
scheidslijn, met behulp van een combinatie van simulaties en
simpele analytische modellen, in het bijzonder door gebruik te
maken van een quasideeltjes benadering voor de solitaire golf.

Vervolgens bekijken we de voortplanting van de solitaire golf
in een hexagonale schikking met een willekeurige massa verdel-
ing. We zien dat de wanorde effectief een bron van viscositeit is,
met als gevolg dat de amplitude van de solitaire golf afneemt
terwijl deze zich door het medium voortbeweegt. Voor een klei-
ne variantie in de massa distributie vinden we twee verschil-
lende domeinen van verzwakking: in eerste instantie een ex-
pontiële afname, gevolgd door een langere periode met een af-
name volgens een machtsverband. We kunnen de expontiële
afname begrijpen met behulp van de quasideeltjes benadering.
De afname in het regime met het machtsverband, echter, wijst
op een nieuw domein waarin een ruimtelijk lokale, voortschrij-
dende solitaire golf niet meer bestaat. In plaats daarvan zien we
de opkomst van een nieuw type zwak niet-lineair, schokachtig,
front, waarvan de amplitude afneemt volgens een machtsver-
band.

Dit geeft ons een eerste aanknopingspunt met de natuurkunde
van energie-afname in een zeer wanordelijk medium, zoals een
hexagonale schikking met een grote variantie in de massa dis-
tributie of geblokkeerde structuurloze schikkingen van zachte
wrijvingloze schijven. In beide gevallen gaat een initiële stoot
spoedig over in een driehoeksvormig schokfront, waarvan de
amplitude afneemt volgens een machtsverband, in een mate
die niet afhangt van de hoeveelheid wanorde.

De afname van de impuls heeft enkele verrassende impli-
caties. We vinden dat de wanorde ervoor zorgt dat de energie,
oorspronkelijk gelokaliseerd in een stoot, verspreid raakt over
de structuurloze schikking (van eindige grootte). Dientengevolge
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zullen, in een systeem zonder intrinsiek mechanisme om en-
ergie te dissiperen, de deeltjes permanent fluctueren. Dit stellen
wij ons voor als een granulaire analogie van temperatuur, waar-
bij de passage van de impuls effectief de structuurloze schikking
vloeibaar maakt, en de energie van de oorspronkelijke stoot de
rol speelt van temperatuur. Dit heeft tot gevolg dat de mecha-
nische toestand die nu ontstaat een eindige bulkmodulus heeft
(we begonnen met een structuurloze schikking met een ver-
waarloosbaar kleine bulkmodulus).

In hoofdstuk 5 bestuderen we een simpel ééndimensionale
model voor fragiele materie dat expliciet is gekoppeld aan een
bron van thermische fluctuaties. Als het simpelste model ne-
men we een ééndimensionale keten van niet-lineaire veren geko-
ppeld aan een thermisch bad. We bekijken de voortplanting van
een impuls door deze ketting en vinden dat de dynamiek van
het solitaire-golf quasideeltje beschreven kan worden als dat
van een Brown’s soort deeltje.

In hoofdstukken 6-7 verleggen we de aandacht naar een model
van fragiele materie van het tweede type, namelijk, een tweedi-
mensionaal wanordelijk netwerk van harmonische veren, waar-
bij het verlies van rigiditeit (verwaarloosbare schuifmodulus)
een collectief fenomeen is. Door een rand van het systeem uni-
form te verschuiven bestuderen we de dynamiek van de diffun-
derende en voortschrijdende schuiffronten. We zien in de be-
ginfase een superdiffusieve verspreiding van de energie, weg
van de rand. Maar na een zekere, kritieke tijd gaat de superdif-
fusieve verspreiding over in een lopend schuiffront, waarvan
de breedte blijft toenemen. De disorde in deze netwerken komt
dus direct tot uitdrukking in de zeer grote breedtes van deze
voortschrijdende schuiffronten.

Voor snelle verschuivingen zien we het begin van niet-lineaire
voortplanting van fronten. Ondanks dat we een constante flux
van energie aan de rand hebben, zien we geen regelmatig voort-
plantende niet-lineare fronten. In plaats daarvan blijven de fron-
ten zich superdiffusief verspreiden in het niet-lineaire domein,
terwijl de verschuivingssnelheid de snelheid van de voortschrij-
dende front bepaalt. De superdiffusive verspreiding, in zowel
het lineaire als het niet-lineaire domein, vertoont zeer interes-
sante gelijkenissen met de aard van de vloeibare toestanden
die we vonden voor de structuurloze schikkingen van schijven
die interageren volgens de Hertz potentiaal, en is consistent
met meer algemene transport eigenschappen van vloeistoffen
in lagere dimensies.
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Ten slotte eindigen we met enkele initiële observaties omtrent
het ontstaan van rigiditeit in willekeurige veernetwerken, als
een wisselwerking tussen de netwerkgeometrie en de koppel-
ing aan een bron van quantum- en thermische fluctuaties.
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meanderings

And so, as I begin the long walk back,
there is much to reflect and remember.

Of a journey, that like all,
began being lost and then,
a hesitant knock.

Whence, the wise gatekeeper,
with a twinkle in his eyes,
winked me in,
to meander through his magical world...

Of crests and troughs,
and cracks and swirls.
Of incessant waves,
that were forever at play.

Of particles trapped in a box,
and their occasional escapades.
Of lights, sounds and action,
that orchestrated any new day.

But the absurd,
my ever so loyal companion,
hastens to remind me today...

That a beginning is,
inevitably entwined with an end,
and that back at the doorsteps,
all is but a little more unknown.
And I, just as lost.

Yet, not without solace.
For through my years of wandering restlessly,
as a mere remnant of those clouded memories,
I have often questioned the heavens.
And slowly, ever so slowly,
has an answer so manifest, unveiled.
Right here...



In those forever fleeting moments,
of innocence and beauty.
In the verses of a dear poet,
that miraculously reach me from across the seas.
In the kindnesses of the gatekeeper,
who welcomed me with open arms.
And in those gentle hands,
that continue to rock my cradle.
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