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ABSTRACT

We present an Atacama Large Millimeter/submillimeter Array (ALMA) Cycle 0 survey of 126 submillimeter
sources from the LABOCA ECDFS Submillimeter Survey (LESS). Our 870 μm survey with ALMA (ALESS) has
produced maps ∼3× deeper and with a beam area ∼200× smaller than the original LESS observations, doubling
the current number of interferometrically-observed submillimeter sources. The high resolution of these maps allows
us to resolve sources that were previously blended and accurately identify the origin of the submillimeter emission.
We discuss the creation of the ALESS submillimeter galaxy (SMG) catalog, including the main sample of 99 SMGs
and a supplementary sample of 32 SMGs. We find that at least 35% (possibly up to 50%) of the detected LABOCA
sources have been resolved into multiple SMGs, and that the average number of SMGs per LESS source increases
with LESS flux density. Using the (now precisely known) SMG positions, we empirically test the theoretical
expectation for the uncertainty in the single-dish source positions. We also compare our catalog to the previously
predicted radio/mid-infrared counterparts, finding that 45% of the ALESS SMGs were missed by this method. Our
∼1.′′6 resolution allows us to measure a size of ∼9 kpc × 5 kpc for the rest-frame ∼300 μm emission region in one
resolved SMG, implying a star formation rate surface density of 80 M� yr−1 kpc−2, and we constrain the emission
regions in the remaining SMGs to be <10 kpc. As the first statistically reliable survey of SMGs, this will provide
the basis for an unbiased multiwavelength study of SMG properties.

Key words: catalogs – galaxies: high-redshift – galaxies: starburst – submillimeter: galaxies
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1. INTRODUCTION

Since their discovery over a decade ago, it has been known
that submillimeter-luminous galaxies (SMGs; Blain et al. 2002)
are undergoing massive bursts of star formation at rates unheard
of in the local universe (∼1000 M� yr−1). One thousand times
more numerous than local ultra-luminous infrared galaxies
(ULIRGs; Sanders & Mirabel 1996), they could host up to half
of the star formation rate (SFR) density at z ∼ 2 (e.g., Chapman
et al. 2005). They are thought to be linked to both QSO activity
and the formation of massive ellipticals in the local universe,
making them key players in models of galaxy formation and
evolution.

Previous surveys identifying submillimeter sources have used
telescopes such as the JCMT, IRAM 30 m, and APEX single
dishes equipped with the SCUBA, MAMBO, and LABOCA

bolometer arrays (Smail et al. 1997; Barger et al. 1998; Hughes
et al. 1998; Eales et al. 1999; Bertoldi et al. 2000; Greve
et al. 2004; Coppin et al. 2006; Weiß et al. 2009). The
main limitation of single-dish submillimeter surveys is their
angular resolution (∼15′′–20′′ FWHM), leading to multiple
issues with the interpretation of the data. In particular, one of the
most challenging issues is the identification of counterparts at
other wavelengths. Because of the large uncertainties on the
submillimeter source position, and the presence of multiple
possible counterparts within the large beam, these studies rely on
statistical associations. Most studies attempt to identify SMGs
by comparing the corrected Poissonian probabilities (P-statistic;
Browne & Cohen 1978; Downes et al. 1986) for all possible
radio/mid-infrared counterparts within a given search radius.
However, the underlying correlation between submillimeter and
radio emission from SMGs is poorer than expected (from local
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studies—e.g., Dunne et al. 2000), possibly due to the presence
of radio-loud active galactic nuclei (AGNs) and cold dust which
is not as strongly associated with massive star formation. A
recent study has suggested that only ∼50% of the single-dish
detected SMGs have correctly-identified counterparts assigned
with this method (although the results are complicated by the
use of both millimeter/submillimeter-selected sources; Smolčić
et al. 2012a). Moreover, the radio/mid-IR do not benefit from
the negative K-correction like the submillimeter does, meaning
that these studies are biased against the faintest/highest redshift
SMGs.

Another related issue is blending in fields with multiple SMGs
within the beam. For example, Ivison et al. (2007) found that
many single-dish submillimeter sources have multiple “robust”
radio counterparts, suggesting a significant fraction are interact-
ing pairs on scales of a few arcseconds. The existing millimeter/
submillimeter interferometry also suggests some sources are
resolved into multiple SMGs at ∼arcsecond resolution (e.g.,
Wang et al. 2011), though it is not always clear whether the
SMGs are interacting, companions, or entirely unrelated. Fi-
nally, multiplicity in the single-dish beam is also expected from
evidence of strong clustering among SMGs (e.g., Blain et al.
2004; Scott et al. 2006; Weiß et al. 2009; Hickox et al. 2012).
Whatever their relation, multiple SMGs blended into one source
can further complicate the identification of counterparts as men-
tioned above. They can also contribute additional scatter/bias to
the far-IR/radio correlation at high redshift. Most crucially for
galaxy formation modeling, it can confuse the observed number
counts, mimicking a population of brighter sources and affecting
the slope of, e.g., flux versus redshift diagrams.

A number of interferometric submillimeter observations of
SMGs have been carried out, achieving resolutions of a few
arcseconds or less, but the sensitivity of existing interferometers
has generally been too poor to observe more than a handful
of sources in a reasonable amount of time (e.g., Gear et al.
2000; Frayer et al. 2000; Lutz et al. 2001; Dannerbauer et al.
2002; Wang et al. 2004, 2007; Iono et al. 2006; Younger
et al. 2007; Dannerbauer et al. 2008; Younger et al. 2008,
2009; Aravena et al. 2010; Wang et al. 2011; Smolčić et al.
2012b; Barger et al. 2012). Two notable exceptions are the
recent PdBI/SMA surveys by Smolčić et al. (2012a) and
Barger et al. (2012). These studies, which show the state-of-
the-art prior to the Atacama Large Millimeter/submillimeter
Array (ALMA), emphasize the importance of interferometric
observations for a complete and unbiased view of SMGs.
However, the interpretation of their results is complicated by the
mix of millimeter- and submillimeter-selected sources and small
sample sizes.

With ALMA now online, the situation is fundamentally
changed. Even with the limited capabilities offered in Cycle 0,
it has the resolution and sensitivity necessary to double the total
number of interferometrically observed submillimeter sources
in a matter of hours. We therefore used ALMA in Cycle 0 to ob-
serve a large sample of submillimeter galaxies in the Extended
Chandra Deep Field South (ECDFS), a 30′ × 30′ field with
deep, multi-wavelength coverage from the radio to the X-ray
(Giacconi et al. 2001; Giavalisco et al. 2004; Lehmer et al. 2005;
Beckwith et al. 2006; Luo et al. 2008; Miller et al. 2008; Weiß
et al. 2009; Devlin et al. 2009; Scott et al. 2010; Ivison et al.
2010a; Miller et al. 2013). The 126 submillimeter sources we
target were previously detected in the LABOCA ECDFS Sub-
millimeter Survey (LESS; Weiß et al. 2009), the largest, most
homogenous, and most sensitive blind 870 μm survey to date.

We call our 870 μm ALMA survey of these 126 LESS sources
“ALESS.”

The ALESS data have already been used in part in a number
of papers (Swinbank et al. 2012; Coppin et al. 2012), including a
new study constraining the 870 μm number counts (Karim et al.
2012). Here, we present the overarching results of the survey and
the full catalog of SMGs. We begin in Section 2 by describing
the observations, our data reduction strategy, and presenting the
final maps. Section 3 describes the creation of the ALESS
SMG sample, including source extraction and characterization,
the associated completeness and reliability, and checks on the
absolute flux scale and astrometry. The ALESS SMG catalog is
described in Section 4, including the definition of the samples
and some notes on using the catalog. Section 5 contains our
results, including details of the SMG sizes, a discussion of
LESS sources which have been resolved into multiple SMGs
and those which have no detected ALMA sources, an empirical
calibration of the LABOCA source positional offsets, and a
comparison with previously-identified radio and mid-infrared
counterparts. We end with a summary in Section 6.

2. THE ALMA DATA

2.1. Observations

The ALMA observations were taken between 2011
October 18 and 2011 November 3 as part of Cycle 0 Project
#2011.1.00294.S. The targets were the 126 submillimeter
sources originally detected in LESS, which had an angular res-
olution of ∼19′′ FWHM and an rms sensitivity of σ870 μm =
1.2 mJy beam−1. The 126 LESS sources were selected above
a significance level of 3.7σ , with the estimate that ∼5 of the
sources are false detections.

We observed the LESS sources with ALMA’s Band 7 centered
at 344 GHz (870 μm)—the same frequency as LESS for direct
comparison of the measured flux densities. These ALMA LESS
observations (ALESS) utilized the “single continuum” spectral
mode, with 4 × 128 dual polarization channels over the full
8 GHz bandwidth, 7.5 GHz of which was usable after flagging
edge channels. The observations were taken in ALMA’s Cycle 0
compact configuration, which had a maximum baseline of 125 m
(corresponding to an angular resolution FWHM of ∼1.′′5 FWHM
at 344 GHz). The 126 sources were split into 8 scheduling blocks
(SBs), each of which was observed once (Table 1). To ensure our
survey was unbiased if it was not fully completed, targets were
assigned to these SBs in an alternating fashion. Table 1 also
includes details for each SB on how many 12 m antennas were
present, how many fields (i.e., LESS sources) were observed,
and whether that SB was taken at low elevation and/or is missing
the flux calibrator observation.

At the frequency of our observations, ALMA’s primary beam
is 17.′′3 (FWHM). The beam was centered on the catalogued
positions of the LESS sources (Weiß et al. 2009), and each field
was observed for 120 s. The beam size matches that of the LESS
beam, making it possible to detect all SMGs contributing to the
submillimeter source. The phase stability/weather conditions
were good, with a PWV � 0.5 mm. Three of the scheduling
blocks were observed at low elevation (<30◦), affecting the
rms and resolution achieved. In particular, the rms of the QA2-
passed delivered data products for ∼20 sources are substantially
worse than the requested 0.4 mJy bm−1 (Figure 1). Four fields
of the 126 were never observed (LESS 52, 56, 64, and 125).

Depending on the SB, either Mars or Uranus served to set
the absolute flux density scale. The quasar B0537-441 was
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Figure 1. Plots showing the properties of the final maps. Left: histogram showing the rms noise achieved (logarithmic x-axis) in all 122 fields observed. The dashed
line shows the cumulative distribution function Σ(N). The median rms noise of the maps is 0.4 mJy beam−1 (vertical line), equivalent to the requested sensitivity.
Right: rms noise versus beam axis ratio for all 122 fields observed. Fields with elongated beam shapes were observed at low elevation and tend to have high values of
rms noise. The boundaries defining good quality maps (i.e., rms < 0.6 mJy beam−1, axis ratio < 2) are indicated with the dashed box and were chosen to include as
many fields as possible with relatively round beam shapes and low rms noise.

Table 1
Summary of ALESS Observations

SBa Date Antennasb Fieldsc Notes

SB1 2011 Oct 18 15 16 No flux calibrator; used flux scale solutions from SB3
SB2 2011 Oct 18 15 15 Science fields observed at low elevation (20◦–40◦)
SB3 2011 Oct 20 15 16 . . .

SB4 2011 Oct 20 15 15 No flux calibrator; used flux scale solutions from SB3
SB5 2011 Oct 20 15 16 Science fields observed at low elevation (20◦–40◦)
SB6 2011 Oct 21 13 16 Flux calibrator unusable (20◦ elevation); used flux scale solutions from SB5
SB7 2011 Oct 21 12 13 Science fields observed at low elevation (20◦–30◦)
SB8 2011 Nov 3 14 15 . . .

Notes.
a Scheduling block.
b Number of antennas in that SB; 12 m only.
c Number of LESS fields observed in that SB.

used for bandpass calibration. In three SBs, the flux calibrator
observation was missing or unusable, in which case we used
the flux solutions from the next available SB with a reliable
planetary observation. The primary phase calibrator (the quasar
B0402-362) was observed for 25 s before and after every target
field, and a secondary phase calibrator (the quasar B0327-241)
was observed after every other target field. The secondary phase
calibrator was closer to our target field but six times weaker
and was used to check the phase referencing and astrometric
accuracy of the observations.

2.2. Data Reduction

The data were reduced and imaged using the Common
Astronomy Software Application (casa) version 3.4.0.19 The
initial part of data reduction involved, for each SB, converting
the native ALMA data format into a measurement set (MS), cal-
ibrating the system temperature (Tsys calibration), and applying
these corrections along with the phase corrections as measured
by the water vapor radiometers on each antenna. We then vi-
sually inspected the uv-data, flagging shadowed antennas, the
autocorrelation data, and any other obvious problems. A clean
model was used to set the flux density of the flux calibrator. Prior
to bandpass calibration, we determined phase-only gain solu-
tions for the bandpass calibrator over a small range of channels
at the center of the bandpass. This step prevents decorrelation
of the vector-averaged bandpass solutions. We then bandpass-

19 http://casa.nrao.edu

calibrated the data and inspected the solutions for problems,
flagging data as needed.

We applied the bandpass solutions on-the-fly during the
phase calibration. Phase-only solutions were determined for
each integration time and applied on-the-fly to derive amplitude
solutions for each scan. A separate phase-only calibration was
also run over the scan time for application to the targets. All
phase and amplitude solutions were examined, and any phase
jumps or regions of poor phase stability were flagged. The
calibration solutions were then tied to the common flux scale and
applied to the data. If the calibration was deemed inadequate
(based on inspection of the calibrated calibrators), then more
data was flagged and the process was repeated. The flux density
of the primary phase calibrator B0402-362 varied from ∼1.23
to 1.58 Jy, indicating variability. The secondary phase calibrator
ranged from ∼0.20 to 0.23 Jy, and the bandpass calibrator
ranged from ∼2.0 to 2.2 Jy. The absolute flux calibration has an
uncertainty of ∼15%, and this uncertainty is not included in the
error bars for individual SMG flux densities.

The uv-data were Fourier-transformed and the resulting
“dirty” image was deconvolved from the point spread function
(i.e., the “dirty beam”) using the clean algorithm and natural
weighting. The images are 25.′′6 (128 pixels) per side and have
a pixel scale of 0.′′2. The depth of the clean process was
determined iteratively and depends on the presence of strong
sources in the field. To begin with, we created a dirty image
of each target field using the entire 7.5 GHz bandpass. These
images were used to calculate the initial rms noise for each
field. All images were then cleaned to a depth of 3σ over the
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entire image, and a new rms noise value was calculated. We
then used the task BOXIT to automatically identify significant
(>5σ ) sources. The average number of >5σ sources per field
was 0.6. If a field did not contain any >5σ sources, then the
image produced from the previous clean was considered to be
the final one. If a field did contain any sources >5σ , then tight
clean boxes were placed around these sources and the image was
cleaned down to 1.5σ using these clean boxes. Note that the 5σ
threshold was chosen to ensure we only cleaned real sources,
and the 1.5σ clean threshold was chosen to thoroughly clean
those sources. The image produced from this cleaning was then
considered to be the final one. No sources were deemed bright
enough to reliably self-calibrate.

2.3. Final Maps

The final cleaned ALESS images are shown in order of their
LESS field number in Figure 9. These maps have not been
corrected for the response of the primary beam, which increases
the flux density scale away from field center. The field of view of
the primary beam (17.′′3 FWHM) is indicated by the large circles,
and not only matches the LABOCA beam, but is sufficient to
encompass the error-circles of the SMGs from the LESS maps,
�5′′ (Weiß et al. 2009) even in confused situations. The ellipses
in the bottom left-hand corner of each map indicate the angular
resolution achieved. Note that every fourth LABOCA source
on the first few pages is noisier because of the distribution of
sources into scheduling blocks.

The properties of the final cleaned maps, including rms noise
and beam shape, are listed by LESS ID in Table 2. The rms
noise measurements were derived from the non-primary-beam-
corrected maps by averaging over several rectangular apertures
and will describe the rms at field center in the primary-beam-
corrected maps. A histogram of these rms noise values is shown
in Figure 1, where we also show the cumulative distribution
function. The median rms noise (at field center) of the maps
is σ = 0.4 mJy beam−1, or ∼3× deeper than the original
LABOCA data. We find that 85% of the maps achieve an rms
noise of σ < 0.6 mJy beam−1. Also plotted in Figure 1 is rms
noise versus beam axis ratio, defined as the ratio of major to
minor axis of the synthesized beam. The median axis ratio of all
of the maps is 1.4, corresponding to a median angular resolution
of 1.′′6 × 1.′′15. This resolution corresponds to a physical scale
of ∼13 kpc × 9 kpc at z ∼ 2.5 and is >10× better than the
LABOCA maps. In terms of beam areas, the improvement
is ∼200×. Figure 1 also demonstrates that fields with more
elongated beam shapes tend to be noisier. These fields were
observed at very low (<20–30◦) elevation, and many are of poor
quality. We therefore define “good quality” maps as the subset
of maps having relatively round beam shapes (corresponding to
axis ratios �2) and an rms noise at field center within 50% of the
requested rms (i.e., an observed rms noise of <0.6 mJy beam−1,
and note that this condition naturally follows from the first).
While we will concentrate on these maps for the quality checks
in Sections 3.2–3.4, all of the maps are used for the creation of
the final SMG catalog, though with the necessary caveats. We
will discuss the catalog samples further in Section 4.

3. THE ALESS SMG SAMPLE

3.1. Source Extraction and Characterization

We used custom-written idl-based source extraction software
to identify and extract sources from the final, cleaned ALMA

maps. We started by identifying individual pixels with flux den-
sities above 2.5σ in descending order of significance. At each
position found, and within a box of 2′′ × 2′′, we determined
the elliptical Gaussian that best described the underlying sig-
nal distribution using an idl-implemented Metropolis–Hastings
Markov chain Monte Carlo (MH-MCMC) algorithm. In the
simplest case, and as most ALMA sources appeared to be unre-
solved, each Gaussian was described by a simple point-source
model with only three free parameters: its peak flux density,
and its position. The values of the major axis, minor axis, and
position angle were held fixed to the clean beam values for the
given map. To account for any extended sources, we also re-
peated the fitting process using a six-parameter fit (including
axial ratio, major axis size, and orientation). We discuss which
fits are preferred in Section 5.1.

For each parameter, the mean of the posterior distribution
determines its best-fit value. The full set of parameters obtained
in this way is used as a flux density model to be subtracted off
the initial map before proceeding to the next signal peak within
the map. This process is repeated until the 2.5σ threshold is
reached, with an average of 12 such sources per map. The end
result is a combined model as well as a residual map. The flux
densities resulting from both the three- and six-parameter fits
are listed in Table 3—see Section 5.1 for more details.

As a check on our source extraction routine, we also
used casa’s imfit task to fit all bright (>4σ ) sources. Overall,
we find good agreement between our best-fit parameters and
those returned by imfit, confirming our results. A comparison
of the integrated flux densities derived by both methods yields
(SIMFIT − SSOURCE)/SSOURCE = 0.001 ± 0.09, and all flux den-
sity estimates are in agreement within the error bars. Our quoted
errors are, however, slightly larger, as they take into account the
correlated nature of the noise. We will therefore use the param-
eters derived from our software for the remainder of the paper.
For further information on the source extraction and characteri-
zation, error determination, integrated flux densities, and beam
deconvolution, see the Appendices A and B.

3.2. Completeness and Reliability

To determine the completeness and reliability of extracted
sources above a given S/N threshold, we carried out two
different tests. In the first test, we extracted all sources down
to 2.5σ in a given map, producing a residual map. We then
inserted five fake sources per map, a number chosen to build up
a significant sample of false sources with separations typical
of the final science sources without overcrowding the field.
The peak flux densities follow a steeply declining flux density
distribution and with S/N ∼ 2–20. We repeated this process 16
times per map, re-running our source extraction algorithm each
time and deriving the recovered fraction and spurious fraction as
a function of S/N. The result, presented in a companion paper
(Karim et al. 2012), is that the source extraction recovers ∼99%
of all sources above 3.5σ , with a spurious fraction of only 1.6%
(Karim et al. 2012).

As a second test, we ran the source extraction algorithm on
the regular and inverted ALMA maps. In the simplified case of
uncorrelated, Gaussian noise, comparing these results at a given
threshold would allow us to estimate the reliability for a source
above that threshold. Using a source threshold of 3.5σ , we
determined a reliability of ∼75%. This estimate rises to ∼90%
for a 4σ detection threshold and nearly ∼100 for 5σ (Karim et al.
2012). Since the noise in the maps is more complex in nature,
these reliability estimates are likely lower limits. The choice of
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Table 2
ALESS Observations by LESS Field

LESS ID Position SLABOCA S/NLABOCA σALMA ALMA Beam SBa

(J2000) (mJy beam−1) (mJy beam−1) (′′)

LESS 1 03:33:14.26 −27:56:11.2 14.5 ± 1.2 12.5 0.41 1.34 × 1.16 SB1
LESS 2 03:33:02.50 −27:56:43.6 12.0 ± 1.2 10.3 0.39 1.86 × 1.17 SB5
LESS 3 03:33:21.51 −27:55:20.2 11.7 ± 1.2 10.1 0.40 1.26 × 1.11 SB3
LESS 4 03:31:36.01 −27:54:39.2 11.0 ± 1.2 9.7 0.65 2.41 × 1.07 SB7
LESS 5 03:31:29.46 −27:59:07.3 10.0 ± 1.2 8.5 0.41 1.41 × 1.12 SB1
LESS 6 03:32:57.14 −28:01:02.1 9.7 ± 1.2 8.2 0.39 1.91 × 1.17 SB5
LESS 7 03:33:15.55 −27:45:23.6 9.2 ± 1.2 7.9 0.31 1.22 × 1.17 SB3
LESS 8 03:32:05.07 −27:31:08.8 11.7 ± 1.6 7.8 0.84 2.45 × 1.07 SB7
LESS 9 03:32:11.29 −27:52:10.4 9.2 ± 1.2 7.7 0.46 1.40 × 1.11 SB1
LESS 10 03:32:19.02 −27:52:19.4 9.1 ± 1.2 7.6 0.41 1.99 × 1.17 SB5
LESS 11 03:32:13.58 −27:56:02.5 9.1 ± 1.2 7.6 0.35 1.22 × 1.17 SB3
LESS 12 03:32:48.12 −27:54:14.7 8.8 ± 1.2 7.2 1.01 2.50 × 1.07 SB7
LESS 13 03:32:49.23 −27:42:46.6 8.8 ± 1.2 7.2 0.42 1.36 × 1.15 SB1
LESS 14 03:31:52.64 −28:03:20.4 9.3 ± 1.3 7.2 0.50 1.98 × 1.10 SB5
LESS 15 03:33:33.36 −27:59:30.1 8.9 ± 1.3 7.0 0.36 1.22 × 1.16 SB3
LESS 16 03:32:18.89 −27:37:38.7 8.1 ± 1.2 6.9 0.97 2.60 × 1.07 SB7
LESS 17 03:32:07.59 −27:51:23.0 7.6 ± 1.3 6.4 0.38 1.40 × 1.16 SB1
LESS 18 03:32:05.12 −27:46:52.1 7.5 ± 1.2 6.3 0.41 2.07 × 1.10 SB5
LESS 19 03:32:08.10 −27:58:18.7 7.3 ± 1.2 6.2 0.33 1.21 × 1.17 SB3
LESS 20 03:33:16.56 −28:00:18.8 7.2 ± 1.2 6.2 0.93 2.67 × 1.07 SB7
LESS 21 03:33:29.93 −27:34:41.7 7.6 ± 1.3 6.1 0.36 1.41 × 1.16 SB1
LESS 22 03:31:47.02 −27:32:43.0 8.0 ± 1.5 5.9 0.46 2.13 × 1.10 SB5
LESS 23 03:32:12.11 −28:05:08.5 8.2 ± 1.5 5.9 0.35 1.21 × 1.17 SB3
LESS 24 03:33:36.79 −27:44:01.0 7.4 ± 1.4 5.9 0.99 2.75 × 1.07 SB7
LESS 25 03:31:57.05 −27:59:40.8 6.7 ± 1.3 5.8 0.44 1.62 × 1.15 SB1
LESS 26 03:31:36.90 −27:54:56.1 6.6 ± 1.2 5.8 0.43 2.15 × 1.06 SB5
LESS 27 03:31:49.73 −27:34:32.7 7.2 ± 1.4 5.8 0.33 1.21 × 1.17 SB3
LESS 28 03:33:02.92 −27:44:32.6 6.7 ± 1.3 5.6 1.19 2.99 × 1.00 SB7
LESS 29 03:33:36.90 −27:58:13.0 7.1 ± 1.4 5.6 0.38 1.63 × 1.14 SB1
LESS 30 03:33:44.37 −28:03:46.1 8.7 ± 1.8 5.6 0.53 2.18 × 1.06 SB5
LESS 31 03:31:49.96 −27:57:43.9 6.3 ± 1.3 5.5 0.32 1.21 × 1.17 SB3
LESS 32 03:32:43.57 −27:46:44.0 6.4 ± 1.3 5.5 1.30 3.08 × 0.99 SB7
LESS 33 03:31:49.78 −27:53:32.9 6.4 ± 1.3 5.5 0.35 1.49 × 1.16 SB1
LESS 34 03:32:17.64 −27:52:30.3 6.3 ± 1.3 5.4 0.45 2.33 × 1.06 SB5
LESS 35 03:31:10.35 −27:37:14.8 8.1 ± 1.8 5.4 0.32 1.21 × 1.17 SB3
LESS 36 03:31:49.15 −28:02:08.7 6.4 ± 1.4 5.4 1.29 3.24 × 1.00 SB7
LESS 37 03:33:36.04 −27:53:47.6 6.7 ± 1.5 5.3 0.37 1.50 × 1.17 SB1
LESS 38 03:33:10.20 −27:56:41.5 6.0 ± 1.3 5.2 0.58 2.39 × 1.06 SB5
LESS 39 03:31:44.90 −27:34:35.4 6.2 ± 1.4 5.2 0.32 1.21 × 1.17 SB3
LESS 40 03:32:46.74 −27:51:20.9 5.9 ± 1.3 5.2 1.36 3.36 × 1.00 SB7
LESS 41 03:31:10.47 −27:52:33.2 7.6 ± 1.9 5.2 0.42 1.55 × 1.17 SB1
LESS 42 03:32:31.02 −27:58:58.1 5.8 ± 1.4 5.1 0.49 2.54 × 1.06 SB5
LESS 43 03:33:07.00 −27:48:01.0 5.9 ± 1.4 5.1 0.34 1.22 × 1.17 SB3
LESS 44 03:31:30.96 −27:32:38.5 6.7 ± 1.6 5.1 1.40 3.56 × 1.00 SB7
LESS 45 03:32:25.71 −27:52:28.5 5.8 ± 1.4 5.1 0.38 1.57 × 1.17 SB1
LESS 46 03:33:36.80 −27:32:47.0 7.2 ± 1.8 5.1 0.65 2.63 × 1.05 SB5
LESS 47 03:32:56.00 −27:33:17.7 6.3 ± 1.5 5.1 0.35 1.22 × 1.16 SB3
LESS 48 03:32:37.77 −27:30:02.0 6.8 ± 1.7 5.1 2.49 3.77 × 0.80 SB7
LESS 49 03:31:24.45 −27:50:40.9 5.9 ± 1.4 5.1 0.43 1.62 × 1.17 SB1
LESS 50 03:31:41.15 −27:44:41.5 5.6 ± 1.3 5.0 0.66 2.96 × 0.99 SB5
LESS 51 03:31:44.81 −27:44:25.1 5.6 ± 1.3 5.0 0.33 1.22 × 1.17 SB3
LESS 52 03:31:28.51 −27:56:01.3 5.6 ± 1.4 4.9 . . . . . . . . .

LESS 53 03:31:59.12 −27:54:35.5 5.6 ± 1.4 4.9 0.42 1.68 × 1.12 SB1
LESS 54 03:32:43.61 −27:33:53.6 6.0 ± 1.5 4.9 0.62 3.07 × 0.99 SB5
LESS 55 03:33:02.20 −27:40:33.6 5.5 ± 1.4 4.9 0.35 1.22 × 1.16 SB3
LESS 56 03:31:53.17 −27:39:36.1 5.4 ± 1.4 4.9 . . . . . . . . .

LESS 57 03:31:51.97 −27:53:29.7 5.5 ± 1.4 4.9 0.57 1.88 × 1.06 SB1
LESS 58 03:32:25.79 −27:33:06.7 5.9 ± 1.6 4.8 0.74 3.31 × 0.99 SB5
LESS 59 03:33:03.87 −27:44:12.2 5.3 ± 1.4 4.8 0.31 1.22 × 1.16 SB3
LESS 60 03:33:17.47 −27:51:21.5 5.2 ± 1.4 4.8 1.85 3.91 × 0.80 SB7
LESS 61 03:32:45.63 −28:00:25.3 5.2 ± 1.4 4.7 0.45 1.81 × 1.12 SB1
LESS 62 03:32:36.41 −27:34:52.5 5.4 ± 1.5 4.7 0.68 3.47 × 0.99 SB5
LESS 63 03:33:08.46 −28:00:44.3 5.3 ± 1.4 4.7 0.35 1.23 × 1.17 SB3
LESS 64 03:32:01.00 −28:00:25.6 5.1 ± 1.4 4.7 . . . . . . . . .

LESS 65 03:32:52.40 −27:35:27.7 5.2 ± 1.4 4.7 0.41 2.00 × 1.16 SB2
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Table 2
(Continued)

LESS ID Position SLABOCA S/NLABOCA σALMA ALMA Beam SBa

(J2000) (mJy beam−1) (mJy beam−1) (′′)

LESS 66 03:33:31.69 −27:54:06.1 5.3 ± 1.5 4.7 0.39 1.41 × 1.14 SB6
LESS 67 03:32:43.28 −27:55:17.9 5.2 ± 1.4 4.7 0.34 1.29 × 1.12 SB4
LESS 68 03:32:33.44 −27:39:18.5 5.1 ± 1.4 4.7 0.44 1.70 × 1.19 SB8
LESS 69 03:31:34.26 −27:59:34.3 5.0 ± 1.3 4.7 0.42 2.00 × 1.10 SB2
LESS 70 03:31:43.97 −27:38:32.5 5.0 ± 1.4 4.6 0.41 1.42 × 1.14 SB6
LESS 71 03:33:06.29 −27:33:27.7 5.6 ± 1.6 4.6 0.30 1.35 × 1.16 SB4
LESS 72 03:32:40.40 −27:38:02.5 5.0 ± 1.4 4.6 0.42 1.68 × 1.18 SB8
LESS 73 03:32:29.33 −27:56:19.3 5.1 ± 1.4 4.6 0.47 2.07 × 1.09 SB2
LESS 74 03:33:09.34 −27:48:09.9 5.1 ± 1.4 4.6 0.40 1.42 × 1.14 SB6
LESS 75 03:31:26.83 −27:55:54.6 5.1 ± 1.4 4.6 0.33 1.37 × 1.18 SB4
LESS 76 03:33:32.67 −27:59:57.2 5.1 ± 1.5 4.5 0.47 1.67 × 1.18 SB8
LESS 77 03:31:57.23 −27:56:33.2 4.8 ± 1.4 4.4 0.43 2.13 × 1.09 SB2
LESS 78 03:33:40.30 −27:39:56.9 5.1 ± 1.7 4.4 0.35 1.43 × 1.14 SB6
LESS 79 03:32:21.25 −27:56:23.5 4.7 ± 1.4 4.4 0.32 1.38 × 1.18 SB4
LESS 80 03:31:42.23 −27:48:34.4 4.6 ± 1.4 4.4 0.47 1.65 × 1.18 SB8
LESS 81 03:31:27.45 −27:44:40.4 4.8 ± 1.5 4.4 0.51 2.15 × 1.05 SB2
LESS 82 03:32:53.77 −27:38:10.9 4.5 ± 1.4 4.4 0.37 1.43 × 1.14 SB6
LESS 83 03:33:08.92 −28:05:22.0 5.3 ± 1.8 4.4 0.30 1.39 × 1.18 SB4
LESS 84 03:31:54.22 −27:51:09.8 4.6 ± 1.4 4.3 0.47 1.64 × 1.18 SB8
LESS 85 03:31:10.28 −27:45:03.1 6.0 ± 2.4 4.3 0.54 2.22 × 1.05 SB2
LESS 86 03:31:14.90 −27:48:44.3 5.1 ± 1.8 4.3 0.40 1.43 × 1.16 SB6
LESS 87 03:32:51.09 −27:31:43.0 5.3 ± 1.9 4.3 0.32 1.40 × 1.18 SB4
LESS 88 03:31:55.19 −27:53:45.3 4.5 ± 1.4 4.3 0.37 1.63 × 1.17 SB8
LESS 89 03:32:48.44 −28:00:23.8 4.4 ± 1.4 4.3 0.57 2.31 × 1.05 SB2
LESS 90 03:32:43.65 −27:35:54.1 4.5 ± 1.5 4.2 0.40 1.44 × 1.16 SB6
LESS 91 03:31:35.25 −27:40:33.7 4.4 ± 1.4 4.2 0.35 1.43 × 1.18 SB4
LESS 92 03:31:38.36 −27:43:36.0 4.3 ± 1.4 4.2 0.38 1.62 × 1.17 SB8
LESS 93 03:31:10.84 −27:56:07.2 5.2 ± 2.0 4.2 0.52 2.41 × 1.05 SB2
LESS 94 03:33:07.27 −27:58:05.0 4.4 ± 1.4 4.2 0.44 1.45 × 1.15 SB6
LESS 95 03:32:41.74 −27:58:46.1 4.3 ± 1.4 4.2 0.33 1.43 × 1.18 SB4
LESS 96 03:33:13.03 −27:55:56.8 4.3 ± 1.4 4.2 0.40 1.61 × 1.17 SB8
LESS 97 03:33:13.65 −27:38:03.4 4.2 ± 1.4 4.2 0.60 2.61 × 1.00 SB2
LESS 98 03:31:30.22 −27:57:26.0 4.2 ± 1.4 4.1 0.47 1.47 × 1.15 SB6
LESS 99 03:32:51.45 −27:55:36.0 4.3 ± 1.4 4.1 0.33 1.45 × 1.18 SB4
LESS 100 03:31:11.32 −28:00:06.2 4.8 ± 1.9 4.1 0.35 1.60 × 1.17 SB8
LESS 101 03:31:51.47 −27:45:52.1 4.2 ± 1.4 4.1 0.75 2.73 × 1.00 SB2
LESS 102 03:33:35.61 −27:40:20.1 4.3 ± 1.5 4.1 0.46 1.47 × 1.15 SB6
LESS 103 03:33:25.35 −27:34:00.4 4.3 ± 1.5 4.1 0.34 1.47 × 1.18 SB4
LESS 104 03:32:58.46 −27:38:03.0 4.0 ± 1.4 4.1 0.38 1.59 × 1.17 SB8
LESS 105 03:31:15.78 −27:53:13.1 4.6 ± 1.7 4.1 0.54 2.93 × 1.00 SB2
LESS 106 03:31:40.09 −27:56:31.4 4.0 ± 1.4 4.0 0.45 1.48 × 1.16 SB6
LESS 107 03:31:30.85 −27:51:50.9 4.0 ± 1.4 4.0 0.31 1.53 × 1.19 SB4
LESS 108 03:33:16.42 −27:50:33.1 4.0 ± 1.4 4.0 0.38 1.58 × 1.18 SB8
LESS 109 03:33:28.08 −27:41:57.0 4.0 ± 1.4 4.0 0.60 3.01 × 1.00 SB2
LESS 110 03:31:22.64 −27:54:17.2 4.1 ± 1.5 4.0 0.47 1.49 × 1.16 SB6
LESS 111 03:33:25.58 −27:34:23.0 4.1 ± 1.5 4.0 0.34 1.54 × 1.19 SB4
LESS 112 03:32:49.28 −27:31:12.3 4.6 ± 2.0 4.0 0.37 1.57 × 1.18 SB8
LESS 113 03:32:36.42 −27:58:45.9 3.9 ± 1.4 3.9 0.59 3.25 × 1.00 SB2
LESS 114 03:31:50.81 −27:44:38.5 3.9 ± 1.4 3.9 0.43 1.51 × 1.16 SB6
LESS 115 03:33:49.71 −27:42:39.2 4.6 ± 2.4 3.9 0.35 1.57 × 1.19 SB4
LESS 116 03:31:54.42 −27:45:25.5 3.8 ± 1.4 3.8 0.41 1.56 × 1.17 SB8
LESS 117 03:31:28.02 −27:39:25.2 3.8 ± 1.4 3.8 0.63 3.47 × 1.00 SB2
LESS 118 03:31:21.81 −27:49:36.8 3.8 ± 1.5 3.8 0.44 1.52 × 1.16 SB6
LESS 119 03:32:56.51 −28:03:19.1 3.8 ± 1.5 3.8 0.38 1.60 × 1.19 SB4
LESS 120 03:33:28.45 −27:56:55.9 3.7 ± 1.5 3.8 0.41 1.56 × 1.17 SB8
LESS 121 03:33:33.32 −27:34:49.3 3.8 ± 1.6 3.8 0.62 3.60 × 1.00 SB2
LESS 122 03:31:39.62 −27:41:20.4 3.6 ± 1.5 3.8 0.41 1.53 × 1.17 SB6
LESS 123 03:33:30.88 −27:53:49.3 3.7 ± 1.6 3.8 0.38 1.64 × 1.18 SB4
LESS 124 03:32:03.59 −27:36:05.0 3.5 ± 1.4 3.7 0.40 1.55 × 1.17 SB8
LESS 125 03:31:46.02 −27:46:21.2 3.6 ± 1.4 3.7 . . . . . . . . .

LESS 126 03:32:09.76 −27:41:02.0 3.6 ± 1.4 3.7 0.39 1.55 × 1.17 SB6

Note. a Scheduling block—see Table 1 for more details.

(This table is also available in a machine-readable form in the online journal.)
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Table 3
ALESS MAIN Sample Sources by LESS Field

LESS ID ALESS ID ALMA Position δR.A./δdecl. Spk Sint S/Npk SBEST,pbcorr Biggs ID
(J2000) (′′) (mJy) (mJy) (mJy)

LESS 1 ALESS 001.1 03 33 14.46 −27 56 14.5 0.04/0.04 5.7 ± 0.4 5.8 ± 0.7 13.7 6.7 ± 0.5 –
ALESS 001.2 03 33 14.41 −27 56 11.6 0.06/0.07 3.3 ± 0.4 4.4 ± 0.9 8.1 3.5 ± 0.4 r
ALESS 001.3 03 33 14.18 −27 56 12.3 0.12/0.12 1.8 ± 0.4 2.5 ± 0.9 4.4 1.9 ± 0.4 –

LESS 2 ALESS 002.1 03 33 02.69 −27 56 42.8 0.06/0.09 3.6 ± 0.4 3.3 ± 0.6 9.1 3.8 ± 0.4 r
ALESS 002.2 03 33 03.07 −27 56 42.9 0.08/0.12 2.5 ± 0.4 3.0 ± 0.8 6.3 4.2 ± 0.7 –

LESS 3 ALESS 003.1 03 33 21.50 −27 55 20.3 0.02/0.02 8.3 ± 0.4 9.0 ± 0.8 20.8 8.3 ± 0.4 r
LESS 5 ALESS 005.1 03 31 28.91 −27 59 09.0 0.04/0.05 4.6 ± 0.4 4.8 ± 0.7 11.4 7.8 ± 0.7 –
LESS 6 ALESS 006.1 03 32 56.96 −28 01 00.7 0.04/0.05 5.6 ± 0.4 5.9 ± 0.7 14.4 6.0 ± 0.4 r
LESS 7 ALESS 007.1 03 33 15.42 −27 45 24.3 0.03/0.03 5.9 ± 0.3 7.7 ± 0.7 19.3 8.0 ± 0.7 r
LESS 9 ALESS 009.1 03 32 11.34 −27 52 11.9 0.03/0.03 8.5 ± 0.5 8.4 ± 0.8 18.6 8.8 ± 0.5 r
LESS 10 ALESS 010.1 03 32 19.06 −27 52 14.8 0.08/0.05 4.3 ± 0.4 5.1 ± 0.8 10.4 5.2 ± 0.5 r
LESS 11 ALESS 011.1 03 32 13.85 −27 56 00.3 0.03/0.03 6.2 ± 0.3 6.7 ± 0.6 17.9 7.3 ± 0.4 r
LESS 13 ALESS 013.1 03 32 48.99 −27 42 51.8 0.04/0.04 5.7 ± 0.4 6.1 ± 0.8 13.7 8.0 ± 0.6 –
LESS 14 ALESS 014.1 03 31 52.49 −28 03 19.1 0.03/0.06 7.1 ± 0.5 7.0 ± 0.9 14.3 7.5 ± 0.5 r
LESS 15 ALESS 015.1 03 33 33.37 −27 59 29.6 0.02/0.02 9.0 ± 0.4 9.7 ± 0.7 24.6 9.0 ± 0.4 r

ALESS 015.3 03 33 33.59 −27 59 35.4 0.14/0.13 1.4 ± 0.4 1.7 ± 0.8 3.8 2.0 ± 0.5 –
LESS 17 ALESS 017.1 03 32 07.30 −27 51 20.8 0.03/0.03 7.0 ± 0.4 8.0 ± 0.8 18.3 8.4 ± 0.5 r
LESS 18 ALESS 018.1 03 32 04.88 −27 46 47.7 0.08/0.09 3.3 ± 0.4 4.1 ± 0.8 8.1 4.4 ± 0.5 r
LESS 19 ALESS 019.1 03 32 08.26 −27 58 14.2 0.04/0.04 4.0 ± 0.3 4.2 ± 0.6 11.9 5.0 ± 0.4 r

ALESS 019.2 03 32 07.89 −27 58 24.1 0.12/0.12 1.4 ± 0.3 1.5 ± 0.6 4.2 2.0 ± 0.5 r
LESS 22 ALESS 022.1 03 31 46.92 −27 32 39.3 0.10/0.06 3.9 ± 0.5 5.1 ± 1.0 8.4 4.5 ± 0.5 r
LESS 23 ALESS 023.1 03 32 12.01 −28 05 06.5 0.03/0.03 6.4 ± 0.3 7.1 ± 0.7 18.4 6.7 ± 0.4 –

ALESS 023.7 03 32 11.92 −28 05 14.0 0.14/0.14 1.3 ± 0.3 2.1 ± 0.9 3.6 1.8 ± 0.5 –
LESS 25 ALESS 025.1 03 31 56.88 −27 59 39.3 0.05/0.04 5.8 ± 0.4 6.5 ± 0.8 13.2 6.2 ± 0.5 r
LESS 29 ALESS 029.1 03 33 36.90 −27 58 09.3 0.05/0.04 5.2 ± 0.4 5.4 ± 0.7 13.7 5.9 ± 0.4 r
LESS 31 ALESS 031.1 03 31 49.79 −27 57 40.8 0.02/0.02 7.1 ± 0.3 7.4 ± 0.6 22.0 8.1 ± 0.4 r
LESS 35 ALESS 035.1 03 31 10.51 −27 37 15.4 0.04/0.04 4.2 ± 0.3 5.2 ± 0.7 13.0 4.4 ± 0.3 r

ALESS 035.2 03 31 10.22 −27 37 18.1 0.13/0.13 1.2 ± 0.3 1.3 ± 0.6 3.9 1.4 ± 0.4 –
LESS 37 ALESS 037.1 03 33 36.14 −27 53 50.6 0.08/0.08 2.6 ± 0.4 3.1 ± 0.7 7.1 2.9 ± 0.4 –

ALESS 037.2 03 33 36.36 −27 53 48.3 0.15/0.16 1.4 ± 0.4 1.6 ± 0.7 3.7 1.6 ± 0.4 –
LESS 39 ALESS 039.1 03 31 45.03 −27 34 36.7 0.04/0.04 4.1 ± 0.3 4.7 ± 0.6 12.9 4.3 ± 0.3 r
LESS 41 ALESS 041.1 03 31 10.07 −27 52 36.7 0.08/0.07 3.4 ± 0.4 3.3 ± 0.7 8.0 4.9 ± 0.6 r

ALESS 041.3 03 31 10.30 −27 52 40.8 0.18/0.15 1.5 ± 0.4 2.8 ± 1.2 3.6 2.7 ± 0.8 –
LESS 43 ALESS 043.1 03 33 06.64 −27 48 02.4 0.09/0.09 1.8 ± 0.3 2.3 ± 0.7 5.4 2.3 ± 0.4 r
LESS 45 ALESS 045.1 03 32 25.26 −27 52 30.5 0.05/0.06 4.2 ± 0.4 4.7 ± 0.7 11.1 6.0 ± 0.5 r
LESS 49 ALESS 049.1 03 31 24.72 −27 50 47.1 0.06/0.08 3.7 ± 0.4 3.9 ± 0.8 8.8 6.0 ± 0.7 r

ALESS 049.2 03 31 24.47 −27 50 38.1 0.13/0.17 1.7 ± 0.4 2.1 ± 0.9 3.9 1.8 ± 0.5 r
LESS 51 ALESS 051.1 03 31 45.06 −27 44 27.3 0.04/0.04 4.0 ± 0.3 4.3 ± 0.6 12.1 4.7 ± 0.4 t
LESS 55 ALESS 055.1 03 33 02.22 −27 40 35.4 0.05/0.04 3.9 ± 0.3 4.4 ± 0.7 11.2 4.0 ± 0.4 –

ALESS 055.2 03 33 02.16 −27 40 41.3 0.13/0.13 1.3 ± 0.3 1.6 ± 0.7 3.9 2.4 ± 0.6 –
ALESS 055.5 03 33 02.35 −27 40 35.4 0.14/0.13 1.3 ± 0.3 1.5 ± 0.7 3.7 1.4 ± 0.4 –

LESS 57 ALESS 057.1 03 31 51.92 −27 53 27.1 0.12/0.11 3.3 ± 0.6 3.4 ± 1.0 5.8 3.6 ± 0.6 r
LESS 59 ALESS 059.2 03 33 03.82 −27 44 18.2 0.12/0.11 1.4 ± 0.3 2.3 ± 0.8 4.4 1.9 ± 0.4 –
LESS 61 ALESS 061.1 03 32 45.87 −28 00 23.4 0.07/0.09 3.8 ± 0.5 4.4 ± 0.9 8.3 4.3 ± 0.5 –
LESS 63 ALESS 063.1 03 33 08.45 −28 00 43.8 0.03/0.03 5.6 ± 0.3 6.0 ± 0.6 16.1 5.6 ± 0.3 –
LESS 65 ALESS 065.1 03 32 52.27 −27 35 26.3 0.08/0.05 4.0 ± 0.4 4.9 ± 0.8 9.7 4.2 ± 0.4 –
LESS 66 ALESS 066.1 03 33 31.93 −27 54 09.5 0.11/0.10 2.0 ± 0.4 2.4 ± 0.8 5.2 2.5 ± 0.5 r
LESS 67 ALESS 067.1 03 32 43.20 −27 55 14.3 0.05/0.04 4.0 ± 0.3 4.9 ± 0.7 11.7 4.5 ± 0.4 r

ALESS 067.2 03 32 43.02 −27 55 14.7 0.13/0.12 1.4 ± 0.3 1.7 ± 0.7 4.2 1.7 ± 0.4 –
LESS 68 ALESS 068.1 03 32 33.33 −27 39 13.6 0.08/0.11 2.9 ± 0.4 3.2 ± 0.8 6.6 3.7 ± 0.6 –
LESS 69 ALESS 069.1 03 31 33.78 −27 59 32.4 0.06/0.11 3.2 ± 0.4 4.3 ± 0.9 7.7 4.9 ± 0.6 t

ALESS 069.2 03 31 34.13 −27 59 28.9 0.11/0.20 1.8 ± 0.4 2.1 ± 0.8 4.2 2.4 ± 0.6 –
ALESS 069.3 03 31 33.97 −27 59 38.3 0.13/0.23 1.5 ± 0.4 1.9 ± 0.8 3.7 2.1 ± 0.6 –

LESS 70 ALESS 070.1 03 31 44.02 −27 38 35.5 0.04/0.05 4.8 ± 0.4 5.3 ± 0.8 11.7 5.2 ± 0.4 r
LESS 71 ALESS 071.1 03 33 05.65 −27 33 28.2 0.11/0.11 1.4 ± 0.3 1.9 ± 0.7 4.8 2.9 ± 0.6 –

ALESS 071.3 03 33 06.14 −27 33 23.1 0.15/0.15 1.1 ± 0.3 1.5 ± 0.7 3.6 1.4 ± 0.4 –
LESS 72 ALESS 072.1 03 32 40.40 −27 37 58.1 0.05/0.07 4.1 ± 0.4 4.1 ± 0.7 9.9 4.9 ± 0.5 –
LESS 73 ALESS 073.1 03 32 29.29 −27 56 19.7 0.05/0.06 6.1 ± 0.5 6.2 ± 0.8 12.9 6.1 ± 0.5 r
LESS 74 ALESS 074.1 03 33 09.15 −27 48 17.2 0.07/0.09 2.7 ± 0.4 3.3 ± 0.8 6.7 4.6 ± 0.7 r
LESS 75 ALESS 075.1 03 31 27.19 −27 55 51.3 0.08/0.07 2.3 ± 0.3 3.3 ± 0.7 7.1 3.2 ± 0.4 r

ALESS 075.4 03 31 26.57 −27 55 55.7 0.16/0.15 1.2 ± 0.3 1.4 ± 0.7 3.5 1.3 ± 0.4 –
LESS 76 ALESS 076.1 03 33 32.34 −27 59 55.6 0.06/0.05 5.2 ± 0.5 5.6 ± 0.9 11.0 6.4 ± 0.6 r
LESS 79 ALESS 079.1 03 32 21.14 −27 56 27.0 0.05/0.04 3.6 ± 0.3 3.7 ± 0.6 11.2 4.1 ± 0.4 –

ALESS 079.2 03 32 21.60 −27 56 24.0 0.12/0.10 1.6 ± 0.3 1.9 ± 0.6 5.0 2.0 ± 0.4 r
ALESS 079.4 03 32 21.18 −27 56 30.5 0.17/0.14 1.1 ± 0.3 1.2 ± 0.6 3.5 1.8 ± 0.5 –
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Table 3
(Continued)

LESS ID ALESS ID ALMA Position δR.A./δdecl. Spk Sint S/Npk SBEST,pbcorr Biggs ID
(J2000) (′′) (mJy) (mJy) (mJy)

LESS 80 ALESS 080.1 03 31 42.80 −27 48 36.9 0.11/0.15 2.2 ± 0.5 2.7 ± 1.0 4.7 4.0 ± 0.9 t
ALESS 080.2 03 31 42.62 −27 48 41.0 0.13/0.17 1.9 ± 0.5 1.8 ± 0.8 3.9 3.5 ± 0.9 –

LESS 82 ALESS 082.1 03 32 54.00 −27 38 14.9 0.13/0.14 1.5 ± 0.4 1.7 ± 0.7 4.1 1.9 ± 0.5 t
LESS 83 ALESS 083.4 03 33 08.71 −28 05 18.5 0.15/0.13 1.2 ± 0.3 1.5 ± 0.6 3.9 1.4 ± 0.4 –
LESS 84 ALESS 084.1 03 31 54.50 −27 51 05.6 0.13/0.11 2.4 ± 0.5 2.4 ± 0.8 5.1 3.2 ± 0.6 r

ALESS 084.2 03 31 53.85 −27 51 04.3 0.15/0.13 2.0 ± 0.5 2.1 ± 0.8 4.2 3.2 ± 0.8 t
LESS 87 ALESS 087.1 03 32 50.88 −27 31 41.5 0.15/0.14 1.2 ± 0.3 1.7 ± 0.7 3.8 1.3 ± 0.4 r

ALESS 087.3 03 32 51.27 −27 31 50.7 0.14/0.13 1.3 ± 0.3 2.0 ± 0.8 4.1 2.4 ± 0.6 –
LESS 88 ALESS 088.1 03 31 54.76 −27 53 41.5 0.08/0.06 3.0 ± 0.4 3.3 ± 0.7 8.0 4.6 ± 0.6 t

ALESS 088.2 03 31 55.39 −27 53 40.3 0.16/0.12 1.6 ± 0.4 2.3 ± 0.8 4.2 2.1 ± 0.5 –
ALESS 088.5 03 31 55.81 −27 53 47.2 0.18/0.13 1.5 ± 0.4 2.5 ± 0.9 4.0 2.9 ± 0.7 –
ALESS 088.11 03 31 54.95 −27 53 37.6 0.28/0.17 1.3 ± 0.4 6.5 ± 2.0 3.5 2.5 ± 0.7 –

LESS 92 ALESS 092.2 03 31 38.14 −27 43 43.4 0.14/0.19 1.3 ± 0.4 1.6 ± 0.7 3.6 2.4 ± 0.7 –
LESS 94 ALESS 094.1 03 33 07.59 −27 58 05.8 0.08/0.10 2.7 ± 0.4 2.9 ± 0.8 6.1 3.2 ± 0.5 r
LESS 98 ALESS 098.1 03 31 29.92 −27 57 22.7 0.06/0.08 3.7 ± 0.5 5.0 ± 1.0 8.0 4.8 ± 0.6 r
LESS 99 ALESS 099.1 03 32 51.82 −27 55 33.6 0.12/0.11 1.6 ± 0.3 1.5 ± 0.5 4.8 2.1 ± 0.4 –
LESS 102 ALESS 102.1 03 33 35.60 −27 40 23.0 0.08/0.10 2.8 ± 0.5 3.2 ± 0.9 6.2 3.1 ± 0.5 r
LESS 103 ALESS 103.3 03 33 25.04 −27 34 01.1 0.18/0.14 1.2 ± 0.3 1.4 ± 0.7 3.5 1.4 ± 0.4 –
LESS 107 ALESS 107.1 03 31 30.50 −27 51 49.1 0.13/0.11 1.5 ± 0.3 2.1 ± 0.7 4.8 1.9 ± 0.4 –

ALESS 107.3 03 31 30.72 −27 51 55.7 0.17/0.15 1.2 ± 0.3 1.3 ± 0.6 3.7 1.5 ± 0.4 –
LESS 110 ALESS 110.1 03 31 22.66 −27 54 17.2 0.07/0.06 4.1 ± 0.5 4.6 ± 0.9 8.7 4.1 ± 0.5 r

ALESS 110.5 03 31 22.96 −27 54 14.4 0.17/0.14 1.9 ± 0.5 8.5 ± 2.4 4.0 2.4 ± 0.6 –
LESS 112 ALESS 112.1 03 32 48.86 −27 31 13.3 0.04/0.04 5.7 ± 0.4 5.9 ± 0.7 15.5 7.6 ± 0.5 r
LESS 114 ALESS 114.1 03 31 50.49 −27 44 45.3 0.15/0.15 1.6 ± 0.4 1.6 ± 0.7 3.8 3.0 ± 0.8 –

ALESS 114.2 03 31 51.11 −27 44 37.3 0.14/0.15 1.7 ± 0.4 1.8 ± 0.8 4.0 2.0 ± 0.5 r
LESS 115 ALESS 115.1 03 33 49.70 −27 42 34.6 0.04/0.03 5.7 ± 0.3 6.0 ± 0.6 16.4 6.9 ± 0.4 r
LESS 116 ALESS 116.1 03 31 54.32 −27 45 28.9 0.08/0.10 2.7 ± 0.4 2.9 ± 0.7 6.6 3.1 ± 0.5 –

ALESS 116.2 03 31 54.44 −27 45 31.4 0.09/0.11 2.5 ± 0.4 2.7 ± 0.8 6.0 3.4 ± 0.6 t
LESS 118 ALESS 118.1 03 31 21.92 −27 49 41.4 0.09/0.11 2.6 ± 0.4 2.4 ± 0.7 5.9 3.2 ± 0.5 t
LESS 119 ALESS 119.1 03 32 56.64 −28 03 25.2 0.04/0.04 5.7 ± 0.4 6.3 ± 0.7 15.2 8.3 ± 0.5 –
LESS 122 ALESS 122.1 03 31 39.54 −27 41 19.7 0.06/0.07 3.6 ± 0.4 4.3 ± 0.8 8.8 3.7 ± 0.4 r
LESS 124 ALESS 124.1 03 32 04.04 −27 36 06.4 0.10/0.08 2.6 ± 0.4 3.8 ± 0.9 6.4 3.6 ± 0.6 t

ALESS 124.4 03 32 03.89 −27 36 00.1 0.18/0.16 1.5 ± 0.4 8.4 ± 2.3 3.9 2.2 ± 0.6 –
LESS 126 ALESS 126.1 03 32 09.61 −27 41 07.7 0.12/0.16 1.6 ± 0.4 1.6 ± 0.7 4.1 2.2 ± 0.5 r

Note. See Section 4.2 for column definitions.

(This table is also available in a machine-readable form in the online journal.)

threshold is, as always, a compromise between excluding real
sources and including noise. We will therefore take 3.5σ as
our source detection threshold in the good quality maps—see
Section 4.1.

3.3. Absolute Flux Scale

To test the absolute flux scale, we compared our results
to those of the original LABOCA survey taken at the same
frequency (Weiß et al. 2009). Here (and in the rest of the paper)
we refer to the deboosted LABOCA flux densities, as these are
the best estimates of the “true” LABOCA flux density. There
is a significant difference between the ALMA and LABOCA
bandwidths (2 × 4 GHz versus 60 GHz), so we should expect
to see a small systematic difference for SMGs with a steep
Rayleigh–Jeans tail. A more immediate complication is the
vastly different angular resolutions of the two surveys, which
may cause fainter and/or more extended emission to be resolved
out in the ALMA maps. We therefore modeled the ALMA
maps as idealized distributions of perfect point sources using
only good quality ALMA maps with at least one bright (>4σ )
source and including all sources in such maps down to our
source threshold of 3.5σ . To accurately represent the true sky
distribution, we used the primary beam-corrected “best” flux
density values for the sources (see Section 4.2), and we also

included the negative peaks exceeding our source threshold. We
then determined what flux would be measured by a telescope
with a 19′′ beam, the FWHM of LABOCA, by convolving the
maps to the LABOCA resolution. This method allows for a
fairer flux comparison while ensuring that the large-scale noise
properties of the ALMA maps do not dominate the convolved
images.

The method outlined above results in a median ALMA-to-
LABOCA flux density ratio of SALMA/SLABOCA = 0.83±0.09

0.04. A
histogram of the values for different fields is shown in Figure 2,
exhibiting a strong peak below one. The obvious implication is
that a 3.5σ threshold is not low enough, in general, to capture
all of the true flux in the maps. The specific threshold chosen for
including ALMA SMGs in the model maps obviously affects the
peak flux densities measured in the final, convolved maps. Using
a lower threshold ensures that fainter SMGs are accounted for,
but the chance of including random noise in the model ALMA
maps increases. We have attempted to counter this effect by
including both the positive and negative peaks in the maps. We
therefore decreased the threshold to 3.0σ , deriving a median
flux density ratio of SALMA/SLABOCA = 0.97±0.07

0.04, consistent
with equality of the flux scales.

To determine if these results are biased by extended emission
in the SMGs, we performed two further tests. Although the
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Figure 2. Plots showing the results of a flux comparison between the integrated emission from SMGs in ALMA maps and the (deboosted) LABOCA flux density.
Left: histograms of the flux density ratio SALMA/SLABOCA calculated by including SMGs in the ALMA maps down to a source threshold of 3.5σ and 3σ . Right: plot
of (SALMA–SLABOCA)/SLABOCA versus SLABOCA for ALMA maps including all SMGs down to an S/N threshold of 3σ and convolved with the LABOCA primary
beam. We also show the running median, and the shaded region indicates the 1σ uncertainty expected from the error in the LABOCA flux densities. The ALMA and
LABOCA flux scales are overall in good agreement for a 3σ threshold.

majority of the SMGs appear unresolved (see Section 4.2),
leading us to use the peak flux density as the best flux density
estimate, we tried modeling the SMGs using their (primary
beam corrected) integrated flux density estimates. We also tried
tapering all of the ALMA maps to a lower resolution (i.e.,
increasing the beam area by a factor of a ∼few), re-running
the source extraction algorithm, and using the (primary beam
corrected) peak flux density values from these maps in our model
maps. Neither test changed the results of the flux comparison
significantly, indicating that we are not “missing” flux by taking
the majority of the SMGs to be point sources.

Figure 2 compares the ALMA and LABOCA flux densities
using a 3σ threshold for individual fields as a function of
LABOCA S/N. Also shown are the running median and the
expected 1σ uncertainty based on the typical error in LABOCA
flux density estimates (1.2 mJy). The running median shows a
preference for higher ALMA flux densities/lower LABOCA
flux densities for the faintest LABOCA sources, and lower
ALMA flux densities/higher LABOCA flux densities for the
brightest LABOCA sources. This may indicate that there are
additional, faint (<3σ ) SMGs that are being missed from our
models of the brightest LABOCA sources, a theory which
we will come back to in Section 5.2. Nevertheless, Figure 2
demonstrates that there is no overall systematic bias between
the ALMA and LABOCA flux density scales.

3.4. Astrometry

To confirm our astrometry, we looked at all >3.5σ ALESS
SMGs in good quality maps with Very Large Array (VLA)
1.4 GHz counterparts (see Section 5.5). The original 1.4 GHz
map of the ECDFS that was used for counterpart identification
of LESS sources by Biggs et al. (2011) was presented in Miller
et al. (2008). Matching this data to the ALMA data, we measure
a scatter of 0.′′3 in both R.A. and decl., and mean offsets of
0.′′15 ± 0.′′03 in R.A. and 0.′′01 ± 0.′′04 in decl. (in the sense
VLA–ALMA). A scatter plot of the offsets for individual SMGs
in shown in Figure 3, where the significant systematic offset in
R.A. is visible.

The same radio data were also re-reduced by Biggs et al.
(2011), including slight changes to the modeling of the phase
calibrator field to account for its resolved structure as well as an
additional source in the field. The Biggs et al. reduction achieved
an rms just below 7 μJy at its deepest point (versus 6.5 μJy for
the Miller et al. reduction) and the flux density scale of the two
reductions differed by <1% (Biggs et al. 2011). In Figure 3, we

Figure 3. Plot showing the astrometric offset between the VLA 1.4 GHz data
and the ALMA data. The Miller et al. (2008) reduction of the VLA data shows a
significant offset in R.A., while the Biggs et al. (2011) re-reduction of the same
data shows a significant offset in decl. The mean offsets for both reductions are
indicated with the large, solid symbols.

overplot the offsets measured between the ALMA SMGs and
the radio counterparts extracted from this map. Using the Biggs
et al. reduction, the significant systematic offset seen in the R.A.
coordinate with the Miller et al. reduction is no longer present.
However, it has been replaced by a significant systematic offset
in decl. We measure mean offsets of 0.′′04 ± 0.′′04 in R.A. and
−0.′′13 ± 0.′′04 in decl. (in the sense VLA–ALMA). We also
measure a (smaller) scatter of 0.′′2 in both R.A. and decl., though
we caution that fewer ALMA SMGs have radio matches.

Recently, Miller et al. (2013) also released another re-
reduction of the Miller et al. (2008) data, which they refer to
as the second data release (DR2). Using this new re-reduction,
we again recover a significant systematic offset in R.A. (0.′′12 ±
0.′′04) with no significant offset in decl. (−0.′′05 ± 0.′′06). Thus
comparison to Miller et al. (2008) and Miller et al. (2013) yields
similar results, and both are contrary to the re-reduction of Biggs
et al. (2011).

Since it appears that the astrometry of the 1.4 GHz radio data
is extremely sensitive to the details of the calibration, we take the
systematic offsets measured as being entirely due to the radio
data. We conclude that the ALMA SMG positions are accurate
to within 0.′′2–0.′′3. For comparison, the expected astrometric
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accuracy is usually estimated as ∼ Θ/(S/N), or 0.′′17 using the
median resolution and S/N of the matched sample.

In addition to the VLA data, we also compared the ALMA
SMG positions to the positions of the (confirmed) 24 μm MIPS
and 3.6 μm IRAC counterparts presented in Biggs et al. (2011)
and discussed further in Section 5.5. For the 24 μm data, we
measure mean offsets of −0.′′16±0.08

0.11
′′ in R.A. and 0.′′15 ±0.06

0.05
′′

in decl. (in the sense 24 μm–ALMA). Similarly, the 3.6 μm data
show offsets of −0.′′10 ± 0.′′05 in R.A. and 0.′′42 ±0.05

0.04
′′ in decl.

(in the same sense). A systematic offset between the radio and
24 μm data was previously noted by Biggs et al. (2011), who
measured mean offsets of −0.′′25 in R.A. and +0.′′29 in decl.
(in the sense MIPS–radio), in agreement with what we measure
here.

4. THE CATALOG

4.1. Sample Definitions

We define the MAIN ALESS SMG sample as consisting of all
SMGs satisfying the following criteria: the rms of the ALMA
map is less than 0.6 mJy beam−1; the ratio of the major and
minor axes of the synthesized beam is less than two; the SMG
lies inside the ALMA primary beam FWHM; and the S/N of the
SMG (defined as the ratio of the best-fit peak flux density from
the three-parameter point-source model20 to the background
rms) is greater than 3.5. The SMGs in the MAIN sample are
indicated in the catalog with the flag ALESS SAMPLE = 1.
These 99 SMGs are the most reliable SMGs, coming from within
the primary beam FWHM of the good-quality maps (Figure 1).

In addition to the MAIN sample, we define a supplementary
sample comprised of two different selections (Table 4). The
first component of the supplementary sample consists of SMGs
satisfying the following criteria: the rms of the ALMA map is
less than 0.6 mJy beam−1; the ratio of the major and minor axes
of the synthesized beam is less than two; the SMG lies outside
the ALMA primary beam FWHM; and the S/N of the SMG
is greater than four. This selection consists of SMGs that—like
the MAIN sample—come from the maps designated as good-
quality (Figure 1), but they lie outside the primary beam FWHM.
Because the telescope sensitivity in this region is <50% of the
maximum, leading to a higher fraction of spurious sources, we
have raised the S/N threshold slightly. The 18 SMGs which
satisfy these criteria are indicated in the catalog with the flag
ALESS SAMPLE = 2 and should be used with care.

The second component of the supplementary sample consists
of SMGs satisfying the criteria: the rms of the ALMA map is
greater than 0.6 mJy beam−1 OR the ratio of the major and
minor axes of the synthesized beam is greater than two; the
SMG lies inside the ALMA primary beam FWHM; and the
S/N of the SMG is greater than four. These SMGs are found
in maps which range in quality from just slightly worse than
the good quality maps to significantly worse. Because of this,
we have (again) raised the S/N threshold to four. SMGs which
come from maps of just slightly worse quality than the “good
quality” maps are likely reliable, while those from the noisiest
maps (Figure 9) should be used with extreme care, as even
SMGs near the phase center may be spurious. The 14 SMGs
which satisfy these criteria are indicated in the catalog with the
flag ALESS SAMPLE = 3.

20 Note that since the S/N from the model fit is used to identify SMGs in the
catalog, there may be SMGs in Figure 9 which appear to be fainter than 3.5σ
(based on the number of contours) but are identified as MAIN SMGs (and vice
versa).

4.2. Using the Catalog

The ALESS catalog can be found accompanying this paper
or from the ALESS Web site.21 For a detailed description
of the data columns in the catalog, see the README file
accompanying the catalog. Some of the relevant columns for the
MAIN and Supplementary samples are also listed in Tables 3
and 4 and described below. Note that while we list both
the observed and primary beam corrected flux densities for
reference, the primary beam corrected flux densities should
always be used for science applications.

1. LESS ID: LESS source ID in order of appearance in the
S/N-sorted Weiß et al. (2009) catalog.

2. ALESS ID: official IAU short ID for ALESS SMGs
(ALESS XXX.X), based on LESS ID and ranking in S/N of
any subcomponents. Note that higher S/N subcomponents
will not make it into the MAIN catalog if they are outside
the primary beam FWHM.

3. ALMA Position: right ascension and declination (J2000)
of the SMG, based on the three-parameter point-source
model fit.

4. δR.A./δdecl.: the 1σ uncertainty on the ALMA position in
arcseconds. Please see Appendix B for a detailed discussion
of its calculation.

5. Spk: the non-primary-beam-corrected best-fit peak flux
density in mJy beam−1 based on three-parameter point-
source model fit. For details of the error estimation, see
Appendix B.

6. Sint: the non-primary-beam-corrected best-fit integrated
flux density in mJy from the six-parameter model fit.

7. S/Npk: signal-to-noise ratio calculated using Spk.
8. SBEST,pbcorr: the primary-beam-corrected best flux deter-

mination in mJy. This is the flux density estimate that
we recommend for use in any analysis, and it is equal
to the primary-beam-corrected peak flux density from the
three-parameter point-source model fit for all SMGs except
ALESS 007.1 (see Section 5.1).

9. Sample: corresponding to ALESS SAMPLE in the online
catalog, this column is only shown for the Supplementary
sources (Table 4), as all MAIN sample sources have
ALESS SAMPLE = 1 by definition. As described in
Section 4.1, ALESS SAMPLE = 2 sources come from
outside the primary beam in good quality maps, and
ALESS SAMPLE = 3 sources come from poor quality
maps.

10. Biggs et al. ID: a flag indicating whether the SMG confirms
the position of a robust (r) or tentative (t) counterpart in the
catalog of radio/mid-infrared counterparts of Biggs et al.
(2011). Sources that do not correspond to either a robust or
tentative counterpart are indicated with “–.” See Section 5.5
for further details.

5. RESULTS

5.1. Source Sizes

Based on the source catalog, we have first tried to estimate
which (if any) of the SMGs may be extended. While there is
some evidence that a number of sources may be marginally-
extended, the error bars produced by the deconvolution algo-
rithm are generally too large to make any conclusive statements.

21 http://www.astro.dur.ac.uk/LESS
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Table 4
ALESS Supplementary Sample

LESS ID ALESS ID ALMA Position δR.A./δdecl. Spk Sint S/Npk SBEST,pbcorr Samplea Biggs ID
(J2000) (′′) (mJy) (mJy) (mJy)

LESS 3 ALESS 003.2 03 33 22.19 −27 55 20.9 0.09/0.10 2.3 ± 0.4 4.2 ± 1.1 5.7 4.8 ± 0.9 2 –
ALESS 003.3 03 33 20.71 −27 55 14.0 0.12/0.12 1.7 ± 0.4 2.4 ± 0.9 4.3 7.0 ± 1.6 2 –
ALESS 003.4 03 33 21.99 −27 55 09.8 0.13/0.12 1.6 ± 0.4 2.4 ± 0.9 4.0 6.4 ± 1.6 2 –

LESS 7 ALESS 007.2 03 33 15.01 −27 45 30.6 0.11/0.11 1.4 ± 0.3 2.3 ± 0.8 4.5 3.5 ± 0.8 2 –
LESS 15 ALESS 015.2 03 33 34.05 −27 59 30.2 0.11/0.10 1.8 ± 0.4 2.2 ± 0.8 4.8 3.8 ± 0.8 2 –

ALESS 015.6 03 33 33.17 −27 59 42.2 0.13/0.13 1.5 ± 0.4 1.8 ± 0.7 4.1 6.1 ± 1.5 2 –
LESS 17 ALESS 017.2 03 32 08.26 −27 51 19.7 0.14/0.12 1.6 ± 0.4 2.1 ± 0.8 4.2 3.7 ± 0.9 2 –

ALESS 017.3 03 32 07.37 −27 51 33.9 0.15/0.22 1.6 ± 0.4 4.0 ± 1.3 4.1 5.1 ± 1.2 2 –
LESS 20 ALESS 020.1 03 33 16.76 −28 00 16.0 0.24/0.19 3.9 ± 0.9 7.0 ± 2.2 4.2 4.5 ± 1.1 3 r

ALESS 020.2 03 33 16.27 −28 00 23.3 0.25/0.20 3.8 ± 0.9 5.1 ± 2.0 4.0 5.2 ± 1.3 3 –
LESS 22 ALESS 022.2 03 31 46.69 −27 32 52.4 0.23/0.12 2.3 ± 0.5 4.1 ± 1.2 4.9 6.1 ± 1.3 2 –
LESS 23 ALESS 023.2 03 32 11.43 −28 05 10.2 0.07/0.07 2.4 ± 0.3 3.2 ± 0.8 6.9 5.3 ± 0.8 2 –
LESS 30 ALESS 030.1 03 33 44.33 −28 03 38.7 0.21/0.17 2.8 ± 0.5 5.0 ± 1.3 5.4 4.8 ± 0.9 3 –
LESS 34 ALESS 034.1 03 32 17.96 −27 52 33.3 0.07/0.12 3.5 ± 0.5 3.9 ± 0.8 7.7 4.5 ± 0.6 3 –
LESS 38 ALESS 038.1 03 33 10.84 −27 56 40.2 0.14/0.18 2.8 ± 0.6 3.3 ± 1.1 4.9 5.6 ± 1.1 3 –
LESS 39 ALESS 039.2 03 31 44.56 −27 34 43.2 0.13/0.13 1.3 ± 0.3 2.2 ± 0.8 4.0 2.7 ± 0.7 2 –
LESS 43 ALESS 043.3 03 33 06.27 −27 47 54.7 0.12/0.11 1.5 ± 0.3 2.0 ± 0.7 4.5 5.2 ± 1.2 2 –
LESS 46 ALESS 046.1 03 33 36.70 −27 32 49.5 0.17/0.08 4.2 ± 0.7 5.3 ± 1.3 6.4 4.5 ± 0.7 3 r
LESS 62 ALESS 062.1 03 32 36.16 −27 34 48.9 0.13/0.29 3.4 ± 0.7 6.3 ± 1.7 5.0 4.3 ± 0.8 3 –

ALESS 062.2 03 32 36.58 −27 34 53.8 0.13/0.36 2.7 ± 0.7 3.8 ± 1.4 4.0 2.9 ± 0.7 3 r
LESS 75 ALESS 075.2 03 31 27.67 −27 55 59.2 0.14/0.13 1.3 ± 0.3 1.5 ± 0.6 4.0 5.0 ± 1.2 2 –
LESS 80 ALESS 080.5 03 31 41.68 −27 48 22.7 0.16/0.22 2.0 ± 0.5 4.6 ± 1.4 4.3 11.8 ± 2.8 2 –
LESS 81 ALESS 081.1 03 31 27.55 −27 44 39.6 0.06/0.08 5.2 ± 0.5 5.8 ± 1.0 10.1 5.3 ± 0.5 3 r

ALESS 081.2 03 31 27.58 −27 44 43.1 0.13/0.20 2.2 ± 0.5 2.8 ± 1.1 4.2 2.4 ± 0.6 3 –
LESS 83 ALESS 083.1 03 33 09.42 −28 05 30.6 0.08/0.07 2.3 ± 0.3 2.3 ± 0.5 7.7 6.8 ± 0.9 2 –
LESS 89 ALESS 089.1 03 32 48.69 −28 00 21.9 0.12/0.19 2.7 ± 0.6 4.6 ± 1.4 4.8 3.1 ± 0.7 3 –
LESS 91 ALESS 091.1 03 31 35.30 −27 40 24.5 0.13/0.14 1.5 ± 0.3 1.6 ± 0.6 4.2 3.2 ± 0.8 2 –
LESS 93 ALESS 093.1 03 31 11.06 −27 56 14.0 0.19/0.16 2.3 ± 0.5 2.8 ± 1.0 4.5 3.9 ± 0.9 3 –
LESS 101 ALESS 101.1 03 31 51.60 −27 45 53.0 0.27/0.10 3.3 ± 0.8 8.2 ± 2.3 4.4 3.4 ± 0.8 3 r
LESS 103 ALESS 103.2 03 33 25.82 −27 34 09.9 0.15/0.12 1.5 ± 0.3 1.9 ± 0.7 4.2 4.8 ± 1.1 2 –
LESS 106 ALESS 106.1 03 31 39.64 −27 56 39.2 0.14/0.11 2.0 ± 0.5 2.2 ± 0.9 4.4 4.8 ± 1.1 2 –
LESS 109 ALESS 109.1 03 33 28.01 −27 41 49.7 0.14/0.20 3.4 ± 0.6 4.5 ± 1.3 5.6 5.5 ± 1.0 3 –

Note. a Indicates why the SMG was selected as supplementary. See Section 4.1 for further details.

(This table is also available in a machine-readable form in the online journal.)

In addition, many sources are not bright enough to reliably mea-
sure a significant source extension in the current data. We there-
fore conclude that all of the SMGs except one are best described
as point sources, and we have set the “best” flux determination
(SBEST) equal to the peak flux density from the three-parameter
point-source fit for all SMGs in the catalog (except one—see
below).

The fact that the majority of the ALESS SMGs are unresolved
suggests that their rest-frame ∼300 μm emission is arising in
a region with a size <10 kpc. This upper limit agrees with
observations of high-J (J > 2) CO transitions, which typically
report sizes in the range 4–6 kpc (FWHM; Tacconi et al. 2006,
2008; Bothwell et al. 2010; Engel et al. 2010; Bothwell et al.
2012). Some observations of lower-J CO transitions and radio
continuum emission, on the other hand, have found extended
gas reservoirs of >10 kpc (e.g., Chapman et al. 2004; Biggs &
Ivison 2008; Ivison et al. 2010b, 2011; Riechers et al. 2011a,
2011b; Hodge et al. 2012).

Assuming a ∼10 kpc upper limit on the (median) size of the
ALESS SMGs corresponds to a lower limit on the (median)
SFR surface density of >14 M� yr−1 kpc−2. Here, we have
assumed the median SFR of the LESS SMGs (1100 M� yr−1;
Wardlow et al. 2011). Using the interquartile range on SFR
of 300–1900 M� yr−1 results in SFR surface densities of

>4–24 M� yr−1 kpc−2, still well below the limit for Eddington-
limited star formation in a radiation pressure supported starburst
(1000 M� yr−1 kpc−2; Thompson et al. 2005).

Only a single SMG (ALESS 007.1) is bright enough to
reliably resolve and appears to be significantly extended along
both axes (i.e., even within the error margins, the intrinsic major
and minor axes are inconsistent with a point-source model).
For ALESS 007.1, the best flux density estimate (SBEST) is set
to the integrated flux density from the six-parameter model fit.
This fit produced an intrinsic source size of (1.′′1 ± 0.′′3) ×
(0.′′7±0.′′2). Taking this SMG’s photometric redshift estimate of
zphot = 2.81±0.18

0.07 (Wardlow et al. 2011), this corresponds to a
physical size of ∼9 kpc × 5 kpc, implying that the star formation
is spread out over many kpc. Its SFR of 2800±400

700 (Wardlow et al.
2011) implies an SFR surface density of ∼80 M� yr−1 kpc−2,
consistent with previous measurements for SMGs via indirect
means like high-J CO (∼80 M� yr−1 kpc−2; e.g., Tacconi et al.
2006).

5.2. Multiplicity

One of the main results from this survey is that a large fraction
of the LESS sources have been resolved into multiple SMGs.
Considering LESS sources with at least one detection in the
MAIN ALESS SMG sample, we find that 24 of 69 LESS
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Figure 4. Histograms of LABOCA/ALMA flux density values in mJy. Left: the LABOCA flux density values for all LESS sources with good quality (i.e., rms <

0.6 mJy beam−1, axis ratio < 2) ALMA maps. The black filled histogram shows the subset of fields which have been resolved by ALMA into multiple SMGs within
the primary beam (i.e., in the MAIN sample). The gray filled histogram shows the additional LESS sources that are resolved into multiples if we include supplementary
SMGs outside the primary beam FWHM in these maps. The brightest LABOCA sources have a high fraction of multiples. Center: the LABOCA flux densities for the
subset of LESS sources which are non-detections with ALMA. These sources tend to lie on the fainter end of the LABOCA flux density distribution. Right: ALMA
flux density values for all SMGs in the MAIN sample. All LESS sources above 9 mJy have been resolved into multiple SMGs or are fainter in the ALMA maps. We
also show the subset of SMGs which confirm previously identified radio/mid-infrared robust counterparts proposed by Biggs et al. (2011), and (independently) the
subset of SMGs which confirm tentative counterparts. The radio/mid-infrared counterparts correctly predict a large percentage of the bright sources but miss 55% of
the SMGs overall.

(A color version of this figure is available in the online journal.)

sources split into two or more MAIN ALESS SMGs. If we also
consider as reliable the SMGs which lie outside the primary
beam in these maps (i.e., ALESS SAMPLE = 2), then we find
that the majority of these SMGs lie in maps which had at least
one MAIN SMG, while only two SMGs lie in maps with no
MAIN sources. This brings the total number of LESS sources
considered to 71, of which we find that 32 split into multiple
SMGs. We therefore find that for the good quality maps with at
least one SMG somewhere in the map, ∼35%–45% consist of
multiple SMGs.

Despite the large fraction of detected multiples, it is important
to note that the median number of detected SMGs per good
quality map is only one. This is true whether or not we
also include supplementary sources outside the primary beam
FWHM in these fields. For this calculation, we have also
included those maps (discussed in the next section) which are of
good quality but devoid of any detected SMGs. If we consider
that a portion of the non-detections are also due to LESS sources
resolved into multiple SMGs, then the true fraction of single-
dish sources consisting of multiple SMGs may be even higher.
In the extreme case, the fraction of multiple SMGs may increase
to 50% (see Section 5.3).

That some of the single-dish sources are multiples is not
unexpected theoretically and has also been reported in some
of the first interferometric submillimeter studies. For example,
Smolčić et al. (2012a) presented interferometric millimeter
observations of submillimeter-selected sources in COSMOS. In
their 870 μm-selected sample of 27 LABOCA sources observed
interferometrically, 22% turned out to be blended. However,
their results are complicated by the fact that their interferometric
observations were taken at a different waveband from the
original submillimeter source selection. A more reliable analysis
by Barger et al. (2012) of 16 SCUBA-2 identified sources with
the SMA at the same wavelength suggested that 40% of bright
sources are actual blends, though they cautioned that their results
relied on small number statistics. Both results are in agreement
with what we find with our larger sample.

Figure 4 shows a histogram of LABOCA flux density val-
ues for the fields with multiple ALESS SMGs compared
to that of all good quality maps. If we only treat as reli-

able those SMGs detected within the primary beam FWHM
(i.e., MAIN SMGs), then the brightest two LESS sources are
resolved into multiples. If we also include the supplemen-
tary SMGs from outside the primary beam FWHM, then we
find that the brightest three LESS sources are resolved into
multiples. The fluxes for all distinct SMGs in the ALESS
MAIN sample are shown in Figure 4, where there are now
no SMGs with flux densities above 9.0 mJy (the bright-
est ALESS SMG). All LESS sources which previously had
S > 9 mJy have either been resolved into multiple, fainter
SMGs, or appear to be single SMGs but with slightly lower
(S < 9 mJy) flux densities in the ALMA observations. This is
also reflected in Figure 2 (right) and may indicate that these
LESS sources consist of multiple SMGs as well, but that the
additional components are below our detection threshold.

It is interesting to speculate on whether Figure 4 implies that
bright sources are more likely to be multiples. The brightest
LESS source, LESS 1, is actually a triple, and if you count
the faint submillimeter emission in LESS 2 that is coincident
with a 24 μm source but just below the 3.5σ detection threshold
(see Figure 9), then LESS 2 may be a triple as well. Another
way to visualize the sample multiplicity is shown in Figure 5,
which plots component flux for MAIN sample SMGs against
total flux (defined, in this case, as the sum of the SMGs). Also
indicated is the average fractional contribution per component in
a given total flux bin, which can be inverted to give the average
number of SMGs in that bin (e.g., a fractional contribution
of 0.33 implies three SMGs). From this figure, it appears that
as the total flux increases, the average fractional contribution
decreases, indicating an increasing number of SMGs per field.
However, because of our sensitivity limit, we can only detect
individual SMGs above 3.5σ , so it is less likely that we would
detect multiple SMGs from a fainter LESS source. Moreover,
our observations specifically target sources which were bright
in the single-dish (i.e., low-resolution) map. This strategy would
preferentially target regions with multiple SMGs within the
single-dish beam, even if SMGs were not thought to be strongly-
clustered (Williams et al. 2011).

A separate but related question is whether the multiple SMGs
are physically associated. A number of studies have concluded
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Figure 5. Component flux for MAIN sample SMGs versus total flux, where total
flux is defined as the sum of the ALESS SMGs. The points show the component
flux of individual SMGs. When a point falls on the diagonal line, it means it
was the only SMG in that field (and therefore the component flux equals the
total flux). The histogram shows the average ratio of component to total flux for
a given total flux bin, with values indicated on the right-hand axis. As the total
flux increases, the average fractional contribution decreases, indicating a larger
average number of SMGs.

(A color version of this figure is available in the online journal.)

that SMGs are strongly-clustered (e.g., Blain et al. 2004; Weiß
et al. 2009; Hickox et al. 2012), although other studies have
questioned whether this can be explained entirely by the low
resolution of single-dish surveys (Williams et al. 2011). An
interferometric study by Wang et al. (2011) presented two
examples of submillimeter sources that were resolved into
multiple, physically-unrelated galaxies. Based on the ALESS
number counts alone (Karim et al. 2012), such a coincidence
would seem unlikely, although it is difficult to quantify given
that a chance coincidence would also be brighter and thus more
easily detectable for a single-dish telescope.

Assuming that the nearby SMGs are physically-related, we
can measure their projected separations. Do the multiple SMGs
tend to be closely grouped together, or do they span the full
range of possible separations within the beam? The predominant
theory for SMG formation is that the majority of such sources
are starbursting major mergers (e.g., Chapman et al. 2003; Engel
et al. 2010; Narayanan et al. 2010; Hayward et al. 2011, 2012).
In the merger scenario, the gravitational torques induced are
thought to be efficient at funneling cold gas to the galaxy’s
center (Barnes & Hernquist 1996), thereby inducing a nuclear
starburst and boosting the submillimeter flux observed. If these
gravitational torques are effective at boosting the submillimeter
flux on the scales probed here, we might expect to see an
increasing number of SMG pairs with smaller separations.

We have plotted the measured separations for the MAIN
ALESS SMGs in Figure 6. The upper axis converts these
separations to projected distance in kiloparsecs assuming a
typical SMG redshift of z = 2.5. The upper limit on separation
is set (by definition) by the FWHM of the primary beam. For
comparison, we have also calculated the separations observed
for a simulated catalog of SMGs with the same flux density
and multiplicity as the MAIN ALESS SMGs, but randomly
placed within the primary beam FWHM. As with the actual
data, simulated SMGs could not be closer than 1.′′5 apart. We
repeated this simulation 100 times to increase statistics, and
the results are shown along with the MAIN sample. The drop
in simulated number density at larger separations is due to the
decreasing sensitivity of the telescope with distance from the

Figure 6. Number of MAIN SMG pairs with a given separation and normalized
by annular area. The separations seen in the MAIN sample are limited to within
the primary beam FWHM by definition. We also show the simulated result for
SMGs with the same multiplicity and flux density distribution as the MAIN
sources and placed randomly within the primary beam FWHM. The dot-dashed
line indicates the typical ALESS resolution. Both samples are affected by the
decreasing sensitivity of the telescope for large separations, and the ALESS
SMGs show no evidence for an excess of sources at small separations.

(A color version of this figure is available in the online journal.)

phase center. This affects our ability to detect large separations,
as (for example) two MAIN sample SMGs spaced 17′′ apart will
both be at the 50% sensitivity contour, and will thus be harder
to detect.

Figure 6 shows that for the scales we are sensitive to, the
number density of ALESS SMGs as a function of separation
is consistent with what we would expect from a uniformly-
distributed population. This holds true for projected separations
from ∼13 kpc (our resolution limit at z ∼ 2.5) out to >140 kpc.
If we bin all points within 7′′ (60 kpc), where there appears to be
a trend toward higher number densities than in the simulation,
then we find that the slight excess is not statistically significant.
Therefore, the ALESS SMGs show no evidence for an excess
of sources at small separations.

5.3. Non-detections

There are 88 ALMA maps in total which meet the first
two criteria for the MAIN sample (rms < 0.6 mJy beam−1,
axis ratio < 2) and thus are considered to be of good qual-
ity. However, only 69 of these fields contain SMGs from the
MAIN ALESS sample. If we relax our criteria slightly and
also include SMGs from the good quality maps in the Sup-
plementary sample (Section 4), then we find an additional two
maps (LESS 91 and 106) which contain a >4σ SMG just out-
side the primary beam FWHM. We therefore find that 17/88
(∼19% ± 4%) of the LESS sources with high-quality ALMA
coverage are non-detections. A histogram of the LESS flux
densities for these fields is shown in Figure 4 compared to
the distribution for all good quality maps. The blank maps
may be slightly fainter, in general, than the rest of the LESS
sources. The average flux of the undetected LESS sources is
5.0 ± 0.2 mJy versus 5.9 ± 0.2 mJy for all LESS sources, and
a Komolgorov–Smirnov test returns a probability of 80% that
the blank maps are drawn from a different parent distribution.
In particular, there are no sources with SLABOCA > 7.6 mJy that
are undetected with ALMA.

There are several possible reasons why we may not have
detected an SMG with ALMA. The first possibility is that the
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LESS source was spurious. According to Weiß et al. (2009), only
∼5 of the 126 LESS sources are expected be false detections.
In our sample of 88 good quality maps, we might therefore
expect 5×(88/126) = 3.5 of the ALMA maps to target spurious
LESS sources. The large majority of the apparent non-detections
therefore cover sources which we expect to be real.

Alternately, very extended/diffuse SMGs could fall below
the detection threshold of the ALMA observations. While the
ALMA observations are ∼3 times deeper than the LABOCA
data, the angular resolution is also >10 times higher. If a
4 mJy LESS source were a single SMG extended over three or
more ALMA beams (�15–20 kpc in diameter) as is observed in
some SMGs in low-J CO transitions (Ivison et al. 2010b, 2011;
Riechers et al. 2011a, 2011b; Hodge et al. 2012), then it would be
too extended to detect in a map with our median rms sensitivity
of 0.4 mJy beam−1. Of the SMGs we do detect, however, the
majority are consistent with point sources (Section 5.1), making
this scenario difficult to believe unless the SMG population is
a heterogeneous mix of submillimeter morphologies (but see
Hayward et al. 2012).

Finally, the LESS source may have been resolved into mul-
tiple distinct SMGs which are too faint to be detected individ-
ually. If all 17 non-detections are actually undetected multi-
ples, then the fraction of multiple sources rises to ∼50%. The
number of components would not need to be very large for
a faint LESS source to become undetectable in these ALMA
data. For example, if a 4 mJy LESS source were composed of
three 1.3 mJy SMGs, then these SMGs would be below the de-
tection threshold for the maps achieving our target sensitivity.
As an experiment, we have taken the LESS source flux den-
sities and rms noise values of the maps with non-detections
and calculated how many SMGs would be required for the
S/N of each SMG to fall right at the 3.5σ detection thresh-
old for that map. We have simply rounded to the nearest integer
number of SMGs, as the difference between this estimate and the
LESS flux density is always �50% of the 1.2 mJy uncertainty
in LESS flux density. We have then used the number of SMGs
per map (for which we find a median of 4) and the flux densities
of these hypothetical sources to put a lower limit on the faint-
end number counts of SMGs, finding that at S870 μm ∼ 1.3 mJy,
>500 SMGs mJy−1 deg−2 would be required to explain our non-
detections. This number is consistent with the faint-end extrap-
olation of the ALESS number counts presented in Karim et al.
(2012). There is even some tentative observational evidence that
this may be the case in at least one of the ALESS SMGs. For
example, in LESS 27 (a blank map), there are three 3σ sources
lying exactly on top of three radio/mid-IR-predicted counter-
parts, suggesting they may be real despite the fact that they are
all below our adopted detection threshold. Future, deeper obser-
vations with ALMA will reveal whether all of the undetected
LESS sources are indeed multiple, faint SMGs.

5.4. LABOCA Positional Offsets

Prior to the existence of large, interferometrically-observed
SMG samples such as that presented here, the identification of
counterparts at other wavelengths relied on statistical methods
to estimate the likelihood of particular associations (e.g., Biggs
et al. 2011). In such cases, the positional offsets between the
submillimeter source and wavelength of interest are dominated
by the uncertainty in the (single-dish) submillimeter positions,
and this uncertainty, in turn, is thought to be primarily a
function of S/N of the single-dish submillimeter source (e.g.,
Ivison et al. 2007). Specifically, in the limit where centroiding

uncertainty dominates over systematic astrometry errors, and
for uncorrelated Gaussian noise, the theoretical expectation for
the positional uncertainty in single-dish submillimeter sources
is

Δα = Δδ = k θ [(S/Napp)2 − (2β + 4)]−1/2, (1)

where Δα and Δδ are the rms positional errors in right ascension
and declination, respectively, the constant k = 0.6, θ is the
FWHM of the single-dish primary beam (19.′′2), S/Napp is the
apparent, smoothed signal-to-noise ratio before correcting for
flux boosting, and the β term provides the correction to intrinsic
S/N (Ivison et al. 2007). Some counterpart searches, such as
that done by Biggs et al. (2011) for LESS, have used this fact
to vary the search radius based on the S/N of the submillimeter
source.

Now that we have both single-dish LABOCA and ALMA
observations of a large number of submillimeter sources, we are
in a position to empirically calibrate the positional uncertainties
of the LABOCA sources, and thus the search radius needed
to recover SMGs from multiwavelength comparisons. Figure 7
(left) shows radial offset between the ALMA and LABOCA
positions (where the latter correspond to phase center in the
ALMA maps) as a function of apparent (smoothed) S/N for
all ALESS SMGs in the good quality maps (i.e., MAIN and
Supplementary sample 2). Also shown are the median offsets in
bins of S/Napp. Fitting a function to the median data points of the
form given in Equation 1 (with a

√
2 correction to radial offset),

we find k = 0.66 ± 0.03, or ∼10% worse than the theoretical
expectation using this FWHM.

Note that many maps have �2 SMGs over the S/N threshold
which are blended into one brighter source in the LABOCA
maps. The theoretical prediction, on the other hand, describes
the positional offset expected for a single source of the given
S/N. If we limit the comparison to maps with only a single
ALESS SMG (Figure 7, right), then the fitted function shifts
down slightly, giving k = 0.61 ± 0.06, consistent with the
theoretical prediction. We therefore find that there are no
additional sources of astrometric error for the LESS sources.

Although the fitted function is consistent with theory, the
normalization of the function is largely constrained by the data
points at the low-S/N end. At higher S/N, we see in Figure 7
that the median offsets measured are systematically higher than
the predicted offsets. This is likely to be a consequence of our
finding earlier that a larger fraction of bright submillimeter
sources are multiples. Hence, although recent searches for
counterparts at other wavelengths have employed an S/N-
dependent search radius, Figure 7 implies that a fixed search
radius based on the typical S/N of the data may be just as good
or even better than an S/N-dependent radius.

5.5. Radio/MIR IDs

Previously, Biggs et al. (2011) used radio and mid-infrared
data from the VLA and Spitzer to identify potential counterparts
to the LESS sources. Using their radio and/or 24 μm emission
along with the corrected Poissonian probability (p-statistic;
Browne & Cohen 1978; Downes et al. 1986) and an S/N-
dependent search radius (discussed in the previous section),
they identified statistically robust counterparts to 62 of the 126
submillimeter sources in the LESS survey. (Note that they did
not correct for the small systematic offset between the radio and
MIPS data discussed in Section 3.4, as they concluded that the
effect was miniscule.) Biggs et al. then used a color-flux cut
on IRAC 3.6 μm and 5.8 μm sources (chosen to maximize the
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Figure 7. Radial offsets between ALESS SMGs and LESS sources as a function of observed (smoothed) LABOCA S/N. Left: individual offsets are shown for all
ALESS SMGs in good quality maps. Right: offsets are shown only for ALESS SMGs that constitute the lone source in the field. For both panels, we also show the
median offsets in bins of S/NLABOCA. The dotted line shows the theoretical expectation for the positional uncertainty (Ivison et al. 2007) assuming the LESS resolution
of 19.′′2. The solid line shows a fit of the same form. The fitted function is consistent with the theoretical prediction, indicating that there are no additional sources of
astrometric error in the LABOCA source positions. The median offsets, however, show a systematic bias toward larger offsets than predicted at high S/N, bringing
into question the use of S/N-derived search radii in counterpart searches where blending and confusion are significant.

(A color version of this figure is available in the online journal.)

number of secure radio and 24 μm counterparts) to identify 17
additional sources whose IRAC colors suggest they are likely
counterparts. In total, they identified robust counterparts to 79
LESS sources, some of which have multiple radio/mid-infrared
identifications (Figure 10).

With our interferometric submillimeter imaging, we are now
in a position to test how many of the ALESS SMGs were
correctly predicted by these radio/mid-infrared identifications.
Taking the 99 ALESS SMGs in the MAIN sample, we find that
45 have robust radio/mid-infrared counterparts. These SMGs
are indicated with a boldface “r” in Tables 3 and 4. Note that a
counterpart was considered “robust” by Biggs et al. if it had a
corrected Poissonian probability p � 0.05 in either the radio,
MIPS, or IRAC data, or a value 0.05 < p < 0.1 in two separate
wavelengths. If we also include tentative counterparts (defined
as having 0.05 < p < 0.1 in just one wavelength), then we
find an additional 9 ALESS SMGs. These SMGs are indicated
with a “t” in Tables 3 and 4. The remaining 45 ALESS SMGs
have neither robust nor tentative counterparts. The radio/mid-
infrared counterpart identification is therefore ∼55% complete
if we include both robust and tentative counterparts.

From Figure 10, it is immediately obvious that a significant
number of maps have ALESS SMGs outside the search radius
used by Biggs et al. (2011) to predict these counterparts. Of
the four brightest LESS sources with good quality ALMA maps
(LESS 1, 2, 3, and 5), all four have at least one SMG outside
the search radius, and in two of these cases, it is the brightest
source in the map. In total, 21 out of 88 good-quality fields
have at least 1 ALESS SMG outside the search radius, whereas
Biggs et al. (2011) estimated that only 1% of all the LESS
SMGs (i.e., 1.3 of 126 sources) would have counterparts missed
for this reason. The LESS sources with counterparts outside
the search radius tend to be the brighter sources, meaning
that they had a smaller adopted search radius. This implies,
as we already indicated in Section 5.4, that the S/N-dependent
search radius may not be the most effective means to identify
counterparts.

Another possible issue with the counterpart identification is
the depth of the multiwavelength data used. This could result
in missed counterparts no matter what the search radius. The

Figure 8. Cumulative distribution function of 1.4 GHz flux density values
extracted from the map of Miller et al. (2013) at the positions of the MAIN
ALESS SMGs. The dashed vertical line shows the 3σ detection limit at the
deepest part of the map, which is therefore a lower limit. Despite reaching an
rms of 6 μJy at its deepest point, at least 55% of the ALESS SMGs are still
undetected in the radio data. Our stacking analysis indicates that the median
1.4 GHz flux density of the ALESS SMGs is 15 ± 1 μJy.

1.4 GHz data used for the LESS source counterpart identification
had an rms of ∼6.5 μJy at its deepest point (Miller et al. 2008),
resulting in a 3σ detection threshold of 19.5 μJy or higher. We
used the map from the second data release (DR2; Miller et al.
2013) to extract cutouts at the positions of all the ALESS SMGs
in the MAIN sample. Stacking these cutouts gives a median flux
density of 15 ± 1 μJy (a 15σ detection), with a statistical error
of 2.7 μJy. The cumulative distribution function of the peak flux
densities is shown in Figure 8, where we see that at least 55% of
the ALESS SMGs are still undetected. In comparison, Barger
et al. (2012) recently took 16 interferometrically-observed
SMGs and looked for counterparts in a deeper 1.4 GHz image
(rms of 2.5 μJy), detecting all 16 SMGs at >5σ . This difference
may be explained largely by the relative brightness of their
detected SMGs (S860 μm > 3.2 mJy), though at least two of their
SMGs fall below our nominal 1.4 GHz detection limit. Lindner
et al. (2011) also report a very high radio-detection rate for
submillimeter sources in a deep (rms = 2.7 μJy) radio map.
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Figure 9. ALMA 870 μm maps in order of LESS source number. The maps are ∼26′′ per side and have pixels of 0.′′2. Contours start at ±2σ and increase in steps
of 1σ , where σ is the rms noise measured in that map (Table 2). SMGs that appear in the MAIN/supplementary catalog are indicated with red/yellow squares and
labeled with their ALESS sub-ID. For example, the source labeled “1” in the map for LESS 1 corresponds to source ALESS 001.1 in Table 3. The synthesized beam
is shown in the bottom left corner of each map, and the large circle indicates the primary beam FWHM. The images show a range in quality, with fields observed at
low elevation appearing noisier and having more elongated synthesized beams. Note that LESS 52, 56, 64, and 125 were not observed with ALMA, and the quality of
the ALMA maps for LESS 48 and 60 is so poor that we do not show them here.

(An extended version of this figure is available in the online journal.)

Despite our high rate of non-detections in the radio, the radio
data still help to identify a larger fraction of ALESS counterparts
overall than the MIPS or IRAC data. If we categorize the results
based on wavelength, then we find that 28% of the correctly
predicted counterparts were based on the radio data alone, 13%
were based on the MIPS data alone, and 31% were based
on IRAC data alone, with an additional 28% based on either
radio + MIPS (26%) or radio + IRAC (2%).

The 55% overall completeness quoted above refers to the
percentage of all ALESS SMGs predicted, regardless of whether
some of the SMGs correspond to the same LESS source (i.e., are
multiples). While there may also be multiple radio/mid-infrared
IDs per field, it may be interesting to look at what fraction of
LESS sources have at least one correct ID. In total, of the 69

LESS sources covered by the MAIN ALESS sample, 52 (75%)
have at least one correct robust or tentative radio/mid-infrared
ID. We find that for those LESS sources with multiple ALESS
SMGs, 80% have at least one SMG that was correctly predicted.
The brightest ALESS SMG is among the predicted SMGs
for the majority (80%) of those cases. Therefore, while the
radio/mid-infrared ID process only predicts 55% of SMGs in
total, it has a higher success rate if we consider only the brightest
SMG in each field.

The flux density distributions of the confirmed
robust/tentative counterparts are shown in Figure 4. The ro-
bust IDs clearly favor the brighter ALESS SMGs, with 75%
of the SMGs above 5 mJy matching previously predicted
radio/mid-infrared counterparts (versus only 35% of the SMGs
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Figure 10. ALMA 870 μm contours (green) on false-color multiwavelength images produced from the VLA 1.4 GHz (red) and MIPS 24 μm (blue) data. The dashed
circle indicates the search radius used by Biggs et al. (2011) to statistically identify radio and mid-infrared counterparts to the LESS sources, and the small white/yellow
squares indicate the positions of the predicted robust/tentative counterparts. The synthesized beam of the ALMA data is shown in the bottom left corner of each map,
and the large circle indicates the primary beam FWHM. ALMA contours are in steps of 1σ starting at ±2σ . Note that LESS 52, 56, 64, and 125 were not observed
with ALMA, and the quality of the ALMA maps for LESS 48 and 60 is so poor that we do not show them here.

(An extended version of this figure is available in the online journal.)

below 5 mJy). If we include tentative counterparts, then the flux
density above which the predictions are 75% complete drops to
only 3 mJy, below which only 25% of the SMGs were predicted
with robust/tentative radio/mid-infrared counterparts.

We can also test how many of the total number of predicted
counterparts are now confirmed (i.e., the reliability). Consid-
ering only robust IDs, there are a total of 57 distinct proposed
radio/mid-infrared counterparts in maps covered by the ALESS
MAIN sample. Of these counterparts, 45 are confirmed by the
ALMA maps. Therefore, 80% of the robust radio/mid-infrared
IDs have been confirmed by the ALMA maps, and 20% have
been shown to be incorrect. Although formally the robust IDs
should have a >95% chance of being correct, a reliability of
80% is still encouraging given the uncertainties. Moreover, our
results really only give a lower limit on the reliability, since there

may be some counterparts with submillimeter emission just be-
low our detection threshold. For example, in LESS 2, there is
a predicted counterpart at the position of a ∼3σ submillimeter
peak, which is just below our detection threshold but (given this
alignment) likely real. If we consider both robust and tentative
IDs, then there are a total of 85 radio/mid-infrared counterparts
(57 robust + 28 tentative) falling in MAIN sample maps. Of
these, 54 are confirmed by the ALMA maps (∼65%).

Note that we did not include the blank maps in the above
analysis, even though they are also of high quality, since
the positions of the SMG(s) in those maps remain uncon-
strained. Of the 17 blank maps, 11 have at least one predicted
radio/mid-IR counterpart. In several cases—e.g., LESS 27,
LESS 47, LESS 95 (slightly offset), and LESS 120—these coun-
terparts coincide with a ∼3σ submillimeter peak, indicating that
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the predicted SMG may be correct but just below our detection
threshold. In the case of LESS 27, there are actually three pre-
dicted counterparts, and all three coincide with ∼3σ sources in
the ALMA map. This case in particular supports the proposal
put forward in Section 5.3 that these maps are blank because
they have been resolved into multiple SMGs with flux densities
too faint to detect.

To summarize, if we consider only robust counterparts, then
the radio/mid-infrared identification process has a completeness
of only ∼45%, but a reliability of ∼80%. If we include
tentative counterparts as well, then the completeness rises
to ∼55% and the reliability drops to ∼65%. This process
therefore still misses ∼45% of SMGs, and of those it claims
to find, approximately one-third are incorrect. We conclude that
submillimeter interferometry is really the best and only way to
obtain accurate identifications for SMGs.

6. SUMMARY

We have presented an ALMA Cycle 0 survey of SMGs in
the ECDFS. These SMGs were originally detected with the
(single-dish) LESS survey on the APEX telescope, the single
largest, most homogenous 870 μm survey to date. Our ALMA
observations utilize the Cycle 0 compact array in Band 7 to map
122 of the 126 SMGs at the same central frequency as LESS.
In just two minutes per source, we reach a median rms noise of
0.4 mJy beam−1, three times as deep as the LESS observations.
Our median angular resolution (1.′′6 × 1.′′15) represents an
improvement in beam area of ∼200 times, allowing us to
precisely locate the origin of the submillimeter emission from
the SMGs.

We identify and extract sources from the final maps, recov-
ering 99% of all SMGs above 3.5σ with a spurious fraction of
1.6%. From an analysis of the inverted maps, we estimate that
75%/90% of SMGs above 3.5σ/4σ may be regarded as reliable,
though these estimates should be regarded as lower limits due
to the complex and correlated nature of the noise in the maps.

To test the absolute flux scale, we model the true sky
distribution using both positive and negative sources down to
3σ and convolving with the resolution of LABOCA for a more
meaningful comparison. We find SALMA/SLABOCA = 0.97±0.07

0.04,
confirming that the ALMA and LABOCA flux density scales are
in reasonable agreement. An analysis of the astrometry indicates
that the ALMA SMG positions are accurate to within 0.′′2–0.′′3.

We discuss the creation of the catalog, including a MAIN
sample of 99 ALESS SMGs and a supplementary sample of 32
SMGs. The MAIN sample SMGs are the most reliable, while
the supplementary sample SMGs should be used with care.

Using this catalog, we put constraints on the sizes of the
SMGs in submillimeter continuum. We find that all but one SMG
are consistent with point sources, suggesting sizes <10 kpc
and a median SFR surface density >14 M� yr−1 kpc−2. The
resolved SMG (ALESS 007.1) has an intrinsic source size of
(1.′′1 ± 0.′′3) × (0.′′7 ± 0.′′2), corresponding to ∼9 kpc × 5 kpc
at its estimated redshift of zphot = 2.8. Its SFR surface density
is ∼80 M� yr−1 kpc−2, consistent with previous measurements
for SMGs from high-J CO lines and well below the limit for
Eddington-limited star formation.

With our ∼1.′′6 resolution, we find that many of the LESS
sources are resolved into multiple distinct SMGs. Of the good
quality maps with at least one detection, ∼35%–45% contain
multiple SMGs. This is likely due to the low resolution of the
original LESS survey and/or the clustering of SMGs. We find
that the brighter sources are preferentially affected, though this

may be an artifact of the single-dish selection and sensitivity
limitations. An analysis of the separation between multiple
SMGs yields no evidence for a significant excess of SMGs
with small (<60 kpc) projected separations.

We report that 17 out of 88 good-quality maps (∼20%)
have no detected SMGs, even though only ∼3.5 of the LESS
sources are expected to be spurious. It may be that the emission
from these LESS sources has been spread out into diffuse or
multi-component morphologies below our detection threshold.
Assuming it is the latter, we calculate the number of SMGs
necessary in each map for the flux densities of the SMGs to
be just below the detection threshold. We find that at S870 μm ∼
1.3 mJy, >500 SMGs mJy−1 deg−2 would be necessary in order
to explain our non-detections, a number which is consistent with
the faint end extrapolation of the ALESS number counts (Karim
et al. 2012). If all 17 blank-map sources are actually multiple
SMGs, then the total fraction of multiple SMGs in the survey
rises to ∼50%.

We use the ALESS catalog to empirically calibrate the
uncertainty in the LABOCA positions as a function of signal-
to-noise ratio. We find that the observed positional offsets
are consistent with the theoretical prediction, indicating no
additional sources of astrometric error for the LESS sources.
However, the median offsets measured are systematically higher
than predicted offsets at large values of S/N, implying that
counterpart searches may be better off using a fixed search
radius than an S/N-dependent search radius.

Finally, we use the precise submillimeter positions for our
SMGs to test the reliability/completeness of radio/mid-IR
counterparts previously predicted using a probabilistic method.
We find that overall, the radio/mid-infrared ID process only
correctly predicts ∼55% of ALESS SMGs. It has a higher
success rate for the brighter LESS sources, or if we only consider
the brightest ALESS SMG in fields with multiple SMGs. The
depth of the radio data may be one limiting factor, although
there are also a significant number of cases where the SMG
falls outside the (S/N-dependent) search radius, again bringing
its effectiveness into question. Of the counterparts predicted
by the radio/mid-IR method, we also find that one-third are
incorrect, further highlighting the importance of submillimeter
interferometry for obtaining accurate identifications for SMGs.

In conclusion, we have completed the first statistically-
reliable survey of SMGs by combining a wide-field single-dish
870 μm survey using LABOCA with targeted interferometric
870 μm observations of detected sources with ALMA. This
study provides the basis for the unbiased multiwavelength study
of the properties of this population, including the high-resolution
number counts of SMGs (Karim et al. 2012), constraints on
the number density of z ∼ 4 SMGs (Swinbank et al. 2012),
the properties of AGNs in SMGs (Coppin et al. 2012; W.-H.
Wang et al., in preparation), and their redshift distribution (J. M.
Simpson et al., in preparation).
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APPENDIX A

DETAILS OF THE SOURCE EXTRACTION AND
CHARACTERIZATION

As discussed in Section 3.1, we used custom-written idl-
based source extraction software to identify and fit SMGs in
the ALMA maps. We already demonstrated that casa’s imfit
task returns comparable values for the fits, verifying our results.
Nevertheless, for completeness, we now elaborate further on our
source extraction and characterization process.

For each of the fits (three- and six-parameters), we deter-
mined the step size for each parameter that best balanced fast
convergence and good mixing of the Markov chain by look-
ing at individual maps. On average, we reached an acceptance
probability of 30% after an initial and sufficiently long ther-
malization phase. This value is within the optimal range for
a multi-dimensional MH-MCMC algorithm. The box size was
optimized to ensure that all visually apparent double sources
in the maps were individually recovered while minimizing the
number of clear fitting artifacts.

There are physical prior constraints for a valid model de-
scription of the flux density distribution of an elliptical source
model in an interferometry map. In order not to violate the de-
tailed balance condition and to ensure ergodicity of the Markov
chain, however, it is important not to constrain the random walk
through the six-dimensional parameter space which is conse-
quently chosen to follow a symmetric attempt distribution about
the previous value for a given parameter. We do not violate the
MH-MCMC principles if we constrain the actual move accep-
tance which therefore underlies the following constraints.

1. The minor extent of a given source cannot be smaller than
the clean beam minor axis.

2. The ratio of major to minor axis must not exceed twice the
corresponding axis ratio of the clean beam.

3. The peak flux density must be a positive value.
For each parameter, the mean of the posterior distribution

determined its best-fit value. The full set of parameters obtained
in this way was used as a flux density model to be subtracted
off the initial map before proceeding to the next signal peak
within the map. This process was repeated until the threshold
was reached, and the end result was a combined model as well
as a residual map.

APPENDIX B

ERROR DETERMINATION, INTEGRATED FLUX
DENSITIES, AND BEAM DECONVOLUTION

In the presence of correlations in the Markov chain, effec-
tively only N/2θA statistically independent measurements of

the parameter A have been performed, where θA denotes the
data autocorrelation length and N is the number of MCMC steps
after the equilibration phase. In practice, we therefore monitor
the autocorrelation of the Markov chain and bin the data in
NB = N/NL blocks of length NL > θA. We then calculate for
each bin the mean value:

Ai = 1

NL

NL∑
k=1

A(i−1)NL+k, i = 1, . . . , NB, (B1)

where the index denotes that we are dealing with consecutive
members of the Markov chain. The set of bin mean values{
Ai

}
will then be statistically independent so that the best-fit

parameter solution is simply given by the mean of all bin means,
while its corrected standard error is given by

ΔA ≈ 1√
NB − 1

⎛
⎝ 1

NB

NB∑
i=1

(Ai)
2 −

(
1

NB

NB∑
i=1

Ai

)2
⎞
⎠

−1/2

.

(B2)
The integrated flux density is derived as the product of the best-
fit peak flux density and the ratio of the fitted source area to the
clean beam area. The appropriate determination of measurement
errors for elliptical source fits in the presence of correlated
noise in radio maps has been extensively worked out by Condon
(1997). (See also Windhorst et al. 1984; Hopkins et al. 2003;
Schinnerer et al. 2004, 2010; Karim et al. 2011). We adopt those
findings for error estimates for our measured source parameters,
taking into account also the pure autocorrelation-corrected
fitting errors based on the posterior distribution function for
each parameter.

For this study the main quantity of interest is the total flux
density and its full error is given by

σTotal

〈FTotal〉 =
√(

σdata

〈FTotal〉
)2

+

(
σfit

〈FTotal〉
)2

, (B3)

where

σdata

〈FTotal〉 =
√(

S

N

)−2

+

(
1

100

)2

(B4)

σfit

〈FTotal〉 =
√√√√ 2

ρS

+

(
θBθb

θM θm

) (
2

ρ2
ψ

+
2

ρ2
φ

)
. (B5)

Here, θB is the major axis and θb the minor axis of a given
clean beam while θM and θm are the major and minor axis of
the measured (hence convolved) source ellipse. The signal-to-
noise ratio S/N = F peak/σmap denotes the ratio of the best-fit
peak flux density and rms noise for a given map. The same
applies to the parameter-dependent estimators of the fit entering
Equation (B5) that are given by

ρ2
X = θM θm

4 θBθb

(
1 +

θB

θM

)a (
1 +

θb

θm

)b (
S

N

)2

(B6)

and a = b = 1.5 for ρF , a = 2.5 and b = 0.5 for ρM as well as
a = 0.5 and b = 2.5 for ρm.

For each source found we attempt to trigonometrically de-
convolve the clean beam of the corresponding ALMA map

19



The Astrophysical Journal, 768:91 (20pp), 2013 May 1 Hodge et al.

in order to determine its intrinsic extent, shape and orienta-
tion, assuming the underlying source can be described by an
elliptical Gaussian using our own implementation of the well-
tested AIPS-equivalent. We call a source unresolved in case both
its deconvolved minor and major axis result in negative values
while we allow sources to be extended only in one dimension.
Given the typical resolution achieved in this survey sources are
mostly barely resolved and the (on average) low reliability of de-
convolved quantities for (partially) resolved sources is reflected
in their typically large errors.

REFERENCES

Aravena, M., Younger, J. D., Fazio, G. G., et al. 2010, ApJL, 719, L15
Barger, A. J., Cowie, L. L., Sanders, D. B., et al. 1998, Natur, 394, 248
Barger, A. J., Wang, W.-H., Cowie, L. L., et al. 2012, ApJ, 761, 89
Barnes, J. E., & Hernquist, L. 1996, ApJ, 471, 115
Beckwith, S. V. W., Stiavelli, M., Koekemoer, A. M., et al. 2006, AJ,

132, 1729
Bertoldi, F., Carilli, C. L., Menten, K. M., et al. 2000, A&A, 360, 92
Biggs, A. D., & Ivison, R. J. 2008, MNRAS, 385, 893
Biggs, A. D., Ivison, R. J., Ibar, E., et al. 2011, MNRAS, 413, 2314
Blain, A. W., Chapman, S. C., Smail, I., & Ivison, R. 2004, ApJ, 611, 725
Blain, A. W., Smail, I., Ivison, R. J., Kneib, J.-P., & Frayer, D. T. 2002, PhR,

369, 111
Bothwell, M. S., Chapman, S. C., Tacconi, L., et al. 2010, MNRAS, 405, 219
Bothwell, M. S., Smail, I., Chapman, S. C., et al. 2012, MNRAS, 429, 3047
Browne, I. W. A., & Cohen, A. M. 1978, MNRAS, 182, 181
Chapman, S. C., Blain, A. W., Smail, I., & Ivison, R. J. 2005, ApJ, 622, 772
Chapman, S. C., Smail, I., Windhorst, R., Muxlow, T., & Ivison, R. J. 2004, ApJ,

611, 732
Chapman, S. C., Windhorst, R., Odewahn, S., Yan, H., & Conselice, C.

2003, ApJ, 599, 92
Condon, J. J. 1997, PASP, 109, 166
Coppin, K., Chapin, E. L., Mortier, A. M. J., et al. 2006, MNRAS, 372, 1621
Coppin, K., Danielson, A., Geach, J., et al. 2012, MNRAS, 427, 520
Dannerbauer, H., Lehnert, M. D., Lutz, D., et al. 2002, ApJ, 573, 473
Dannerbauer, H., Walter, F., & Morrison, G. 2008, ApJL, 673, L127
Devlin, M. J., Ade, P. A. R., Aretxaga, I., et al. 2009, Natur, 458, 737
Downes, A. J. B., Peacock, J. A., Savage, A., & Carrie, D. R. 1986, MNRAS,

218, 31
Dunne, L., Clements, D. L., & Eales, S. A. 2000, MNRAS, 319, 813
Eales, S., Lilly, S., Gear, W., et al. 1999, ApJ, 515, 518
Engel, H., Tacconi, L. J., Davies, R. I., et al. 2010, ApJ, 724, 233
Frayer, D. T., Smail, I., Ivison, R. J., & Scoville, N. Z. 2000, AJ, 120, 1668
Gear, W. K., Lilly, S. J., Stevens, J. A., et al. 2000, MNRAS, 316, L51
Giacconi, R., Rosati, P., Tozzi, P., et al. 2001, ApJ, 551, 624

Giavalisco, M., Ferguson, H. C., Koekemoer, A. M., et al. 2004, ApJL, 600, L93
Greve, T. R., Ivison, R. J., Bertoldi, F., et al. 2004, MNRAS, 354, 779
Hayward, C. C., Jonsson, P., Kereš, D., et al. 2012, MNRAS, 424, 951
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