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About this thesis

Catalysis is the working horse of the chemical industry. In many cases, it is a poorly
understood process that takes place at the surfaces of nanoparticles under relatively
harsh conditions, such as high pressures and high temperatures.

�is thesis focuses on new approaches to acquire atomic-scale information
on catalytic processes on metal nanoparticles in high-pressure, high-temperature
conditions.�is thesis starts with a general introduction that motivates the need for
operando or in-situ observations and advocates the simultaneous use of a combina-
tion of atomic-scale measurement techniques.�e body of this thesis is organised
in two parts that can be read independently.
Part I takes a comprehensive approach to the development of novel instruments

andmethods for in-situ experiments onmodel catalysts underworking conditions. It
introduces the mechanical and electronic hardware of the ReactorAFM, the world’s
�rst high-pressure, high-temperature non-contact Atomic Force Microscope. In
addition, it describes two so�ware packages for the analysis of in-situmicroscopy
data, and for the analysis of surface X-ray di�raction data.
In part II we have applied our new instrument in combination with other,

recently developed in-situmeasurement techniques to study catalytic model systems
at atmospheric pressures and elevated temperatures. We �rst describe a study of the
interaction of gas mixtures of nitric oxide and hydrogen on the Pt(110) surface, using
surface X-ray di�raction.�is study serves as a stepping stone for the next chapter,
where we exposed a Pt nanoparticle model catalyst to mixtures of nitric oxide and
hydrogen in a high-pressure reaction cell in a transmission electron microscope.
Finally, we have investigated spontaneous reaction oscillations on Pd nanoparticles
during the catalytic oxidation of carbon monoxide. Using a combination of four in-
situ techniques, including our new ReactorAFM, we have established the periodic
formation and reduction of a thin oxide shell on the nanoparticles during the
oscillations.
As will be explained in the �rst chapter, the di�erences between the idealised

world of traditional surface science and the complex world of practical catalysis are
commonly categorised into the pressure gap and thematerials gap.�e approach
taken in this thesis to combine several in-situmeasurement techniques, is necessary
to bridge the pressure gap and at the same time take a signi�cant step across the
materials gap.
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Chapter 1

Introduction

Surface science and heterogeneous catalysis are a natural match, and this thesis
further strengthens this alliance. In both �elds, the interaction of molecules with
solids forms a central topic. Although the two �elds are complementary, as they
approach this topic from two di�erent sides, it is usually di�cult to directly relate
results obtained in one �eld to results obtained in the other. Bridging this gap has
been a driving force for the work described in this thesis.
Traditional catalysis research can be seen as taking a top-down approach. Un-

derstanding is derived from ensemble measurements on the reactants and products,
e.g. the catalyst activity (how much reactant is converted) and selectivity (how
much of the desired product is formed compared to undesired byproducts).�is is
o�en combined with extensive catalyst characterisation before and a�er reaction,
using spectroscopy and microscopy.�e challenge of this approach is usually in the
catalytic system itself, for example because there are several competing reactions,
or because the catalyst has a complex composition or structure.�e gain is relevant
knowledge for applications in e.g. the chemical industry, but the knowledge is o�en
phenomenological in character.
Catalytic surface science takes a bottom-up approach and uses highly simpli�ed

model systems under minutely controlled conditions. A typical surface-science
experiment studies a �at single crystal metal surface, o�en during interaction with
molecules, in Ultrahigh Vacuum (UHV), and o�en at cryogenic temperatures.
�e di�culty of such experiments is to exert near-perfect control over the sample,
and at the same time apply highly sensitive and o�en very delicate measurement
techniques. When succeeding in both, the experiment gives information on the
atomic scale, e.g. on the chemical state or the atomic structure of the surface or the
adsorbates.
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The pressure gap and the materials gap

In practice, it is o�en di�cult to relate results obtained by the traditional chemical
approach to results obtained by surface science techniques.�ere are only a few
documented cases in which the activity and selectivity of a real catalyst under
realistic conditions can be predicted even to within one order of magnitude, based
on the extrapolation of surface-science experiments[1, 2].�is suggests that there
are intrinsic qualitative di�erences, for example in the reaction mechanisms, that
are introduced when the experimental conditions di�er too much.�e two �elds
are o�en said to be separated by two gaps, the pressure gap and thematerials gap.
�is thesis describes work done in the �eld of in-situ catalysis, in which we have
aimed to overcome these gaps and combine the atomic-scale sensitivity of surface
science with the relevant conditions of traditional catalysis research.

�e pressure gap refers to the di�erence in operating pressure and temperature
between applied catalysis and traditional surface science. In the chemical industry,
catalysis typically takes place at pressures in the range of 1-100 bar and temperatures
up to 1000K[3]. Classical surface science uses low pressures in the range of 10−10 to
10−6mbar, and a wide range of temperatures, down to a fewK and beyond 1000 K[4].
A näıve justi�cation to extrapolate surface science results to real catalysis would be
to use thermodynamics to argue that the conditions can be chosen such that the
chemical potentials of the involved species are the same in certain low-pressure,
low-temperature conditions as they are in the real high-pressure, high-temperature
conditions. However, real catalytic processes are never in thermodynamic equi-
librium and the role of kinetics must be taken into account.�e kinetics strongly
depend on temperature, and the enormous di�erence in kinetic limitations between
high and low temperature are the cause of the pressure gap.�ese kinetic limitations
could be either on the catalyst surface (e.g. due to barriers for di�usion, adsorp-
tion/desorption or reaction steps) or in the gas phase (where not only di�usion but
also �uid dynamics needs to be considered).
It is important to realise that it is not enough to operate at high pressure and

high temperature to fully overcome the pressure gap.�is only gives representative
kinetics on the catalyst surface, given a certain chemical potential for the relevant
gas species. But the composition of the gas phase, and thus the chemical potential,
is not necessarily representative. To reach true catalytic conditions, the activity of
the catalyst needs to be representative as well, not only when expressed in converted
molecules per site per second, but also when expressed in terms of the (local) partial
pressures of the products and reactants.�is means that the reactor volume and the
residence time of the gas in the reactor need to be matched to the catalyst activity
and surface area, and for a surface-science experiment this typically means that
the reactor volume needs to be minimised. Only then, the true interplay between
catalyst structure and reactivity can be studied.�is interplay goes both ways: the
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reactants and the products a�ect the catalyst structure, but the catalyst structure
in�uences the activity and thus the presence of reactants and products[5].

�e materials gap is due to the di�erence in complexity of catalysts between
industrial catalysis and traditional surface science. Real, commercial catalysts
are typically multi-scale materials, e.g. metal nanoparticles, dispersed on a three-
dimensional, porous oxide support, pressed into centimetre-sized pellets.�e �at
metal surfaces used in surface science are easier to understand, but lack many of
the features of a real catalyst. For example, nanoparticles have a much larger variety
of adsorption sites than extended �at single-crystal surfaces[6] and they can have
a di�erent electronic structure from the bulk material[7]. Additional e�ects arise
from the interaction between the metal particle and the support, e.g. via spillover
e�ects[8] or further changes in the electronic structure[9].

New instrumentation to bridge the gaps

New instrumentation is needed to bridge the pressure gap and thematerials gap and
combine the best of both approaches.�e ambition is to combine the atomic-scale
sensitivity from surface science with the applicability and relevance of traditional
catalysis research. In other words, to obtain information on the fundamental atomic-
scale mechanisms that are actually at play in a real catalyst under real conditions.
�e �rst part of this thesis is dedicated to the development of new instrumentation
for this purpose.
Several in-situ techniques are already available, some of which have been de-

veloped very recently.�ese include Scanning Tunneling Microscopy (STM)[10,
11], Transmission Electron Microscopy (TEM)[12, 13], several hard X-ray scattering
techniques[14, 15], several variants of X-ray absorption spectroscopy[16], X-ray Pho-
toelectron Spectroscopy (XPS)[17], and infrared spectroscopy[18]. Preferably, these
techniques should be used simultaneously with traditional chemical techniques
such as mass spectrometry and calorimetry. In addition to these experimental
techniques, theoretical approaches such as the combination of Density Functional
�eory (DFT)[19] with KineticMonte-Carlo[20] and �uid dynamics simulations[21]
can be also considered to bridge the pressure gap.

�is thesis takes a multi-technique approach to in-situ catalysis research. We
have applied new and existing in-situ measurement techniques to study the fun-
damentals of several catalytic reactions.�e latest technique is Atomic Force Mi-
croscopy (AFM), for whichwe have built a novel instrument with unique capabilities.
�e other in-situ techniques that we have applied are TEM and three X-ray scatter-
ing techniques: X-Ray Di�raction (XRD), Surface X-ray Di�raction (SXRD) and
Grazing Incidence Small Angle X-ray Scattering (GISAXS).

�e �rst part of this thesis describes the development of new instrumentation
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for in-situ catalysis in all its aspects: mechanical hardware, electronic hardware, and
so�ware. A major part of this is devoted to the ReactorAFM that we have developed
as part of this thesis work. �e ReactorAFM is the world’s �rst high-pressure,
high-temperature Non-Contact AFM.
Chapter 2 describes in detail the design and performance of this instrument. In

short, the ReactorAFM can image model catalysts, not only �at surfaces but also
supported nanoparticles, at temperatures up to 600K and pressures up to 6 bar,
with a resolution in the order of a nanometre.�e instrument consists of a 0.5ml
high-pressure �ow reactor joined with an AFM scanner based on a quartz tuning
fork.�e reactor/scanner is located in an ultrahigh vacuum system to be able to use
standard surface-science techniques to prepare and characterise the sample.�e
true value of the ReactorAFM is demonstrated in chapter 7, where it provides an
essential element in a combined study with three other in-situ techniques, showing
that it can bridge both the pressure gap and the materials gap while providing
information on the atomic scale.
In the context of instrumentation development for complex experiments, new

hardware cannot be seen separately from specialised so�ware, in order to deal with
the increasing complexity of the generated data. Chapter 3 introduces Spacetime,
a user-friendly data browser for in-situ experiments. During in-situ microscopy
studies, a variety of signals is recorded in addition to the images, for example the
sample temperature, the gas �ow settings and the output of a mass spectrometer.
�ese signals are typically recorded independently from the microscopy data, o�en
on separate computers, by a variety of so�ware packages, ranging from home-built
LabVIEW programs to professionally designed, commercial applications. Spacetime

can provide an integrated overview of the heterogeneous datasets obtained during
in-situ experiments, and has now become an essential tool in our laboratory.
A second so�ware package is described in chapter 4.�anks to recent develop-

ments in the �eld of SXRD, the data acquisition rate has increased tremendously. We
have developed BINoculars as a tool for the reduction and analysis of large datasets
obtained by a two-dimensional X-ray detector. When operating at a modern di�rac-
tion beamline and with access to a computing cluster, it allows the acquisition and
processing of large-area, high-resolution reciprocal space intensity maps on a time
scale of tens of minutes. It is already considered part of the basic toolkit by the sta�
of the ID03 beamline at the ESRF and it has received interest from several recurring
users.

Operando catalysis

�e second part of this thesis concerns studies on relevant catalytic model systems
with several in-situ or operando techniques.
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We start with two studies on the reduction of nitric oxide (NO) by hydrogen
(H2) using a platinum catalyst.�is system can be seen as a model reaction for the
reduction of NO that takes place in the three-way car catalyst. Since no literature
was available on high-pressure surface-science experiments on this reaction, we
started with a �at single crystal surface. In chapter 5, SXRD is used to study the
interaction of mixtures of H2 and NO with a Pt(110) surface at 1 bar and 100-400○C.
�is surface orientation of Pt easily reconstructs, and we have observed several new
reconstructions under high-pressure conditions. In addition, a�er prolonged expo-
sure to NO/H2 mixtures, the �at surface started faceting into vicinal orientations
close to the (320) orientation. As many catalytic reactions take place predominantly
on step sites, it is extremely relevant to understand when and how a catalyst might
be actively forming steps. In this case, we suggest that the mechanism for the step
formation is related to the surface stress of the Pt(110) surface, which is dramati-
cally altered by the high coverage of adsorbed NO molecules due to their repulsive
interaction.�is demonstrates that high-pressure restructuring mechanisms can
not exclusively be interpreted or predicted on the basis of adsorption energies at
di�erent sites, but also the surface stress needs to be considered. �is is a true
pressure gap e�ect: the high NO coverage, combined with su�cient mobility of the
metal atoms on the surface to reorder on this scale, can only be obtained under
high-temperature, high-pressure conditions.
Having seen this mechanism on �at surfaces, it is natural to wonder what this

means for a more realistic catalyst, i.e. a system of metal nanoparticles.�is is the
topic of chapter 6, where we used TEM in combination with nanoreactors, specially
designed for in-situ catalysis studies[13]. In general, the shape of a nanoparticle
is dictated by the relative free energies of all interfaces between the particle and
the gas environment. We observed that initially faceted particles became more
rounded under the in�uence of NO, i.e. the �at, low-index facets broke up into
vicinal surfaces.�anks to themeasurements on the �at (110) surface in the previous
chapter, we can now understand that this is the logical nanoparticle analogue of the
same mechanism: adsorbate-induced stress is held responsible for the change in
surface free energies.
For the last chapter, we took on the archetypical model system of CO oxidation

on palladium, but brought it to the next level by bridging thematerials gap.�is
study builds on the vast amount of surface-science knowledge, both at low- and
at high-pressure, that is already available for CO oxidation catalysed by palladium
surfaces. In addition, CO oxidation at high pressures is a great example to show
the de�ning di�erence between high-pressure surface science and in-situ catalysis.
�e reason for this is the existence of a di�usion-limited high-reactivity regime,
which is accompanied by large gradients in the CO partial pressure.�is shows that
aspects such as reactor design cannot be neglected. High-pressure surface science
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can be used to study surface structures, but the relevance for catalysis needs to be
established from a surface-sensitive, in-situ catalytic measurement.
Apart from taking a true in-situ approach to bridge the pressure gap, chapter

7 also bridges the materials gap, by moving beyond �at surfaces to a supported
nanoparticle model system. Using size-selected Pd particles on a Al2O3 substrate,
we observed reaction oscillations: at constant conditions (external heating power
and gas feed), the system periodically switches between a high-reactivity regime
and a low-reactivity regime. Here, our multi-technique approach really shows
its power: by combining XRD, GISAXS, AFM and TEM, all in-situ during high-
temperature, high-pressure reaction conditions, we have resolved a key ingredient
of the mechanism of the reaction oscillations by establishing the presence of a
1 nm thin oxide shell, which is only present during the high-reactivity part of the
oscillation period.

A multi-technique approach

�e multi-technique approach to in-situ catalysis, as advocated in this thesis, is
imperative.�ere is no single in-situ technique that can tackle all aspects of even
the simplest catalytic reactions.
By combining several in-situ techniques, we can gain detailed understanding

not only of archetypal model reactions like CO oxidation, but also of more complex
catalytic systems.
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Part I

Instruments and methods







Chapter 2

The ReactorAFM: Non-Contact
Atomic Force Microscope
operating under high-pressure
and high-temperature catalytic
conditions

An Atomic Force Microscope (AFM) has been integrated in a miniature high-
pressure �ow reactor for in-situ observations of heterogeneous catalytic reactions
under conditions similar to those of industrial processes.�e AFM can imagemodel
catalysts such as those consisting of metal nanoparticles on �at oxide supports in
a gas atmosphere up to 6 bar and at a temperature up to 600K, while the catalytic
activity can be measured using mass spectrometry. �e high-pressure reactor is
placed inside an Ultrahigh Vacuum (UHV) system to supplement it with standard
UHV sample preparation and characterization techniques. To demonstrate that this
instrument successfully bridges both the pressure gap and thematerials gap, images
have been recorded of supported palladium nanoparticles catalyzing the oxidation
of carbon monoxide under high-pressure, high-temperature conditions.
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2.1 Introduction

Fundamental research on heterogeneous catalysis has been one of the driving forces
behind the development of the �eld of surface science. However, the idealised world
of surface-science experiments in Ultrahigh Vacuum (UHV) is radically di�erent
from industrial catalytic processes.
While traditional surface chemistry research takes place on single crystal sur-

faces at pressures below 10−6mbar and temperatures ranging from a fewK to beyond
1000K, the chemical industry uses reactors at pressures that are easily 10 orders
of magnitude higher, and only elevated temperatures. In addition, a commercial
catalyst usually consists of a complex multi-scale material, e.g. metal nanoparticles
on some porous oxide support pressed into cm-sized pellets, whereas the typical
surface-science experiment is performed on single crystal samples that are extremely
�at and homogeneous (the only structure is on the atomic scale, i.e. the crystal
lattice).

�ese two di�erences between the conditions in traditional surface science
and industrial catalysis are known as the pressure gap and materials gap respec-
tively. It is now accepted that it is o�en incorrect to extrapolate observations across
those gaps.�is is due to kinetic barriers that cannot be overcome at low tempera-
tures[20], di�erences in coordination number between single crystal surfaces and
nanoparticles[6], and metal-support interactions[8, 9].
During the last decade new instruments have been developed that bridge the

pressure- and/or materials gap and allow surface-sensitive in-situ measurements
at the atomic or molecular scale.�ese instruments are based on either averaging
techniques or real-space microscopy.

�e averaging techniques are all photon based. Examples are vibrational sum
frequency generation laser spectroscopy[18] and near-ambient pressure X-ray photo-
electron spectroscopy[17], giving information on the vibrational states of adsorbed
molecules and the chemical state of atoms respectively. A third example is surface
X-ray di�raction (SXRD)[22] that provides information on surface structure.
Two approaches are starting to delivermicroscopic structural information under

catalytic conditions. One is the development of ultrathin reactors for transmission
electron microscopy[13, 23].�e other is formed by scanning probe microscopes
(SPMs). While electron-based techniques are challenging at high pressures because
of the short mean free path of electrons, scanning probes do not have this intrin-
sic limitation.�e potential of scanning tunneling microscopy (STM) for in-situ
catalysis studies was �rst explored in 1992[24]. Twenty years later our group was
the �rst to demonstrate atomic resolution under high-pressure, high-temperature
conditions using the ReactorSTM[11, 25].
Although the ReactorSTM bridges the pressure gap, it can only operate on con-

ductive samples, usually in the form of metal single crystals. To bridge thematerials
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gap, a di�erent scanning probe technique is needed: Atomic Force Microscopy
(AFM). STM uses an electrical current to probe the sample, whereas AFM uses the
interaction force between tip and sample and is independent of the conductivity
of the sample.�e typical, more realistic, model catalyst that can only be imaged
with AFM would consist of a �at oxide substrate, for example a single crystal of
α−Al2O3 or quartz, with metal particles on top with a diameter of 1-100 nm of some
catalytically active material, for example a pure metal or an alloy.

�is chapter introduces the ReactorAFM. It is based on the proven design of
the ReactorSTM, but its capability to image supported nanoparticles adds unique
value for in-situ catalysis research. Some other variable pressure AFMs have been
reported in literature. �e easiest approach is to operate a standard AFM in an
environmental chamber[26, 27], but this severely limits the operating temperature
range and choice of gases (e.g. no corrosive gases). A more advanced approach
uses a high-pressure �ow cell that is separated from the piezo of the AFM scanner
by a �exible membrane, to operate up to 423K and 6 bar in liquids[28], or up to
350K and 100 atm in supercritical CO2[29]. �ese two instruments are limited
to static AFM (i.e. contact mode) and constant temperature (long equilibration
times), but could in principle be applied to catalytic systems.�e ReactorAFM uses
a similar concept with a high-pressure cell that is separated from the scanner, but
has superior characteristics for catalysis research.

2.2 Design specifications

�e purpose of the ReactorAFM is to image heterogeneous catalytic processes, with
gaseous reactants and model catalysts consisting of nanoparticles on a �at substrate
under conditions relevant for industrial applications. �e design speci�cations
described here are a delicate balance between high-resolution imaging, realistic
operating conditions and technical feasibility.

�e catalytic reactions in the ReactorAFM must take place under conditions
similar to those used in industry, which can be characterised by temperatures
ranging from 400 to 1000K and pressures from 1 to 100 bar. We limit ourselves
to the low side of this pressure regime, and to a maximum sample temperature of
600K, to allow the use of elastomers to seal o� the high-pressure cell. In this way, a
very compact design can be made for the reactor and scanner, which has distinct
advantages related to mechanical stability, thermal management and gas handling,
as will be discussed in section 2.3.
Under any of these operating conditions, the AFM scanner must be able to

resolve nanoparticles supported on �at surfaces with su�cient detail: the minimal
requirements are a lateral resolution of 1 nm and a vertical resolution of 0.1 nm, with
a range of at least 1 µm in each direction. Ideally, atomic resolution on �at surfaces
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should be achieved, corresponding to one order of magnitude improvement in
lateral and vertical resolution.

�e AFM scanner should be su�ciently stable to allow uninterrupted imaging
of a single feature on the surface for at least 1 hour during high-temperature, high-
pressure conditions.�is places constraints on the thermal dri� of the scanner and
the thermal dri� of the force sensor. In particular, the dri� in the lateral directions
must be less than 50 nm/min and the vertical dri� per hour must be less than
the vertical piezo range of 1 µm. A�er a temperature change of more than 25K
a thermalisation period of at most 30 minutes is acceptable to stabilise the force
sensor.
To interpret atomic-scale microscopy images of catalytic processes, it is essential

that the starting situation is known in great detail, i.e. the structure and composition
of the freshly prepared sample needs to be controlled down to the atomic scale.�is
requires standard surface-science techniques that operate in UHV. In addition, the
gases and catalyst materials must have the highest available purity (impurity level
typically 1-100 parts per million), and the sample cannot be transferred through
air once it has been prepared in UHV.�us, the high-pressure reactor and scanner
must be embedded in a UHV system equipped with sample preparation and analysis
tools. For some samples exposure to air might not be a problem, so it should be
possible to transfer the sample out of the UHV system to use external preparation
or characterisation techniques.
Highly relevant for catalysis is the correlation of the surface structure of the

catalyst with the activity and selectivity of the process, i.e. the rate of formation of
the reaction product(s). To do this with high sensitivity and time resolution, the
reactor needs to be operated in a �ow con�guration and the gas stream leaving the
reactor has to be analysed continuously. �e gas manifold that feeds the reactor
needs to allow independent control over �ow and pressure, to be able to mix several
gases over a wide range of mixing ratios. To allow time-resolved experiments, any
change in parameters must be performed with a transition time shorter than 5
seconds.
For accurate reactivity measurements it is important to avoid spurious catalytic

activity on components of the reactor, so all components that are exposed to the
high-pressure gases must be inert under the conditions to which they are subjected
during normal operation.�is means for example that stainless steel is an acceptable
material for the capillaries of the gas handling system, which is at room temperature,
but not for a reactor wall that will become hot during operation.

In summary, the requirements are:
• Imaging: Height-resolution of 0.1 nm on �at surfaces and supported nanopar-
ticles, lateral resolution of 1 nm, under high-pressure, high-temperature con-
ditions, e.g., at 1 bar and 450K. Acquisition time of 1 minute per frame.
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• High-temperature operation: Sample temperature from room temperature up
to 600K.�ermal dri� below 1 µm/h (piezo range) in z and below 50 nm/min
in x and y, a�er an initial thermalization period of 30min.

• High-pressure gas conditions: reactor pressure beyond 1 bar. Arbitrary gas
mixtures up to 1:100 ratio. Time constants in gas system (refresh rate of
reactor, delay between gas system and reactor, delay between reactor and gas
analyser) below 5 s.

2.3 Design

Many of the design speci�cations are met by the ReactorSTM, an instrument that
has been developed in our group and has recently been described in this journal[11].
Most of the supporting infrastructure (UHV system, gas handling, vibration isola-
tion) and the general design of the scanner/reactor (coarse approach, UHV/reactor
sealing, sample holder) could be directly used for the AFM, and will not be de-
scribed in detail here.�e AFM scanner however is substantially di�erent from the
STM version.

�e AFM scanner is based on the piezoelectric readout of a quartz tuning fork
(QTF).�e miniature design of the reactor of the ReactorSTM (volume 0.5ml)
does not o�er optical access to the tip, ruling out the laser de�ection techniques
that are common in many AFMs. Quartz is chemically inert, and exceptionally high
resolution has been reported using QTF-based AFMs[30, 31], making it the ideal
choice for the ReactorAFM.

2.3.1 UHV system

�e UHV system is identical to that of the ReactorSTM, and is equipped with several
standard techniques for sample preparation (annealing using electron bombardment
or radiation heating to over 1000K, low pressure exposure to oxygen, hydrogen or
other gases, ion bombardment, metal deposition) and characterization (low-energy
electron di�raction, Auger electron spectroscopy, and in a later stage also X-ray
photoelectron spectroscopy).�e system is divided into several compartments, one
chamber containing the high-pressure AFM scanner, another chamber for sample
preparation, a third chamber for analysis, and a load lock to transfer samples in and
out of the system.�is con�guration separates the tasks and makes it possible to
use corrosive gases for sample preparation, as the sensitive components in the other
chambers are not exposed to those gases. A base pressure in the low 10−10mbar range
is routinely achieved a�er bake-out, using a corrosion resistant turbo-molecular
pump and several ion pumps combined with titanium sublimation pumps.
Samples can be transferred throughout the setup and into the ReactorAFM with-

out exposure to air.�e sample holders are equipped with 5 electrical connections,
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two for a heating �lament, two for a K-type thermocouple connection and one to
set the sample bias and/or measure (tunnelling) currents.�e sample is electrically
isolated from the body of the sample holder.�e thermocouple is kept outside the
high-pressure environment and if possible it is laser spot-welded directly to the
side of the sample. For non-metallic samples this is usually not possible, so the
thermocouple is welded to a molybdenum backplate that supports the sample. For
a weakly heat-conducting oxide substrate this is estimated to limit the accuracy of
the temperature measurement to a few tens of K.

�e reactor with scanner is isolated from building vibrations by a spring sus-
pension system with eddy current damping.�e UHV setup is supported by four
laminar-�ow air legs and rests on a separate foundation.

2.3.2 Gas system

A computer-controlled gas system mixes up to 5 di�erent gases at ratios ranging
from 1:1 up to 1:100, and the mixtures can be made to �ow through the reactor
(typical �ow 5mln/min, up to 6 bar). It is equipped with a carbonyl trap consisting
of a copper capillary �lled with copper braids that is heated to 250○C. A separate
UHV system equipped with a quadrupole mass spectrometer (QMS) and pumped
by a turbo molecular pump is used to continuously sample the reaction products.
�e entire gas system is electrically isolated from the main UHV system by the use
of PEEK capillaries to reduce interference from the computer and the gas controllers.
�e system is optimised for minimal unrefreshed volume and in combination with
the small reactor volume this results in a response time of several seconds, e.g. when
changing the composition of the gas mixture. To achieve high purity gas �ows, the
manifold is bakeable to 70○C.

2.3.3 High pressure reactor with AFM scanner

Figure 2.1 shows the design of the AFM scanner in the high-pressure reactor cell.�e
model catalyst sample (typically 10 × 10mm2, thickness 250 µm to 1mm) forms the
topside of the reactor, and the AFM tip approaches it from below. A Kalrez O-ring
forms a leak-tight seal between the sample and the top of the scanner and closes the
reactor volume.�e sample is heated from the rear by a �lament. Kalrez is speci�ed
for continuous use up to 600K, and since the O-ring is in direct contact with the
sample, this determines the maximum operating temperature of the scanner.

�e scanner, O-ring and sample are pressed together by in�ating a bellows with
pressurised air.�ree spacers limit the compression of the O-ring and de�ne the
mechanical loop of the scanner, resulting in a very sti� and compact design.
A lead zirconate titanate (PZT) piezo tube[33] is used for both the coarse ap-

proach and the three-dimensional scanning motion, the latter having a lateral range
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Figure 2.1. �e AFM version of the scanner/reactor. �e Quartz Tuning Fork (QTF) is
mounted on amagnetic rod that can slide up and down inside the piezo tube.�e sliding rod
rests on two tracks and is held in place by a magnet.�e small high-pressure reaction cell is
de�ned by the sample surface, two polymer O-rings, the reactor body with gas channels,
and the holder for the sliding rod and tracks.�e piezo tube and the sample heating �lament
are outside the reactor volume and remain in UHV.

1mm

Figure 2.2.�ree views of the sliding rod with the QTF.�e rod consists of two halves, each
in contact with one of the two tracks.�e slider has a special shape with a groove and a �at
side to have a well-de�ned contact area with the two rods.�e QTF is glued in a QPlus[32]
con�guration on a ceramic piece that de�nes a 2.5○ tilt to ensure the upper prong is the
highest point of the assembly.�e two electrodes of the QTF are each connected by thin
gold wires to one of the halves of the sliding rod (not shown).�e two tracks traverse the
reactor wall and are connected by coaxial cables to the preampli�er outside the vacuum
system.
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of approximately 2 µm and vertical range of 1 µm.�e piezo tube is located outside
the high-pressure cell to avoid convective heating via the gas phase, which would
result in chaotic thermal dri� when operating at high temperatures.

�e QTF with the AFM tip is mounted on a rod that is magnetically clamped
inside the piezo tube.�e rod can slide up and down during coarse approach using
a stick-slip motion.�e rod consists of two halves, and is held against two tracks by
a Sm2Co17 magnet located next to the piezo tube. Both the slider and the tracks are
made of machine steel and are gold-coated. With this coating, the static friction
between the slider and tracks is su�cient to ensure that the slider does not move
during normal scanning motion, but low enough to allow the stick-slip motion
during coarse approach.

�e tracks supporting the slider are mounted on a capped cylinder made of
polyetherimide (PEI), which is located in the piezo tube. An additional cylinder
made of aluminium between the PEI component and the piezo tube provides elec-
trical shielding from the high piezo voltages.�e PEI cylinder also forms part of
the reactor wall, so the piezotube is not exposed to the high-pressure gases to avoid
chemical and thermal stability issues.

�e two tracks are also used as feedthroughs for the two electrical signals of
the QTF through the PEI reactor wall. Each track is in contact with one of the
two halves of the slider.�e tracks traverse the (insulating) PEI component and
are connected by coaxial cables to �oating-shield BNC feedthroughs on the UHV
�ange of the scanner.

2.3.4 Tuning fork and tip

�e quartz tuning fork is a commercial miniature crystal with a resonance frequency
of 32.768 kHz, type number CM8V-T1A from Micro Crystal AG, that has been
shortened by wafer cutting such that the prong length is reduced from 1.6mm
to 1.15mm without altering its electrode topology. A�er modi�cation, the overall
dimensions of the tuning fork are 1.9×0.5×0.12mm3 and the fundamental resonance
frequency is about 96 kHz.

�e tuning fork is mounted using Stycast 2850 epoxy (with catalyst 24 LV) on
the slider in the QPlus con�guration[32], i.e. the lower prong is completely �xed in
glue and the upper prong acts as a single piezoelectric cantilever. A�er gluing, the
Q-factor of the �rst resonance at ambient conditions is 3⋅103. A ceramic (Macor[35])
spacer is used to tilt the tuning fork to an angle of 2.5○ to ensure that the apex of
the upper prong is the �rst part to come in contact with the sample surface.�e
resulting assembly is shown schematically in �gure 2.2, and in �gure 2.3.
On the apex of the upper prong of the tuning fork a micrometre-sized tip

is grown using Electron-Beam Induced Deposition (EBID) of platinum using a
Scanning Electron Microscope (SEM).�is is done at room temperature in a FEI

18



500 μm 2 μm

Figure 2.3. Scanning Electron Microscopy images with false colours for enhanced contrast
of the QTF glued on a ceramic spacer which is glued to the slider, with a close-up of the apex
of the upper prong.�e tip is grown using electron-beam-induced deposition of platinum
from a MeCpPtMe3 precursor[34].

Nova NanoSEM 200 with MeCpPtMe3 as precursor[34], resulting in a structure
consisting of 16 atom% platinum, the remainder being amorphous carbon[36].
Typical growth parameters are 15 keV electron energy, beam current of 1.4 nA, beam
focused to a single spot of 5 nm, pressure 3 ⋅ 10−5 mbar, for 2-5minutes.�is results
in a tip with a length of 2-5 µm and a diameter of 0.1 µm.�e radius of curvature of
the tip apex is 30 nm.�e tip is positioned on one of the electrodes of the tuning
fork, but the conductivity is too low to measure tunneling currents. �e tip is
mechanically sti� enough for AFM measurements, but it can easily be wiped o�
with a tissue and replaced with a new one if needed.

�e electrical connections from the tuning fork electrodes to the slider are
made by ball bonding using 25 µm diameter gold wires.�e electrical path contin-
ues via the tracks that support the slider, followed by coaxial cables to the UHV
feedthroughs.

2.3.5 Electronics

�eAFMoperates in amode known asNon-Contact (NC) or Frequency-Modulation
(FM), a technique that has been demonstrated to even give sub-atomic resolution
and quantitative force measurements for su�ciently sharp tips[37]. In this mode, a
cantilever is oscillated at resonance (frequency typically tens to hundreds of kHz)
with an amplitude in the range of 10 pm to 100 nm. When the tip is near the sur-
face, the tip-sample interaction force gradient will in�uence the e�ective spring
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coe�cient of the mechanical oscillator and this results in a shi� of the resonance
frequency. In the case of dissipative forces, there is also a decrease of the amplitude
and an additional phase shi�.�e resonance frequency is measured using a phase-
locked loop.�e output signal of the phase-locked loop is used as the input for the
height feedback loop of the AFM scanner in order to trace the surface at constant
frequency shi�. A separate feedback system adjusts the drive amplitude to keep
the oscillation amplitude constant, thereby ensuring that the surface of constant
frequency shi� corresponds to a surface of constant force gradient.�e drive signal
of this amplitude feedback loop is recorded in a separate channel and can be used
to derive the dissipative force.

�e tuning fork motion is controlled via an excitation/detection circuit located
directly outside the UHV system. It is based on a circuit introduced by Grober
et al.[38], which compensates for the stray capacitance of the tuning fork, and
measures the (oscillating) current through the tuning fork with an I-V convertor
when it is driven at resonance by an external oscillator voltage source. �e I-V
converter is based on the OPA657 operation ampli�er from Texas Instruments and
has a gain of 1 V/nA and a bandwidth of 100 kHz.
A Zurich Instruments HF2LI lockin ampli�er with phase-locked loop detects

the shi� in resonance frequency of the QTF and supplies the oscillating drive voltage
at resonance. �e height feedback and scanning is performed using high speed
SPM electronics from Leiden Probe Microscopy[39].

2.4 Performance

2.4.1 Imaging

Due to limitations of the SPM control electronics it was not possible to systemati-
cally characterise the performance of the ReactorAFM using force-distance curves.
Instead, monoatomic terraces and steps on the (111) surface of a silver crystal have
been imaged, in UHV and in �ows of ethylene (�gure 2.4).�ese images show a
lateral resolution of 5 nm and a vertical resolution of 0.05 nm, as determined from
the line pro�les.�e lateral resolution is presumably limited by the sharpness of the
EBID tip.
A catalyticallymore relevant demonstration is the imaging of palladiumnanopar-

ticles on a single crystal of α−Al2O3. Figures 2.5 and 2.6 show these particles at
425 and 475K in two mixtures of carbon monoxide, oxygen and argon at 1 bar.
�is sample has been produced ex-situ by a spark-discharge method[40]. Ex-situ
sample preparation gives additional �exibility, for example this spark-discharge
method produces particles with a well-de�ned size, but it adds the risk of introduc-
ing contaminations during sample transfer. Even though the lateral dimensions
of the images of the particles are in�uenced by the shape of the tip — a common
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Figure 2.4.Mono-atomic steps on a Ag(111) single crystal at room temperature. No post
processing has been performed except for line-by-line background subtraction. Le� panels,
in UHV, image size 1.6 × 1.6 µm2, frequency shi� +18Hz, 1.0 nm oscillation amplitude,
acquisition time 524 s. Right panels, in a �ow of 2mln/min of 120mbar ethylene gas with
sulfur impurities, image size 800 × 800 nm2, frequency shi� +21Hz, oscillation amplitude
1.0 nm, acquisition time 262 s. Under these conditions, the surface shows roughening of
the steps, and structures with sub-ångstrom height on the terraces. To estimate the lateral
resolution, the broadening of atomic steps has been measured and was typically 5 nm, the
grey lines in the height pro�le mark this width (the lateral resolution in the le� panels was
limited by the scan speed).
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Figure 2.5. Palladium nanoparticles on α−Al2O3, image size 700 × 700 nm2, frequency
shi� setpoint +5Hz, oscillation amplitude 5 nm, acquisition time 131 s per frame. No post
processing has been performed except for planar background subtraction. Le� panels,
425K, 1 bar 1:1:20 Ar:CO:O2 mixture, total �ow 5.5mln/min. Right panels, 475K, 1 bar
10:1:30 Ar:CO:O2 mixture, total �ow 4.1mln/min.

Figure 2.6. A three-dimensional view of the images in �gure 2.5.
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problem with AFM[41] — these images directly give unique information on the
particle morphology and size distribution under catalytic conditions.

2.4.2 Influence of environment on QTF

Quartz resonators can be employed to measure temperature and several �uid prop-
erties (density, viscosity and derived quantities)[42, 43].�ese sensor applications
use the resonance frequency or the damping of the oscillator to detect changes
in the environment. Unfortunately, the same parameters are used to perform the
height feedback in a NC-AFM con�guration. Since the “parasitic” in�uences of
the environment can be dominant over the e�ects “of interest” of the tip-sample
interaction, a brief discussion is in place on the in�uence of the gas environment
and the temperature.

�e density and viscosity of the surrounding �uid in�uence the damping of the
QTF, but this is easily compensated for by the amplitude feedback, and at high Q
it only results in a small change in resonance frequency. More problematic is that
the �uid adds to the e�ective mass of the resonator[43], thereby further a�ecting
the resonance frequency. For the ReactorAFM, �lling the reactor with 1000mbar
argon starting from low vacuum (< 10mbar) leads to a frequency shi� of -50Hz
and a drop in Q-factor from 1 ⋅ 104 to 3 ⋅ 103.
When using mixtures of gases such as oxygen, carbon monoxide, nitric oxide,

carbon dioxide, nitrogen and argon, only limited total pressure variations can be
tolerated because of these gas e�ects on resonance frequency and damping, but
partial pressures can be changed freely since the �uid properties of these gases are
su�ciently similar. However, when using mixtures of light gases such as hydrogen
or helium together with a heavy gas, care needs to be taken not to change the total
density and viscosity toomuchwhile scanning.�is can be achieved by adjusting the
total pressure or by compensation of the mixture by adding an appropriate amount
of a heavy inert gas such as argon or xenon. In addition, the resonance frequency
of the QTF is sensitive to temperature.�is derives from the anisotropic thermal
expansion of the crystal lattice. Since our particular QTF is designed as a reference
oscillator and not as a temperature sensor, the orientation of the lattice is optimised
for frequency stability at its standard operating temperature, 25○C. However, in the
ReactorAFM the sample can be heated to 600K, and even though the QTF will not
reach this temperature, it will have an e�ect on the resonance frequency. In this
case, the resonance frequency typically shi�s by 150Hz when heating from RT to
423K in 120mbar argon in the �rst 45 minutes, during which scanning should be
avoided, followed by a continuous dri�ing of 30Hz per hour, which is attributed to
the long-term thermalization of the scanner. While scanning, it is convenient to
operate the sample heater at constant power (i.e. without temperature feedback) to
keep the dri� (both spatial and resonance frequency) monotonous.
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A further complication can be introduced by combined e�ects of the �uid prop-
erties with temperature: changing the gas mixture changes the thermal conductivity
of the gas in the reactor and this results in a change of temperature of the QTF.
Additionally, the viscosity of a �uid is strongly dependent on temperature, and this
in turn in�uences the damping. �ese e�ects however are minimised using the
precautions mentioned here.

2.5 Conclusion and outlook

�e ReactorAFM combines a UHV system with a high-pressure reactor and allows
in-situ investigations of model catalysts.�e scanner uses a miniature quartz tuning
fork with a micrometre-sized tip, operates in non-contact mode and �ts in the
0.5ml reactor. Nanometre resolution is demonstrated under high-temperature, high-
pressure conditions on a sample of supported metal nanoparticles.�is instrument
establishes an essential step to bridge the pressure gap andmaterials gap.

�e sharpness of the EBID tip is currently the limiting factor for the lateral
resolution of the instrument. Tests with amicromanipulator are in progress to attach
various prefabricated tips to theQTF, e.g. an etchedmetal wire (as commonly used in
STM and NC-AFM) or a tip from a standard AFM silicon cantilever. Another devel-
opment in progress is the modi�cation of the ReactorAFM to enable NC-AFM with
simultaneous tunneling current measurements (STM), by adding a separate electric
path to the tip. In addition, preliminary experiments have been performed with a
version that �ts onto the high-pressure �ow reactor for surface X-ray di�raction
(SXRD) and grazing incidence small angle X-ray scattering (GISAXS) developed
by Van Rijn et al.[22].�is instrument will allow higher operating temperatures
and it opens the way towards the direct correlation of real-space observations with
reciprocal-space measurements.
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Chapter 3

Spacetime: analysis software for
microscopy data of dynamical
processes

With the continuing advancement of imaging techniques along the whole spectrum
of photon-, electron-, ion- and scanning probe microscopes, it has become increas-
ingly common to apply such techniques for real-time, in-situ studies of dynamical
systems. When analysing data from such experiments it is essential to correlate
the images to parameters that have been changing during the experiment, either
spontaneously or intentionally. Spacetime is open source so�ware to aid in this
analysis by providing a single, uni�ed view on heterogeneous datasets from in-situ

microscopy studies.
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3.1 Introduction

Some 400 years a�er the invention of the �rst microscope[44], the �eld of mi-
croscopy is still expanding and evolving. A recent development is the application of
(sub)nanometre-resolution electron- and scanning probe microscopes for in-situ
investigations of dynamical systems, that used to be limited to static ex-situ mi-
croscopy investigations or macroscopic measurements on large ensembles.�ese
microscopy studies usually involve one or more global parameters that are varied
or measured while the microscope is used to image a very small, local region of the
specimen, in order to unravel structure-function relationships.
Examples are catalytic studies using a scanning tunneling microscope (STM)

and atomic force microscopy (AFM) inside a �ow reactor[11, 45, 46], or using
micromachined nanoreactors in transmission electron microscopy (TEM)[23] or
scanningX-raymicroscopy[47]. In the �eld ofmaterials science, in-situTEM studies
have been published on the hydrogenation of palladium[48] and electromigration
in platinum electrodes[49]. In addition there are electrochemistry studies involving
STM during deposition[50, 51].

�e power of these studies lies in the correlation of the spatial microscopy data
with the external parameters that either in�uence the system or are in�uenced
by it. In a typical laboratory environment these external parameters are recorded
from a variety of sources by specialised hardware or so�ware. With the increas-
ing complexity of such experiments, it becomes a non-trivial task to present this
heterogeneous dataset, consisting of several di�erent data types and �le formats,
together for analysis. For this purpose, dedicated so�ware has been developed
called Spacetime.

3.2 Features

Spacetime aims to give a uni�ed view on the spatial microscopy data together
with any time-dependent parameter related to the dynamics of the system under
investigation. It supports highly heterogeneous datasets, both in character (e.g.
spatial data acquired in a single shot, spatial data acquired by a scanning technique,
or purely time-dependent data) and in data format (ranging from standard image
formats and plain text �les to several vendor-speci�c formats or extensions).�e
emphasis is on browsing through datasets and searching for correlations to identify
which subsets need to be analyzed using conventional image- or data analysis
so�ware. If desired, Spacetime exports the originally heterogeneous dataset into a
simple homogeneous format for analysis with other tools.

Spacetime has a modular design and uses a separate module for each supported
data format.�e user typically selects two or more modules, and con�gures each of
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Figure 3.1. An in-situ Transmission Electron Microscopy (TEM) experiment with screen-
shots from Spacetime.�e le� part of the window shows the experimental data, the right
panel allows detailed control over the display. Pt nanoparticles have been heated in a 1 bar
H2 atmosphere in a TEM nanoreactor[23].�e lower panel shows a trace of the sample
temperature as a function of time and the vertical line indicates the point in time at which
the image was acquired.�e grey band in these panels indicates the time window during
which the image was measured.
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them by selecting the data �les and possibly de�ning other settings. Each module
has a speci�c way of presenting its data. Time-dependent quantities can be plotted
in graphs, showing the values versus time, while microscopy images are displayed
together with a marker indicating the acquisition time and duration.�e modules
share a single time axis, which can be presented as an absolute date and time, or in
the form of the time relative to a user-de�ned time origin. If needed, the timing of
individual modules can be adjusted to correct for improperly synchronised clocks
or propagation delays of a physical observable.�e precision of the time axis is as
good as 10 µs, even though many data formats have a time resolution of only 1 s.
Combined data can be exported to various raster and vector image formats,

and can be animated and saved as a movie. For presentation purposes Spacetime

features a split-screen presentation mode, where the projector shows the selected
combination of experimental data while the control interface remains on the com-
puter/laptop screen.

3.3 Implementation

Spacetime has been written in Python, a general-purpose programming language
that is becoming increasingly popular in the scienti�c community[52]. Spacetime

uses various open-source libraries, including NumPy[53] (numerical computation),
Matplotlib[54] (plotting) and the Enthought TraitsUI toolkit[55] (graphical user
interface or GUI).�is makes Spacetime fully platform-independent so that it runs
on e.g. Windows, Linux and Mac OS X.

�e code is modular and easily extensible. �e description of the GUI, the
plotting logic and the data handling code is fully separated for each of the supported
�le formats. �is means that when adding a new �le format, only the actual �le
handling code has to be written, the plotting code, and GUI can be reused from
other modules. Similarly, there can be multiple di�erent graph types for a single �le
format.
At the time of this writing, the following �le formats are supported: basic image

formats (including PNG, JPEG, TIFF and BMP), basic plain text formats (CSV and
tabulated), Leiden Probe Microscopy[56] Camera RAW �les for scanning probe mi-
croscopy, Gatan DigitalMicrograph 3[57] (DM3) images and stacks for transmission
electron microscopy, TVIPS[58] extensions for TIFF images for transmission elec-
tron microscopy, and various mass spectrometer formats from Pfei�er Vacuum[59],
Stanford Research Systems[60] and MKS Instruments[61].
Figures 3.1 and 3.2 show two screenshots taken from Spacetime demonstrating

its �exibility.
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Figure 3.2. Another screenshot from Spacetime: Pd nanoparticles on α-Al2O3 during an
in-situ catalysis experiment on the reaction CO+ 12O2 ÐÐ→ CO2, with a high-pressure high-
temperature non-contact atomic force microscope (AFM) (chapter 2).�e three panels
below the AFM image correspond to: gas �ow into reactor, mass spectrometry analysis of
reaction products, sample heating.�e grey band in these panels indicates the time window
during which the image was measured.
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3.4 Outlook

Spacetime is a �exible tool for exploring the heterogeneous datasets typically ac-
quired during microscopy studies of dynamical processes, but can be used with
any dataset combining two-dimensional images with time-dependent data. Future
plans include arbitrary transformations of the time-axis using mathematical expres-
sions or measurement data and expanding the number of supported �le formats.
Spacetime is available for download[62] as open source, free so�ware under the
terms of the GNU General Public License[63].
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Chapter 4

BINoculars: data reduction and
analysis software for
two-dimensional detectors in
surface X-ray diffraction

BINoculars is a tool for data reduction and analysis of large sets of surface di�raction
data that have been acquired with a 2D X-ray detector.�e intensity of each pixel of
a 2D-detector is projected onto a 3-dimensional grid in reciprocal lattice coordinates
using a binning algorithm.�is allows for fast acquisition and processing of high-
resolution datasets and results in a signi�cant reduction of the size of the dataset.
�e subsequent analysis then proceeds in reciprocal space. It has evolved from
the speci�c needs of the ID03 beamline at the ESRF, but it has a modular design
and can be easily adjusted and extended to work with data from other beamlines
or from other measurement techniques. �is chapter covers the design and the
underlyingmethods employed in this so�ware package and explains howBINoculars

can be used to improve the work�ow of surface X-ray di�raction measurements
and analysis.

�e work presented in this chapter has been performed together with Willem Onderwaater.
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4.1 Introduction

Over the last decade there have been several developments that have radically
changed data acquisition in X-Ray Di�raction (XRD) experiments.�e primary
development is that nearly all point detectors have been replaced by 2D-detectors,
such as the MAXIPIX detector[64], that collect spatially resolved information from
a region in reciprocal space in a single shot. Secondly, by synchronising the data
acquisition with the actuation of the di�ractometer motors, it is now possible to
perform continuous scans during di�ractometer movements. Even though this has
been demonstrated already 50 years ago[65], it has only recently become routine
practice[66]. �irdly, the high photon �ux at 3rd generation synchrotrons[67]
allows integration times in the order of tens of milliseconds rather than seconds,
thus enabling time-dependent observations of dynamic processes rather than the
slow acquisition of static information.

�e result of these developments is that the data acquisition rate has increased
by six to seven orders of magnitude, from typically 1 point per second to millions of
points per second, so the amount of data collected during one experiment increased
dramatically. Today’s computer hardware can keep up with that increased demand,
but the development of so�ware to analyze these large datasets has been lagging
behind, which has kept most users from exploiting the full potential of modern
surface di�raction beamlines. BINoculars aims to �ll this gap by taking a novel
approach to data reduction in Surface X-Ray Di�raction (SXRD) experiments.
Currently, data reduction is typically performed by integrating a region of the

image from a 2D-detector, sometimes coupledwith another integration to determine
the background level, and then basically treating the data as if it would have come
from a point detector. Compared to a traditional point detector the advantages are
mostly qualitative: the large acceptance angle of the detector, in combination with
its good angular resolution, is very convenient during di�ractometer and sample
alignment, and makes it possible to visually identify peaks by their shape (i.e. one
can easily distinguish between a powder ring, a crystal truncation rod or a region
of di�use background). BINoculars improves on this by treating every pixel of a
2D-detector individually, rather than to reduce the 2D-detector to an expensive
point detector.

BINoculars takes a series of images from a 2D-detector, calculates for each pixel
the corresponding reciprocal lattice coordinates (h k l), and reduces the image
collection to a single dataset by averaging the intensities of pixels taken at identical
(h k l) positions (within a user-speci�ed resolution).�is transformation and aver-
aging is illustrated in �gure 4.1. To allow online analysis during data acquisition,
BINoculars can run on a high performance cluster to process large datasets. For
example, the result of a full hour of continuous scanning, adding up to a total of
approximately 1010 pixels, can be processed in a matter of minutes. In addition,

36



Figure 4.1. Agraphical overview of the process performed byBINoculars.�e data displayed
here are a rocking scan through (h, k, l) = (−2, 0, 1.85) the di�raction pattern from a Pt(110)
surface. Upper panel, raw data acquired by the 2D-detector with the corresponding angles
ω, δ, γ from a six-circle di�ractometer[68]. Middle panel, the di�ractometer angles are
mapped onto reciprocal space coordinates (h k l). Lower panel, the averaged intensity of
pixels on a regular grid of volumetric bins (voxels) is calculated. Part of the bins are removed
for clarity. Note that the data in reciprocal space in the lower panel are constructed from
a series of images over a larger range and with a denser sampling in ω than shown in the
other panels.
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BINoculars provides tools to further process the data, including visualisation, curve
�tting, and crystal truncation rod integration.�e latter can be seen as an imple-
mentation of the reciprocal-space integration method, recently described by Drnec
et al[69]. As a whole, BINoculars can be seen as a N-dimensional generalisation of
PyFAI[70] and xrayutilities[71], optimised for (but not limited to) surface X-ray
di�raction.

4.2 Implementation

BINoculars has been written in Python, an open source scripting language that is
very suitable for scienti�c so�ware, thanks to its powerful and clear syntax and the
extensive support for numerical calculations via the Numpy and Scipy libraries[52].

BINoculars has been designed to process large datasets, and its operation is
usually cpu-bound. An ordinary desktop computer can easily take many hours to
deal with a dataset obtained in one hour (e.g. 1010 pixels with 16 bit per pixel). To
allow online analysis during data acquisition at a beamline, BINoculars can use a
computing cluster to distribute the load over multiple computers.
To keep BINocularsmodular and �exible, the work�ow for processing data is

separated into four modules: the dispatcher is in charge of the whole process and
handles job parallelization and distribution, the input class gathers the experimental
data, and the projection class converts the raw data into the coordinates of choice.
Finally, the processed data is binned on a discrete grid and stored in a space class,
which provides generic tools for further analysis. �e speci�c behaviour of the
dispatcher, input and projectionmodules can be changed independently. For these
modules, the user can choose from several di�erent implementations, each having
a di�erent set of features.

�e input class collects the raw 2D-detector images and assigns metadata to
each individual pixel.�is metadata is used later on by the projection class to make
the conversion to the desired coordinate system (e.g. (h k l) for a typical SXRD
experiment). �e input class is speci�c to a certain experimental setup. As an
example, for the ID03 beamline at the ESRF[72], a separate class has been written
for each of the experimental hutches. In many ways the two experimental hutches
are identical, for example the same numbering scheme is used for the images taken
by the X-ray cameras, but one of the di�ractometers operates at constant detector-
sample distance while the other does not. �e input class takes care of all these
technicalities, and writing a new input is the most important task when adding
support for another experimental setup. In addition, thework done by the input class
is o�en the most computationally intensive step in the entire process of BINoculars.

�e next step is performed by the projection class, which converts the data
collected by an input class into the appropriate coordinate system for binning. For
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intensities from all images, binned on discrete (h k l) coordinates, stored on disk in HDF5 format
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Figure 4.2. Block diagram of the process performed by BINoculars for a typical dataset
from a di�raction experiment. �e dispatcher distributes the load over multiple nodes
from a computing cluster. �e input class gathers the experimental data and calculates
the di�ractometer angles for each pixel.�e projection class converts the angles to (h k l)
coordinates.�e intensities are binned on a discrete grid by the space class, and �nally the
intermediate results from each node are combined into a single space.
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an SXRD experiment, the input class will typically return a series of detector images
with corresponding di�ractometer angles for each pixel, and the projection class
will convert the angles into reciprocal space coordinates (h k l) for each image.
In some cases, there are several projections that are useful. For example, for the
ID03 beamline it is sometimes necessary to project onto the scattering angle 2θ
rather than (h k l) coordinates (although an alternative route would be to perform
a coordinate transformation a�erwards to convert the (h k l) space into a 2θ space).
Once the data has been gathered and projected on the desired coordinate system,

the binning operation is performed by a class called space. �is class represents
an n-dimensional regular grid: it is a discrete subset of a vector space, where each
dimension has a �xed step size. Many mathematical operations can be performed
with spaces, including addition, subtraction, slicing, projections, and coordinate
transformations. To bin an image, the (h k l) coordinates of each pixel of the image
are mapped onto the nearest discrete space grid location.�en the pixel intensities
are accumulated at every discrete grid location, using the histogram-operation
bincount from Numpy. In addition, the number of contributions per coordinate is
stored in order to calculate the mean intensity per bin rather than the integrated
intensity.�is binning operation is the essential data reduction step performed by
BINoculars, hence the name of the program.

�e dispatcher orchestrates the entire process: it asks input for the sequence of
images from the 2D-detector, delegates it to the appropriate projection and performs
the binning operation by feeding the projection result into a space. Two dispatcher
implementations are currently present: one for local processing using multiple
processor cores on a single computer, and one that distributes tasks over a high
performance cluster managed using OAR[73]. Support for other types of clusters
can easily be added. When running on a computing cluster, the dispatcher gathers
all intermediate spaces calculated by the individual nodes (for example using a
shared �lesystem) and they are added together to form the �nal resulting space.
Spaces are stored on disk using the HDF5 �le format[74].
A�er a space has been created, the size of the dataset has typically been reduced

by a factor 10 to 100, and further analysis can usually be performed on a standard
workstation. However, loading a high-resolution large-area 3D dataset can require
several GB of memory, and for some operations it is required to have several copies
in memory. If this is a problem, it is also possible to work with a subset of the data,
either by selecting a smaller region, or by reducing the resolution, or by reducing
the dimensionality.

BINoculars provides various tools for analysis, including mathematical oper-
ations, plotting and exporting. For ultimate �exibility it is possible to directly
manipulate a BINoculars space from a Python script, but in many cases the standard
tools are su�cient. In addition, a �tting and integration tool is available to calculate
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the structure factors of a crystal truncation rod to be directly inserted into the
�tting program ROD[75]. It takes as input a reciprocal mesh which it slices by a
user-speci�ed resolution and the resulting data are either �tted (typically with a
2D lorentzian) using a least-squares optimization, or simply integrated.�e error
is estimated from equation (4.2), as will be described in more detail in the next
section.

4.3 Binning and error handling

BINoculars calculates the average intensity of multiple contributions, originating
from di�erent pixels and/or detector positions, to a single reciprocal space bin.�is
operation is similar but not identical to averaging a series of repeated measurements
taken by a point detector at a �xed position.�is section discusses the implications
of the binning operation for the background intensity and the estimation of statistical
errors.
When using a point detector, the typical surface di�raction experiment is set

up such that there is a unique detector position for each set of reciprocal space
coordinates (h k l). In practice, this means reducing the degrees of freedom of
the di�ractometer to three, e.g. by working with a constant surface normal and a
�xed angle of incidence. When taking series of repeated observations at a certain
reciprocal-space location, the systematic error in eachmeasurement can be assumed
to be constant (a�er the usual correction for variations in the total beam intensity),
and the only variation is given by the shot noise of the incoming photons.
Using a 2D-detector, the spatial extent of the detector introduces two more

degrees of freedom, meaning there is no longer a unique detector position for a
given reciprocal space coordinate.�is is usually solved by selecting one pixel of
the detector to correspond with “the detector position”, and ignoring the fact that
the other pixels are at a slightly di�erent position. However, BINoculars does take
the spatial extent of the detector into account, and calculates the average intensity
at each location in reciprocal space, regardless of the detector position.

�is means that multiple measurements, even when spaced closely together in
time, exhibit variations not only due to the statistical nature of the process, but also
due to a systematic error possibly resulting from di�erent detector positions.�is
error is caused by di�erences in background originating from scatterers other than
the sample, as is illustrated in �gure 4.3. Flight tubes and slits between the sample
and the detector can be used to reduce this background, but they also decrease the
aperture of the 2D-detector.�is reduces the range of (h k l)-locations over which
data can be collected in one acquisition.�is means that a careful trade-o� needs
to be made between acquisition speed and background suppression.
In some cases it is possible to subtract the background Ib, either by measuring
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incoming x-rays

diffracted x-rays

Figure 4.3. �e wide opening angle of the slits, which is required to capture a region
in reciprocal space with a 2D-detector, results in a non-uniform background across the
detector (indicated in grey in the �gure).�is background originates from scatterers other
than the sample, for example a beryllium window.�is means that when taking two images
at slightly di�erent detector positions such that there is some overlap between the two
captured regions, the background intensity in the overlapping region is not constant.

it directly when the sample is not in the beam, or by estimating it from the dataset
itself in regions in reciprocal space where the sample only weakly contributes to
the total observed intensity.�e latter approach will be explored in more detail in
section 4.4.

�e remaining error re�ects the counting statistics in the number of detected
photons and is typically assumed to obey Poisson statistics[76]. For a single obser-
vation of I counts, the standard deviation σ is estimated using σ =

√
I. With N

independent observations Ii in a single bin, each with its own σi =
√
Ii , the average

intensity is

I = 1
N
∑
i

Ii , (4.1)

and the variance can be estimated under the assumption of normality (N or Ii
su�ciently large) using

σ2 ≈ 1
N2

(∑
i

σ2i ) = I

N
. (4.2)

Assuming we have a separate estimate of the background intensity Ib in this bin
with a corresponding variance σ2b , the the variance σ2s of the signal Is = I − Ib is now
given by

σ2s = I/N + σ2b . (4.3)

Of course, if the background was also obtained by averaging N measurements,
σ2b would also take the form Ib/N .
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4.4 Demonstration

Four di�erent examples will be discussed to show the capabilities and limitations of
BINoculars.
Figure 4.4 shows a high-resolution (0.0002 reciprocal lattice units or r.l.u.), large-

area (hk)-surface in reciprocal space, covering the �rst reciprocal unit cell of a
Au(111) surface, submerged in an electrochemical cell �lled with sulphate containing
electrolyte (pH 7) and kept at -800mV vs. Ag/AgCl reference electrode.�e gold
surface exhibited the so-called herringbone reconstruction[77], which is a regular
structure with a (22 ×

√
3 periodicity) that is organised into a zigzag pattern on

an even larger scale. �e (22 ×
√
3) superstructure peaks originating from this

reconstruction[78, 79] are well-resolved in the scan.�e di�erences between this
di�raction pattern and the pattern reported in literature for the same surface in
ultrahigh vacuum are not fully understood, however it is likely due to the sample
preparation procedure in the electrochemical cell.�e dataset was acquired in just
111 minutes.
Figure 4.5 shows a dataset that is strongly a�ected by background intensity. Like

�gure 4.4, the dataset is built up from a series of ω-scans and in this case those scans
are clearly visible as arcs a�er processing by BINoculars.�e problem is that the
background intensity not only depends on the position of a pixel, but also on the
position of the camera. In other words, when moving the camera by only a small
amount, such that a certain feature remains in the �eld of view (in this case a move
in γ between the consecutive ω-arcs), the contribution of the background intensity
to that feature can change signi�cantly, as illustrated in �gure 4.3.

�is particular dataset has been obtained using the high-pressure �ow reactor
setup at ID03[22], which has a beryllium dome around the sample.�e dome acts
as a strong X-ray scatterer only 14mm away from the sample. It is not possible to
lower the resulting background intensity using slits without dramatically reducing
the aperture of the detector. However, for this sample it proved possible to estimate
and subtract the background level, the result of which is shown in the middle
panel of �gure 4.5. For each pixel of the detector, the background was estimated as
the average intensity of that pixel in all images in a single ω-scan.�e average is
calculated by �tting a Poisson distribution, as this turned out to give better rejection
of outliers (which are in fact the di�raction peaks) than a simple mean or median
calculation.�is process was then repeated for each ω-scan, resulting in an estimate
of the background intensity that was subtracted from the raw data.

�e background subtraction procedure described here is not generally applicable
as powder rings are treated as background. In addition, the amount of background
is strongly dependent on the experimental setup, and the other datasets shown here
did not need any background correction.�erefore this procedure is currently not
part of BINoculars, although it is likely to become part of the ID03-speci�c input
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Figure 4.4. A large-area survey (upper panel) in reciprocal space of the herringbone
reconstructed Au(111) surface, taken at l = 0.3.�e dataset has been obtained in 111 minutes
using a series of continuous-acquisition ω-scans. A zoom-in (lower panel) around the
[1 0 l] crystal truncation rod (indicated by the circle in the inset) shows the satellite peaks
caused by the 22 ×

√
3 unit cell (indicated by triangles), and those originating from the

longer range ordering of the zigzag domains (indicated by crosses). Loading this dataset
requires 1 GB of memory.
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Figure 4.5. Some datasets require further processing to remove the curved background
artefacts.�is �gure shows the l = 0.5 plane from a Pt(110) sample in the high-pressure
�ow reactor setup at ID03.�e surface exhibited a (3 × 3) reconstruction (which has not
been described before in literature) during high-temperature, high-pressure exposure to
NO and H2. �e setup had a relatively high di�use background that could be corrected
for by estimating the background level for each pixel of the detector, once per scan in ω.
�e le� panel shows the raw data, the middle panel the data a�er background correction.
�e right panel shows the intensity pro�les along the line k = 0.66 for a direct comparison
between raw and corrected data.�e small peaks at h = 0.3 originate from scattering from
the Be dome, this is also visible in the le� and middle panel as a diagonal line.

module in the near future.
�e third example, �gure 4.6, shows the output of the crystal truncation rod

(CTR) �tting module.�e original dataset is a single l-scan along the CTR. A�er
processing by BINoculars, during which the input module also takes care of the
polarization correction factor necessary to obtain the structure factors[68], the
three-dimensional rod can be visualised in reciprocal space. �e dataset is then
segmented into small intervals along l . Each section is analysed separately by a
numerical integration algorithm to calculate the structure factors as a function of l .
�is method has recently been described by Drnec and co-workers[69].
At lower l the detector is more perpendicular to the surface, and for some sam-

ples it might be useful to augment the l-scan with rocking scans at low l . BINoculars
can easily deal with such a hybrid dataset, since it starts by processing the data into
the three-dimensional rod, a�er which the integration procedure (taking place in
reciprocal space) is performed completely independently of the original character
of the raw data.

�e fourth example demonstrates that BINoculars can be used with other
coordinate systems than (h k l). Figure 4.7 shows the re�ected intensity from
a (PbSe)4+δ(TiSe2)4 sample. It is constructed from images taken at di�erent in-
cidence angles that are projected onto q∥ and qz, the in-plane and out-of-plane
momentum transfer.�is two dimensional projection allows detailed analysis of
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Figure 4.6. �e le� panel shows an l scan along the [0 1̄ l] crystal truncation rod of a
SrTiO3(100) surface[80] projected on the kl plane a�er processing by BINoculars. A series
of 2D-Lorentzians has been �tted to slices at constant l (corresponding to small hk surfaces),
which has resulted in the structure factors shown in the right panel.
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Figure 4.7. Re�ectivity scan of (PbSe)4+δ(TiSe2)4, a telluride mis�t layer compound[81].
�is sample has amultilayer structure with well-de�ned out-of-plane stacking but rotational
disorder between layers.�is gives rise to oscillations in the re�ectivity curve, combined
with broad in-plane scattering.�e le� panel shows the projection of the images taken at
di�erent incident angles onto q∥ and qz .�e right panels shows the specular rod obtained
by integration along q∥ from -0.005 to 0.005 Å

−1.
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the in-plane X-ray scattering that cannot easily be obtained by conventional meth-
ods. In addition, the integration to obtain the specular rod (q∥ = 0) can be easily
performed.

4.5 Conclusion

BINoculars brings SXRD into the 21st century by unlocking the full visual power of
two-dimensional surface di�raction patterns, something that was previously only
achievable with LEED in UHV conditions, or by increasing the X-ray energy and
sacri�cing k-space resolution and dynamic range[82], or by taking an impractical
amount of time. In addition, BINoculars simpli�es structure determination by
providing a quick, easy, and accurate method to integrate crystal truncation rods.

BINoculars is open source under the terms of the GNU General Public Li-
cense[63] and is available online[83].

47



Part II

High-pressure experiments







Chapter 5

NO reduction by H2 over Pt(110)
studied by SXRD

�is chapter describes the results of a 144-hour measurement campaign at the ID03
beamline of the ESRF. It was devoted to an exploratory investigation of the surface
structure of a Pt(110) single-crystal surface during high-pressure, high-temperature
NO and H2 exposure. Here, we report the two main observations, namely (i) the
appearance of a wide variety of surface reconstructions, and (ii) extensive faceting
of the surface.�e precise conditions under which these e�ects occur will need to
be investigated more systematically in future experiments.
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5.1 Introduction

�e catalytic conversion of nitrogen oxides (NOx) is one of the three processes
taking place on the three-way car catalyst[84, 85].�is chapter concerns the reaction
between nitric oxide (NO) and H2 over platinum, which is a model reaction for this
process. In this case, the formation of nitrogen via

2NO + 2H2 ÐÐ→ N2 + 2H2O (5.1)

leads to the desired, non-toxic reaction products, however the selectivity for this re-
action is very low on platinum[86]. Instead, the reactions that lead to the formation
of ammonia (NH3) and nitrous dioxide (N2O) are dominant. For application as a
car catalyst these products need to be avoided, and typically rhodium is added to
aid the NO removal.

�ere have been many UHV studies on the NO/H2/Pt system. NO adsorbs
molecularly on platinum surfaces with the nitrogen atom bound to the surface[87].
�e (100) surface binds NO more strongly than the (111) and (110) surfaces, and is
also more active for dissociation of the molecule[88]. On the (110) surface, NO li�s
the missing-row reconstruction[87]. It preferentially sits on the bridge sites of the
atom rows at low coverages and moves to the top sites at high coverages[89–91].
Hydrogen prefers the bridge sites on the (1 × 2) atomic rows and competes with CO
adsorbed on the top sites[92]. When the Pt(100) surface is co-exposed to H2 and
NO, the quasi-hexagonal reconstruction of the clean surface is li�ed, depending on
the NO coverage[93]. In combination with the di�erence in turnover rate between
the reconstructed and the non-reconstructed surface, this can give rise to kinetic
oscillations under certain conditions[94, 95]. As for the high-pressure regime, we
have not found any literature on high-pressure surface-science experiments on the
reduction of NO by H2 on Pt(110).

5.2 Methods

�e experiment was performed at the ID03 beamline of the ESRF with 18 keV X-
rays using the high-pressure Surface X-Ray Di�raction (SXRD) �ow reactor[22].
�is setup allows UHV sample preparation followed by in-situ high-pressure, high-
temperature gas exposure, during SXRD or Grazing Incidence Small Angle X-ray
Scattering (GISAXS) measurements simultaneous with reactivity measurements by
a quadrupole mass spectrometer.

�e Pt(110) sample was cleaned at the beginning of the experiment by repeated
cycles of argon ion bombardment and annealing in UHV, resulting in a (1 × 3)
missing-row[96] reconstructed surface, exposing narrow (111) facets (�gure 5.1).
�e (1×3) structure was probably stabilised by carbon segregated from the bulk[97],
which was not fully removed because the sample was not annealed in oxygen.
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Figure 5.1. Ball models of the surface structure of Pt(110), without a reconstruction (le�)
and with the (1 × 2) and (1 × 3) missing-row reconstructions (middle and right)[96].�e
h-axis of reciprocal space is chosen to correspond to the closed-packed [1̄ 1 0] direction and
k to the open [0 0 1] direction.
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Figure 5.2. Sample temperature as a function of gas composition (mixture of NO and H2
at 1000mbar total pressure) for all measurements in this chapter.�e sample heater was
operated at constant power, but the di�erence in thermal conductivity between NO and H2
results in a 100○C temperature di�erence between the higher and lower H2 partial pressures
used in this experiment.
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Figure 5.3. Observed reconstructions (periodicities) on Pt(110) as a function of gas composi-
tion (mixture of NO andH2 at 1000mbar total pressure).�e sample temperature was in the
range 300–400○C and can be found in �gure 5.2, except for the “0.22” reconstruction which
has been observed at approximately 100–150○C.�e faceting always coincided with the
presence of the (in)commensurate (4× 3) reconstruction and is analysed in detail in �gures
5.8–5.11. Figure 5.4 shows the scans along h and k corresponding to the reconstructions.

During high-pressure exposure the sample was heated at constant power, result-
ing in a temperature of 300–400○C depending on the gas composition (�gure 5.2).
At these temperatures, the ammonia production is problematic, with the ammonia
signal in the mass spectrometer rising to values corresponding to tens of mbar in
the reactor. Due to the low pumping speed for these molecules it was not possible to
keep their partial pressures at a constant and low level throughout the experiment.
Since these molecules also a�ected the leak rate of gas from the reactor to the mass
spectrometer, and eventually completely inhibited the leak, their presence could
not be monitored with any accuracy during the experiment. In addition, as the
experiment progressed, the UHV pressure deteriorated, at some stage making it
impossible to perform further sputter/anneal cycles to regain a clean sample.

5.3 Results and discussion

Many di�erent surface structures have been observed on the platinum surface
depending on the conditions. �ey can be classi�ed in two groups: surface re-
constructions, requiring modest rearrangement of platinum atoms, and faceting,
corresponding to massive material transport along the platinum surface.
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Figure 5.4. Observed reconstructions on the Pt(110) single crystal surface. See �gure 5.3
for the conditions. Le� column contains scans along [h 00.5] in reciprocal lattice units
(r.l.u.), right column along [−1 k 0.3]. �e y-axes show intensity in arbitrary units. �e
solid vertical lines indicate the periodicity of the pattern.�e lower right panel shows an
incommensurate periodicity (red) that becomes commensurate (4 × 3) with time (blue).
�e dotted vertical lines mark k = 0.25 and k = 0.75.
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Figure 5.5. �e “0.22” reconstruction observed at 100-150○C (see �gure 5.3 for the gas
composition where this reconstruction occurs). Le� panel contains a scan along [h 1 0.3],
right panel along [−1 k 0.3].�ere are peaks at 0.22 r.l.u. from the Bragg peaks along the
h-direction, and a hint of the second order peaks as well, as indicated by the vertical lines
in the le� panel.

5.3.1 Surface reconstructions

When the partial pressures of NO and H2 are varied, several reconstructions of
the Pt(110) surface have been observed at 1 bar total pressure and at 300–400○C.
Figures 5.3 and 5.4 indicate the appearance of the (1× 3), (3× 3), (4× 3) periodicities
plus some variations. At lower temperatures (100–150○C), another reconstruction
appeared (�gure 5.5), with peaks at 0.22 reciprocal lattice units (r.l.u.)1 away from
the Bragg peaks in the h-direction.

�e (1 × 3) reconstruction observed in H2 is likely the same missing-row re-
construction observed on the freshly prepared sample, but all the others have not
been identi�ed before. Few (n × 2) and (n × 3) reconstructions of (110) surfaces,
formed under the in�uence of adsorbates at low pressures, have been reported, and
they di�er considerably in character.�e H-induced (5 × 2) structure on Ni(110)
consists of a zigzag pattern formed by short (2 atoms long), alternating pairings
of the atom rows[98]. On the other hand, the O-induced c(6 × 2) structure on
Cu(110) consists of a checkerboard-pattern of isolated copper atoms decorated by
oxygen[99]. In this structure, the occupancy of metal atoms in the two upper layers
is much lower than in the unreconstructed surface and there are no closed-packed
rows. Finally, two N-induced (2 × 3) structures on Cu(110) are of the missing-row
type[100], having one every three atom rows missing in the upper layer.�ese two
structures di�er by the number and position of the nitrogen atoms in the (2 × 3)
unit cell.�e l-scans along the superstructure rods of the (3 × 3) reconstruction

1In SXRD, the directions in reciprocal space are labeled by h, k and l , and coordinates are usually
given in units of the basis vectors of the reciprocal lattice (i.e. reciprocal lattice units or r.l.u.).�is
concept is closely related to the Miller indices used to label lattice planes in crystals. For simple
crystals, this ensures that Bragg peaks always have integer coordinates. By convention, the h and
k directions are parallel to the surface, whereas the l direction is perpendicular to the surface and
points outwards. See also �gure 5.1 for the precise choice of h and k for a (110) surface.
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Figure 5.6. l-scans along some superstructure rods.�e legends show the h and k values
of each scan.�e le� panel shows the (1 × 3) reconstruction in UHV, with periodicities in l
similar to those reported for the (1 × 3) missing row reconstruction by Robinson and co-
workers[97].�e right panel shows the (3 × 3) reconstruction in a mixture of 200 mbar NO
and 800mbar H2 at 320○C. A comparison with the le� panel and the data from Robinson
suggest that the (3 × 3) is a (1 × 3) missing row with additional periodic structure along the
atom rows.
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Figure 5.7. l-scans along the superstructure rods for the “0.22” reconstruction, taken at
150○C in pure NO at a total pressure of 200mbar.�e legend shows the h and k values of
each scan.�e intensity peaks strongly at integer l-values, meaning that the periodicity
matches that of the bulk Pt lattice, suggesting that the reconstruction is some structure of
Pt.

observed in our experiments (�gure 5.6) suggest that it is a variation on the (1 × 3)
missing row structure, with additional periodicity along the atom rows.
We have observed the incommensurate (4 × 3) structure on several occasions

and it always transformed into a commensurate (4 × 3) structure with time.�e
incommensurability could be due to mixtures of (4 × 4) and (4 × 3) structures.
Similar e�ects have been reported for variable fractions of (1 × 2), (1 × 3) and (1 × 5)
missing-row reconstructions on Pt(110) induced by C segregation[101], and also for
mixtures of (1 × 2) and (1 × 3) missing-row reconstructions of H- or Au-covered Pd
surfaces[102, 103]. No l-scans have been obtained for the (4 × 3)-related structures,
however, we suggest it could also be a variation on the (1×3) missing row.�e “0.22”
reconstruction, which is also incommensurate, seems to be completely di�erent.
It appears to be completely stable in time, and l-scans (�gure 5.7) suggest that the
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intensity derives from a signi�cant restructuring of the Pt surface rather than an
adsorbate overlayer pattern, but a more detailed structure analysis has not been
performed.
As �gure 5.3 indicates, there is no clear separation between the di�erent struc-

tures as a function of gas composition. For the clean Pt(110) surface it is known
that the free energies of the various (1 × n) missing-row reconstructions are very
similar[104], with the consequence that small changes in conditions (for example
the presence of small amounts of adsorbates from the gas phase or segregated im-
purities from the bulk) can easily push the system from one phase into another. A
similar mechanism could be at play for the variety of reconstructions observed here,
under high-pressure, high-temperature conditions.

5.3.2 Faceting

Near the end of the experiment, under conditions already probed before in this
measurement session, the surface started faceting (see �gure 5.3 for the conditions).
�is was observed by taking two-dimensional cuts perpendicular through a crystal
truncation rod (CTR). A CTR is a scan along l connecting Bragg peaks of the
crystal. Its shape is de�ned by the crystal termination, i.e. the precise con�guration
of atoms in the transition from the regular lattice in the crystal bulk to the empty
space above it (vacuum or gas phase)[105].�e pro�le of a cut through the CTR
contains information on the height variations on the surface. In our case, the two-
dimensional cuts were constructed from a collection of continuous scans along the
di�ractometer angle ω[68] that were stitched together using BINoculars (chapter
4).�e cuts in �gure 5.8 reveal the appearance of satellite peaks, whose distance
to the main peak is proportional to the distance ∆l to the nearest Bragg peak. In
other words, the extra peaks correspond to extra CTRs, tilted with respect to the
[110] normal of the average surface. Indeed, su�ciently well-de�ned facets will
give rise to an extra set of tilted truncation rods through every Bragg peak, as
explained in �gure 5.9.�e angle of these facet rods directly corresponds to that
of the surface normal of the facet.�e full width at half maximum (FWHM) then
gives a measure for the de�nition of the facet.�e faceting angle was determined by
a �tting procedure (�gure 5.10) of which the combined results are shown in �gure
5.11.

�e facets are tilted by 8 to 12 degrees away from the (110) surface in the [1̄ 1 0]
direction. �e facet angle seems to be negatively correlated to the NO partial
pressure, higher NO pressures resulting in smaller angles. Figure 5.11 also suggest
that not all data points have been taken with the system in equilibrium. Especially
for NO partial pressures above 300mbar, the right panels indicate the response
to be slow, on the time scale of the measurements. �e FWHM of the CTR is a
measure for the roughness of the crystal surface, and this shows, as expected, a clear
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Figure 5.8. Faceting of the Pt(110) surface has caused the appearance of satellite peaks close
to the crystal truncation rods (CTRs).�e le� panels show three (hk)-cuts at constant l ,
intersecting the (1 0 l) CTR at three values of l , obtained during exposure to a mixture of
400mbar NO and 600mbar H2 at 350○C.�e right panel is a projection of a subset of these
data onto the hl plane, showing that the satellite peaks line up into two tilted CTRs that pass
through the Bragg peak at l = 1.�erefore they can be interpreted as the CTRs of two sets
of well-de�ned facets, and their directions correspond to the surface normals of the facets.
�e intensity ranges corresponding to the logarithmic colour scale (shown above the right
panel) are for the le�s panel, from top to bottom, [9.4 ⋅ 10−6 , 1.7 ⋅ 10−1], [3.0 ⋅ 10−6 , 1.8 ⋅ 10−2],
[2.6 ⋅ 10−6 , 5.1 ⋅ 10−3], and for the right panel, from top to bottom, [3.1 ⋅ 10−5 , 2.4 ⋅ 10−2],
[6.7 ⋅ 10−6 , 4.4 ⋅ 10−3], [5.7 ⋅ 10−6 , 1.9 ⋅ 10−3].

Figure 5.9. �e surface termination of a �at surface gives rise to crystal truncation rods
(CTRs) along the surface normal (le� panel).�e presence of facets on the surface results
in the appearance of titled truncation rods (middle and right panel).
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Figure 5.10.�e region indicated in the le� panel was used to further analyse the faceting.
�e position of the satellite peaks has been �tted using a least-squares optimization of three
Lorentzians plus a sloped background.�e satellite peaks were assumed to be symmetrically
positioned on either side of the rod, and to have identical peak widths.

correlation with the faceting angle.�e FWHM of the facet rods took some time to
reach a constant value, indicating that the facets were growing in average size, at
least until measurement 10, which was acquired 4 hours a�er measurement 1.

�e tilt of approximately 10○ implies that the facets typically have the (320)
structure (�gure 5.12), a crystal plane that makes an 11.3○ angle with the (110) plane.
�e higher index orientations (430) and (540), having a similar structure as (320)
but with 4 and 5 atoms per terrace and tilts of 8.1 and 6.3○ respectively, are likely to
be present as well, especially at higher NO pressures.
Faceting of the Pt(110) into mainly (320) has been observed with CO and O2

exposure in the 10−4mbar regime[106, 107]. In this case, the presence of both
reactants is required to create the facets, and the mechanism is suggested to be
related to the strong binding of oxygen on step sites, and material transport induced
by switching between the (1×2)missing row reconstruction and the unreconstructed
surface due to CO coverage �uctuations.�e reactivity of the (320) plane is higher
than that of the (110) plane and under some conditions this gives rise to kinetic
oscillations[108].
In the case of the NO and H2 exposure, a comparable mechanism could be

responsible for the faceting, causing the free energy of the (320) and similar orien-
tations to reach a lower value than the free energy of the (110) surface. As in the
case of CO and O2 exposure, it could be due to an adsorbate binding strongly to
the steps, and in this case NO, H2O, NH3, or atomic oxygen are likely candidates.
However, there is an alternative explanation that is supported by DFT calcula-

tions by Reuter and co-workers[109].�ey show that the surface stress of a Pt(110)
surface is dramatically in�uenced by adsorbed NO molecules due to the strong
repulsive interaction between NOmolecules at higher coverages.�eir calculations
show that the surface stress in the [1 1̄ 0]-direction changes from 3.0N/m (tensile)
for the clean surface to -3.0N/m (compressive) for a 1ML coverage of NO.�e
change along the [0 0 1]-direction is less dramatic, the surface stress being -0.2N/m
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Figure 5.11. Combined results of the �tting procedure described in �gure 5.10.�e panels
on the le� represent �t parameters as a function of gas composition (NO and H2 mixtures at
a total pressure of 1 bar), the panels on the right show the same parameters as a function of
measurement number, with the fractional gas composition indicated by the shades of grey
in the background. See �gure 5.2 for the sample temperature.�e upper panels contain the
angle of the surface normal of the facets and the corresponding terrace width (right axis),
which is calculated from the position of the satellite peaks.�e middle panels correspond
to the full width at half maximum (FWHM) of the main rod, while the lower panels show
the FWHM of the facet rods, both in reciprocal lattice units (r.l.u.). For the satellite peaks
the FWHM has been converted into the apparent domain size (right axis).�is calculation
is only valid in the unlikely case that no other e�ects contribute to the FWHM, and must
therefore be considered a lower bound for the domain size.
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Figure 5.12. Ball model of the stepped Pt(320) surface having its surface normal titled 11.3○
away from the [110] orientation.

for the clean surface and 1.4N/m for the NO covered surface. Within the accuracy
of the DFT calculations, the chemical potential required for 1ML NO coverage
matches that of the high-pressure, high-temperature NO exposure described in this
chapter.�e faceting in the [1 1̄ 0]-direction could be a way for the surface to cope
with a large change in surface stress in this direction. �is concept is supported
by literature. Hanesch and co-workers report morphology changes on mesoscopic
length scales of Pt(110) surfaces induced by surface stress[110]. Adsorbate-induced
surface stress has been measured on Ni surfaces, in particular for CO on Ni(100)
and (111)[111], and for various atomic species on Ni(100)[112]. Given the fact that the
DFT calculations show a large change in stress in the direction where the faceting
occurs, we suggest that the NO-induced surface stress drives the faceting, rather
than enhanced NO adsorption at steps.

5.4 Outlook

Pt(110) shows a variety of surface structures during exposure to mixtures of NO and
H2.�e appearance of many reconstructions indicates the sensitivity of the surface
to adsorbates.�e precise conditions leading to each of the observed reconstructions
warrant further investigation. Combining surface X-ray di�raction with a real-space
microscopy technique such as STM shouldmake it easier to determine the structural
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details of the observed reconstructions. For a next round of experiments it would be
preferable to start with the proper (1×2)missing-row reconstruction of the genuinely
clean Pt(110) surface.�is requires annealing the Pt sample in O2. In addition, it
would be better to set the gas composition and temperature independently. Longer
waiting times (in the order of hours) at each set of conditions are also necessary
to ensure that the observed structures re�ect true equilibrium. In addition, the
presence of the ammonia needs to be avoided or suppressed, or its role should be
studied systematically.
For the faceting it is important to understand why it only occurred a�er pro-

longed exposure, near the end of the experiment, and not earlier when the same
conditions where applied to the sample. Possible explanations could be (again)
the presence of ammonia or a contaminant from the crystal bulk or the gas phase.
DFT calculations on stepped Pt(110) surfaces could provide the de�nitive answer
to the mechanism driving the faceting, but calculations on stepped surfaces are
still challenging due to the large unit cell required. In addition, the in�uence of the
facets on the activity and selectivity of the Pt(110) surface for NO reduction by H2
is a relevant topic for further work, both experimentally and using DFT.
Apart from these suggestions for follow-up experiments, there is another, per-

haps even more challenging direction, in which research on the interaction of NO
with platinum should proceed, namely to go beyond �at surfaces and study the
e�ect of NO and H2 on supported nanoparticles, a more realistic model catalyst.
�e next chapter describes this step.
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Chapter 6

NO reduction by H2 over Pt
nanoparticles studied by TEM

Where the previous chapter described an experiment in which we overcame the
pressure gap for a simple catalytic reaction, the current chapter goes one step fur-
ther and simultaneously overcomes the materials gap.�e exposure of platinum
nanoparticles to mixtures of nitric oxide (NO) and hydrogen (H2) has been studied
by in-situ Transmission Electron Microscopy (TEM). Similar to the faceting ob-
served on the �at surface, we observe how material is transported and the particles
change their morphology, depending on the gas composition.�e particles have
a faceted shape in hydrogen-rich environments, but lose their sharp corners in
NO-rich environments and become more spherical.
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6.1 Introduction

In the chemical industry a catalyst is never a �at surface, but rather a complex
material that needs to be described at several di�erent length scales, ranging from
nanometres to at least millimetres[3]. In this chapter the smaller length scale is
considered, namely that of the individual metal nanoparticles. Catalysis on small
particles can be di�erent from that on �at surfaces due to a variety of e�ects[6].
For example, on a small particle, there is a larger variety of adsorption sites and
there are more undercoordinated metal atoms. Furthermore, spill-over e�ects can
occur, both between the nanofacets on the particle and between the particle and
support[8]. In addition, the electronic structure of the small particle can di�er
from that of the extended surfaces of the same material. Similarly, the interaction
between the particle and the support can lead to further electronic e�ects[113].

�e equilibrium shape of a crystalline particle is determined by the relative free
energies of the terminating surfaces[114]. When the particle is in a gas environment,
these are, in fact, the interfacial free energies between the metal surface and the gas
phase and these depend heavily on the gas species present, on their partial pressures,
and on temperature.�e faceting of a platinum (110) surface into (320) and similar
orientations, as described in the previous chapter, can be seen as a �at-surface
analogue of this e�ect.
We have not found any publications describing in-situ studies on the interaction

of platinum nanoparticles with NO.�e closest are measurements on palladium
particles during CO and NO cycling, where EXAFS, infrared spectroscopy, and
mass spectrometry have been used to acquire indirect information on the parti-
cle shape, based on the observation that the palladium coordination is lowered
during CO exposure and recovers in NO[115]. However, a later X-ray di�raction
study proved this change in coordination to be caused by carbon dissolution from
dissociated CO[116]. Similarly close is an environmental TEM (ETEM) study on
CeO2-supported platinum particles exposed to 1 mbar of CO, air, N2 or O2[117].
Whereas the platinum particles have a strongly faceted shape in vacuum and in N2,
the particles become somewhat rounded in O2, and even more spherical in CO. A
recent in-situ TEM study on the oscillatory behaviour of CO oxidation on platinum
particles shows similar refaceting depending on the CO partial pressure[118].

6.2 Methods

Our TEM experiments have been performed with a micromachined nanoreactor[23,
119]. We have employed the latest generation of these devices, integrated on a single
die[13]. It consists of a 0.5 µm deep gas channel etched in a silicon die, with electron-
transparent windows that allow for in-situ TEMmeasurements of metal particles in
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Figure 6.1. Schematic of the gas system to operate the nanoreactor in a �ow con�guration.
�e main �ow path leads from the mixing valve via the T-piece and the back pressure con-
troller to the rouging pump. Only a small fraction �ows from the T-piece through the small
nanoreactor channel and into the T100 analyzer[120]. When working at pressures beyond
1 bar (as set by the back pressure controller), the �ow through the nanoreactor exceeds the
maximum �ow into the mass spectrometer of the T100 analyzer, and a turbomolecular
pump is used to pump away the excess gas.�is does not a�ect the time-resolution for gas
detection thanks to the small volume of the inlet of the T100 analyzer. Note that the mixing
system shown here is simpli�ed and does not include the carrier gas.

a gas environment up to 14 bar and up to 800○C.�e electron-transparent windows
consist of a 15 nm amorphous silicon nitride �lm, and this �lm also coats the interior
of the other parts of the channel, to ensure chemical inertness. Two viton O-rings
connect the gas channel to a pair of capillaries in a dedicated TEM sample holder. A
platinum heater is embedded in the nanoreactor directly above the gas channel and
heats a small region around the electron-transparent windows, while simultaneously
allowing temperature sensing by use of a calibrated resistance measurement.

�e nanoreactor is operated in a �ow con�guration as shown in �gure 6.1. Since
the channel through the nanoreactor is extremely small (the reactor volume is
0.4 nl), the �ow cannot be controlled by commercially available �ow controllers.
Instead, a certain gas pressure is set at the inlet, and the outlet is fed directly into a
turbomolecular pump. To get a reasonable response time when changing the com-
position of the gas mixture, a gas �ow is set up through a T-piece that is connected
as close as possible to the inlet of the reactor and to a pressure regulator, backed by
a vacuum pump. Most of the gas only �ows through the T-piece and the pressure
regulator, and only a small fraction �ows through the reactor.�e volume of the
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a b c d e

Figure 6.2. Construction of a polygon on a discrete grid, having rounded corners and a
fuzzy boundary. (a, b)�e corner points are de�ned by polar coordinates w.r.t. the center of
the ellipse. (c)�e inscribed circle is drawn at every corner. (d)�e interior is �lled using a
hole-�lling algorithm. (e)�e edges are drawn with a gaussian intensity pro�le.

capillary between T-piece and reactor is large compared to the �ow in this region,
resulting in refresh times in the order of minutes.�e gas stream is supplied by a
gas mixing system[11, 56] that allows composing arbitrary mixtures of up to four
gases plus a carrier gas at pressures up to 6 bar with a typical �ow of 10mln/min.

�e outlet of the reactor is connected directly to a di�erentially pumped mass
spectrometer (T100 gas analyzer[56]).�e pressure drops entirely over the length
of the nanoreactor since the gas channel in the nanoreactor is small compared to
the diameter of capillaries leading to and from the reactor. �e geometry of the
nanoreactor is fully symmetric so it is assumed that the pressure in the central
region of the nanoreactor (with the windows and heater) is half the pressure at the
inlet. Since all gas from the reactor is pumped into the mass spectrometer (via the
di�erential pumping stage), the sensitivity of the mass spectrometer is independent
of the reactor pressure.�e delay between an event in the reactor and detection by
the mass spectrometer is approximately 30 s.
A platinum nanoparticle catalyst is loaded into the nanoreactor as a solution

of tetraamine platinum nitrite in water or ethanol, which is le� to dry in air, fol-
lowed by calcination and reduction. In this process, the salt decomposes and the
result is a dispersion of platinum nanoparticles with sizes ranging from 5 to 50 nm,
inhomogeneously distributed in clusters along the entire nanoreactor gas channel.

�emain conclusion reached in the present study is that Pt nanoparticles change
their shape in response to the gas composition. As we will see, the most prominent
feature is the sharpness of the edges and corners of the particles. Although it
is relatively easy to recognise changes in the sharpness when visually inspecting
sequences of TEM images, it takes e�ort to capture these variations in a robust,
systematic, and quantitative way. We have developed a new method especially for
this purpose, based on the least-squares �t of a 2D model, which is illustrated in
�gure 6.2 and described in detail in appendix 6.A in this chapter.
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6.3 Results and discussion

Figures 6.3, 6.4 and 6.5 show an ensemble of Pt particles that we followed during its
�rst exposure to NO a�er sample preparation. Starting from 1 bar pure H2 at 150○C,
the inlet gas composition was �rst changed to NO. As explained above, the low
refresh rate of the gas in the capillary leading to the nanoreactor inlet translated to
a gas composition change in the reactor starting a�er a delay of 2 minutes and with
a transition time of another 2 minutes. Two dramatic e�ects are immediately visible
in the TEM images.�e number of nanoparticles has decreased and the remaining
particles have become rounder in the NO atmosphere.

�e number of Pt particles started decreasing as soon as the NO partial pressure
in the reactor was increasing (�gure 6.4) from t = 200 s.�e TEM images obtained
during the next two minutes show that small particles were shrinking. Although
the bigger particles showed no clear change in size, they probably accommodated
the Pt lost from the smaller particles.�ese observations indicate that individual
atoms were di�using over the support between the Pt nanoparticles, resulting in
a net �ux from the smaller to the larger particles. �is mechanism is known as
Ostwald ripening[121].�e alternative mechanism of Smoluchowski ripening in
which entire nanoparticles di�use and merge[122], can be ruled out. Since the
process is not reversible, a systematic study of the e�ects of gas composition on
the ripening rate and mechanism was not performed in the context of this �rst
in-situ experiment on the e�ect of high-pressure H2 and NO atmospheres on Pt
nanoparticles.�e dramatic increase of the ripening rate of Pt particles induced
by NO has been reported by Lööf and co-workers[123].�ey found that the e�ect
of NO is stronger than that observed for O2, which already enhanced the ripening
compared to H2 and Ar. �ey suggest that an NO-containing Pt complex is the
mobile species responsible for the fast ripening.

�e second e�ect observed in the experiment is the reversible change in the
particle shape depending on the gas composition.�is e�ect could be reproduced
repeatedly in two di�erent nanoreactors loaded with Pt particles. In order to sub-
stantiate our visual impression of systematic variations in particle shape with gas
composition, we have quantitatively analyzed the shapes of some of the larger parti-
cles in the ensemble using the �tting procedure described in appendix 6.A of this
chapter. Figure 6.5 shows the result.�e lower panel displays the best-�t values of
the corner rounding radius as function of time. Although the rounding radius is
noisy, a correlation with the NO partial pressure is visible: higher NO pressures
correspond to more rounded particles.�ere are two reasons for the noise on the
radius. One is the low contrast between particle and background, resulting from the
necessity to work with a low electron dose.�e other is the spatial inhomogeneity of
the amorphous SiN nanoreactor windows, which makes the background noisy. As a
result, the �tting procedure did not always converge reliably. For some parameters,
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114 s – 100% H2 1014 s – 100% NO

1764 s – 100% H2

Figure 6.3. Shape variations of Pt particles while the gas composition was varied from pure
H2 (upper le� panel) to pure NO (right panel) and back (lower panel), at 1 bar and 150○C.
An ensemble of particles has been imaged every 3 seconds with an acquisition time of 1
second per frame.�e imaging started at t = 0 in pure H2, see the lower panel of �gure
6.5 for more detail on the timing of the gas changes.�e sample was continously exposed
to an electron dose of 300 e/Å2s at 300 keV.�e size of the images is 92 × 92 nm2.�ree
particles, indicated with red, blue and green rectangles, are analyzed in more detail in �gure
6.5. Note the sintering taking place between the le� and middle panels (purple rectangle),
which is shown in more detail in �gure 6.4.
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0 s – 100% H2 219 s – arrival NO 234 s 249 s 264 s

279 s 294 s 309 s 324 s – 100% NO 339 s

Figure 6.4. Rapid ripening took place at 150○C when NO was �owed through the reactor.
�e initial hydrogen atmosphere did not result in any noticable evolution, but once the
NO partial pressure started increasing (from t = 219 s), the particles changed in size. Small
particles shrank and disappeared on a time scale of tens of seconds, larger particles seemed
una�ected, within the resolution of the images.�is indicates that the mechanism of the
process is Ostwald ripening.�e images correspond to 32 × 32 nm2 cutouts of the larger
images, such as those in �gure 6.3.
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Figure 6.5.�ree particles from the ensemble of �gure 6.3 that have been analysed with
the �tting procedure (upper panel / red, middle panel / blue, and lower panel / green), each
image corresponds to 16 × 16 nm2.�e graph in the lower panel shows the rounding radius
of the corners, as determined by the �t (o�set from zero by 6 and 4 nm for red and blue
respectively).�e gas composition is indicated by the labels and the black curve in the lower
panel, the two grey sections correspond to transitions from one gas to another. Note that
the sensitivity of the quadrupole mass spectrometer (QMS) to NO reduced in time, due
to the gain of the electron multiplier being a�ected by the gas in the QMS chamber. For
each particle, the raw data, the �t as determined by the least-squares optimization, and the
residue (raw image minus �t) are shown at three di�erent points in time, corresponding to
the vertical dashed lines in the graph.�e model does not incorporate the Fresnel scattering
on the edges of the particles, and this causes the boundaries of the particles to remain visible
in the residue. Note the correlation between the presence of NO and the rounding radius,
both in value and noise level.
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especially the rounding radius, the �nal value strongly depends on the initial values.
�e two-level character of the rounding radius is caused by the upper limit of the
rounding radius (approximately the particle radius) that was enforced by the �tting
procedure.

6.4 Conclusion

In our high-pressure TEM observations we have witnessed two e�ects of the pres-
ence of NO in the gas mixture on ensembles of Pt nanoparticles. NO leads to a rapid
ripening of the ensemble, with smaller particles shrinking and disappearing, i.e.
Ostwald ripening. Furthermore, the particles becomemore rounded in the presence
of NO.�e latter e�ect can be viewed as the particle analogue of the break-up of the
Pt(110) surface into vicinal orientations, that was discussed in the previous chapter.
�e explanation hypothesized there, namely that the adsorption-induced surface
stress on the low-index terraces is reduced by the introduction of a high density
of steps, could also be at play at the (111) and (100) surfaces, thus reducing the size
of all facets and introducing larger vicinal regions, the rounded corners, on the
nanoparticles. Since the steps that are introduced via the adsorption-induced stress
scenario provide strongly coordinating adsorption sites with potential catalytic
bene�ts, this mechanism may be of direct practical relevance for the performance
of catalytic nanoparticles under high-pressure conditions.

6.5 Outlook

It would be interesting to determine the dependence of the rounding on the NO
pressure, or rather on the chemical potential. In the previous chapter discussing
the Pt(110) surface we reported that di�erent NO partial pressures seem to induce
di�erent vicinal surfaces, e.g. (320) or (540).�is suggests that the precise roundness
of the nanoparticle will depend sensitively on the NO pressure. Assuming that only
the chemical potential of the adsorbate species plays a role and not kinetics, this
could be similar to what Yoshida and coworkers reported for CO on Pt particles[117].
�ey found that when exposing initially faceted Pt particles to 1mbar CO at room
temperature, the particles become round, and when increasing the temperature to
200○C this e�ect weakens.

�us, repeating the experiment at lower NO pressures would be a logical next
step. With the nanoreactors it is di�cult to probe the mbar regime and below, but
this is the regime where the use of ETEM is well established, so it is possible to cover
several orders of magnitude in pressure. A higher signal-to-noise ratio of the TEM
images than shown in this chapter is needed to capture the �ne details in the shape
of the particles. Since there are no dynamic processes that need to be followed, this
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is feasible without increasing the electron beam intensity to avoid beam e�ects, by
using longer exposures, or preferably averaging series of short-exposure images to
avoid resolution loss due to dri�.

Appendix 6.A Particle shape analysis

When exposing the platinum particles to varying ratios of NO and H2 mixtures it
became clear that it was desirable to quantify changes in particle shape. We have
developed a new �tting method that quanti�es the degree to which the corners of a
faceted nanoparticles are rounded.�is method does not rely on edge detection,
contrary to other methods for analysing TEM images of particles described in
literature[117, 118]. In those methods, the precise location of the contour of a particle
is established, and a curve �tting procedure is used to obtain the optimal �t of a
1D curve in a 2D space.�e weak element in these methods is the edge detection,
which is a non-trivial operation, contrary to what is implied in these publications.
In addition, the edge detection fails if the signal-to-noise ratio is low, as is the case in
the dataset at hand in the present chapter. In this case the low signal-to-noise ratio
is caused by the electron-transparent nanoreactor windows that give a speckled
background pattern, and the low electron dose required to minimise beam e�ects.
We use a least-squares optimization to �t a 2D simulated particle silhouette to a
TEM image, or equivalently, �t a 2D surface in a 3D space, thus avoiding edge
detection completely.
We �rst describe the geometrical construction of the rounded polygon and

then show how this is translated into a matrix of greyscale values on a discrete grid,
matching the pixels of a TEM image.

�e number of corners of the polygon N is assumed to be �xed and not a �t
parameter.�e degrees of freedom for the corner positions should be limited, e.g.
to avoid concave polygons.�erefore it is assumed that all corners of the polygon
are located on an ellipse, as is shown in �gure 6.2a. �e ellipse is described by
two radii (a, b), the center coordinates (x0, y0), and an orientation angle ϕ of the
major axis. �e position of the corners can then be speci�ed as a list of angles
(0 ≤ α1 < ... < αN < 2π).
In the absence of rounding, the polygon is simply formed by the N straight lines

connecting neighboring corner points (�gure 6.2b). Rounding is introduced via a
single corner radius r for all N corners of the particle, as illustrated in �gure 6.2c.
�e straight line segments then terminate at the tangent points to the inscribed
circles at each corner. Next, the interior of the rounded polygon is �lled (�gure 6.2d).
At this stage, the silhouette has sharp edges whereas the TEM images show edges that
are somewhat blurred.�is aspect needs to be taken into account.�ere is a second
reason for blurring the sharp edge, namely to translate the mathematical shape of
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�gure 6.2d in to a non-jagged grid representation that evolves continously under
variations in the corner position and corner rounding radius (even for variations
smaller than the size of a pixel). For this purpose, we make the pixel greyscale values
for pixels outside the silhouette drop o� with the distance to the nearest point on
the contour of the rounded polygon according to a Gaussian with a width σ (�gure
6.2e).�is approach ensures continuity of the least-squares error χ in all parameters
when σ is not much smaller than the pixel size.

�e result of �gure 6.2e is scaled and an o�set is added to match the background
and foreground intensities of the TEM image. �e entire procedure has 9 + N

parameters and results in a least-squares error χ that is not only continuous but also
di�erentiable with respect to these parameters, with the exception of the rounding
radius parameter r, which clips at an upper limit depending on the particle size.
�is upper limit is given by the radius of the largest inscribed circle (at every corner)
that �ts within the enclosing polygon and this approximately matches the particle
radius.
We use a least-squares optimization procedure based on a steepest-descent

algorithm from Scipy[52]. Due to the low signal-to-noise ratio in the dataset in this
chapter, the procedure did not always converge to a shape that properly describes
the particle, and manual tuning of the starting values was required.�is can likely
be improved by tailoring the optimization algorithm to this particle model and
its choice of the parameters, but this has not been attempted. �e �t procedure
typically takes up to one minute on a 2.8 GHz Intel Core i7 CPU to converge for a
80 × 80 pixel image.
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Chapter 7

Oxide shell formation during
spontaneous oscillations in the
catalytic oxidation of CO on
palladium nanoparticles

Spontaneous reaction oscillations on palladium nanoparticles during the catalytic
oxidation of CO have been investigated by a combination of in-situ microscopy
techniques and X-ray scattering. �e oscillations are identi�ed as sequences of
switches between a high- and a low-reactivity phase and vice versa. �e high-
reactivity phase is accompanied by the presence of a 1 nm thick palladium oxide
shell that encapsulates the metallic core of each particle. Based on this observation,
a mechanism is proposed for the oscillations that involves the catalytic activity and
the stability of the palladium oxide.

�e work presented in this chapter has been performed together with Willem Onderwaater.
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7.1 Introduction

Spontaneous reaction oscillations have been observed for many heterogeneous cat-
alytic systems, ranging from single-crystal model systems in ultrahigh vacuum [124],
to thin �lms[125], supported nanoparticle systems[126], and even up to commercial
reactors such as automotive catalytic converters[127]. Only for a few single-crystal
model systems, atomic-scale mechanisms for reaction oscillations have been studied
in detail[94, 128–131]. In this chapter, spontaneous oscillations during CO oxidation
on Pd nanoparticles, supported on �at substrates, are investigated with a variety
of techniques.�e measurements suggest that the oscillation mechanism on the
particles could be similar to that on Pd single-crystal surfaces.
In previous work on the Pd(100) surface[131], a high-pressure mechanism has

been identi�ed that features a re�ned interplay between variations in the step density
or surface roughness, the stability of the PdO surface oxide (which depends on
the surface roughness and the local gas composition), and the catalyst activity
(which in turn depends on the state of the surface). A full cycle of the oscillation on
Pd(100) proceeds as follows.�e reaction takes place under conditions that are so
oxygen-rich that the smooth metal surface is unstable with respect to oxidation. As
a consequence, a thin surface oxide is formed.�e oxidised surface is more reactive
than the metal, causing a higher consumption of CO and thus a drop in CO partial
pressure as soon as the formation of the surface oxide starts.�is locally accelerates
the oxidation and makes it synchronise across the whole surface. In the oxide phase,
the reaction follows the Mars-Van Krevelen mechanism[132]: CO adsorbs on the
surface oxide, and reacts with this oxide to form CO2. In this process, some of
the Pd atoms get reduced and become mobile, di�using out on top of the oxide
until they get re-oxidised, thereby increasing the surface roughness. Eventually, this
roughness destabilises the surface oxide and the systems switches back to a rough
metallic surface.�e reason for this is thought to be that the CO binds even more
strongly to the step sites on the metal surface than to terrace sites.�is increasingly
favours the metal surface as roughening on the oxide progresses.�e lower activity
of the metal surface makes the CO partial pressure increase again, now further
stabilizing the metal surface.�e high surface mobility of the metal surface leads to
a swi� smoothening.�is removes the binding advantage of CO to the step sites
and makes the metal surface instable again, causing the whole process to start over
again.
Oscillating nanoparticle catalyst systems have been reported, but there have

been few attempts to systematically investigate the precise oscillation mechanisms.
Detailed mass spectrometry analysis of oscillations during CO oxidation on plat-
inum particles by Jensen and co-workers[133] suggested that the surface-transition
mechanism described above for Pd(100) could also apply to these nanoparticles.
However, the roughness of an extended surface is a property that is di�cult to

78



translate to a nanoparticle, and such a “translation” has not been performed in
ref. [133]. Also on Pt particles, in an in-situ Transmission Electron Microscopy
(TEM) study[118], particle morphology variations have been observed that cor-
relate with the oscillations. By employing mass transport simulations and DFT,
the conclusion was drawn that the oscillations are the result of a bistability in the
Langmuir-Hinselwood kinetics.

�e interaction of oxygen with palladium nanoparticles has been studied on
Fe3O4 substrates[134–136], on Al2O3[137, 138], and for epitaxially aligned particles
on MgO[139], both at low and high O2 pressures, and also in the context of CO
oxidation. Nevertheless, oscillations in the CO oxidation rate on Pd nanoparticles
have not been reported before.

7.2 Methods

In order to acquire as much structural information as possible, under actual, high-
pressure, high-temperature conditions, we have employed a combination of four
complementary structurally sensitive techniques, each under operando conditions.
High-pressure X-ray Di�raction (XRD) experiments have been conducted in

the special, 17ml �ow-reactor setup that has been installed at the ID03 beamline
of the European Synchrotron Radiation Facility (ESRF), especially for surface X-
ray di�raction under catalytic conditions[22]. �ese experiments reveal which
structural components, e.g. metal or oxide, are present.�e same setup has been
used to perform Grazing-Incidence Small-Angle X-ray Scattering (GISAXS) mea-
surements on the Pd particles, which provides information on the average spatial
arrangement of individual particles and is sensitive to the presence of e.g. core-shell
structures[140].
A direct, real-space view of Pd nanoparticles under reaction conditions has

been obtained with two in-situ microscopy techniques. We have conducted in-
situ, non-contact Atomic Force Microscopy (AFM) experiments, using the new
ReactorAFM setup with its 0.5ml reactor volume, described in detail in chapter
2 and ref. [46]. �ese observations give information on the irreversible changes,
such as ripening or sintering, and on reversible changes in the shapes and heights
of the nanoparticles during reaction oscillations.�e AFM observations have been
complemented by extensive high-pressure TEM observations, where we have made
use of the especially developed nanoreactors, which we also used in chapter 6 and
which are described in refs. [13, 23].�e experiments were performed at 300 keV
using an FEI Titan microscope at Del� University of Technology.
For the X-ray and AFM experiments, the nanoparticles had to be supported

on a �at substrate. Samples with well-de�ned densities, (100/ µm2 for the AFM,
700/ µm2 for the X-ray experiments), of size-selected Pd particles generated using
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a spark discharge method (average diameter of 6 nm for AFM and 15 nm for the
X-rays) supported on a �at α−Al2O3 substrate, were kindly provided by Dr. M.E.
Messing and Prof. K. Deppert and co-workers from Lund University in Sweden[40].
For the TEM experiments the nanoreactor was loaded with palladium nitrate salt.
A�er oxidation with O2 at 300○C and reduction by H2 at 500○C, Pd nanoparticles
had formed with sizes ranging from 5 to 50 nm.
Like the X-ray �ow-reactor setup, the ReactorAFM operates in �ow mode using

a combination of mass �ow controllers and back pressure controllers, typically
operating with residence times of 5 to 20 seconds. �e X-ray �ow reactor has
an adjustable leak to the UHV system which also contains the quadrupole mass
spectrometer (QMS), resulting in gas composition measurement without any delay.
For the ReactorAFM, the gas analysis is performed downstream by a (QMS-based)
T100 analyser fromLPM[120].�is con�guration introduces a delay of a few seconds,
but does not su�er from a loss in time resolution, thanks to the small volume of the
input stage of the T100 analyser. However, the �ow through a TEM nanoreactor is
too small to be controlled with a commercial �ow regulator, and the nanoreactors
have been operated by de�ning a certain pressure of a gas mixture at the inlet and
feeding the outlet directly into the di�erentially pumped ultra-high vacuum system
(UHV) of a T100 analyser. Because of the micrometre-scaled dimensions of the
nanoreactor, the pressure drops completely to zero over the length of the reactor, and
the �ow through the reactor can be handled directly by a turbomolecular pump.�e
second turbomolecular pump on the UHV system maintains the optimal working
pressure for the QMS.�e large volume of the capillary from the nanoreactor to
the gas analyzer compared to the �ow results in a time resolution for gas detection
of approximately 30 s.

7.3 Results and discussion

In this section the experimental results are presented. We start with the crystal-
lographic information derived from the XRD experiments. A�er addressing the
particle shapes with TEM and AFM, we analyse the GISAXS patterns to obtain
a detailed view of the rearrangement of the Pd nanoparticles during the catalytic
reaction oscillations.
Although the di�erent experimental techniques have been applied under dif-

ferent conditions, all data have been obtained close to the metal/surface oxide
boundary, as indicated in �gure 7.1.

7.3.1 X-ray diffraction

�e upper panel of �gure 7.2 shows the periodic variations in the CO2 and CO
partial pressures during spontaneous reaction oscillations on size-selected 15 nm Pd
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Figure 7.1. Experimental conditions of all experiments reported in this chapter, expressed
in terms of the chemical potentials of carbon monoxide and oxygen.�e three greylevels
indicate three of the phases of a Pd(100) surface in contact with CO and O2, as calculated
using DFT by Rogal et al[141]. Since a nanoparticle exposes multiple di�erent facets, it is to
be expected that the phase boundaries for a nanoparticle system will be in slightly di�erent
positions.�e phase boundaries will also shi� and blur because of the CO oxidation reaction
itself[142].�e two triangles correspond to observed reaction oscillations, indicating that
these points are near a phase boundary, whereas only microscopy images but no reactivity
data could be obtained for the cross markers.

particles on α−Al2O3 in the 17ml XRD �ow cell.�e nanoparticles were exposed to
a constant gas �ow of 60mln/min consisting of CO, O2 and Ar, at partial pressures
of 9, 210, and 281mbar respectively.�e sample was heated at constant power to a
temperature of about 588K.�e XRDmeasurements that were taken simultaneously
with the mass spectrometry data exhibited periodic variations in the di�raction
intensities at angles corresponding to either the crystal structure of metallic Pd
or that of PdO.�ese variations were out of phase with each other; when the Pd
signal was high, the PdO signal was low and vice versa. �ese oscillations were
fully synchronised with those in the CO and CO2 partial pressures. Figure 7.2
shows that the high-reactivity phase coincided with the presence of the oxide.�e
sample temperature varied in response to the changes in the turnover rate, since CO
oxidation is an exothermic reaction.�e oscillations had a period of a few minutes,
depending on the temperature, and could be sustained inde�nitely within the time
scale accessible in our synchrotron experiments.�e presence of the X-ray beam
only quantitatively a�ects the oscillations: without the beam the oscillation period
is a factor 2 longer and the amplitude of the temperature variations increases by
50%.
In addition to XRD, GISAXS experiments have been performed. Figure 7.2

shows that also theGISAXS signal varied synchronouslywith the reaction oscillation.
�ese variations will be addressed in more detail in section 7.3.4.
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Figure 7.2. Spontaneous reaction oscillations observed using X-ray scattering.�e upper
panel shows the CO andCO2 partial pressures as a function of time.�emiddle panel shows
(a low resolution measurement of) the sample temperature.�e gas feed was kept constant
at 9 mbar CO, 210 mbar O2, and 281 mbar Ar at a total �ow of 60mln/min, and the sample
heater was operated at a constant power (its value was adjusted slightly around t = 20 000 s).
Note that the absolute value of the partial pressures of CO and CO2 contains an error due
to varying background level for these gases in the mass spectrometer. �e amplitude of
the oscillations in these signals is not a�ected by this.�e lower panel shows the periodic
intensity variations in three di�erent X-ray signals: the metal Pd peak at the 2θ = 17.6○
di�raction angle, the oxide PdO peak at 2θ = 15○ (see also �gure 7.3), and the integrated
intensity from a region in a series of GISAXS patterns (see �gure 7.8). A high metal intensity
is correlated with a low turnover rate, whereas a high oxide intensity correlates with a high
turnover rate. Also the changes in the GISAXS signal are synchronised with the reaction
oscillations.
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Figure 7.3. X-ray di�raction patterns of the Pd nanoparticles in three di�erent mixtures
of O2 and CO at a total pressure of 200mbar and a temperature of 375○C.�e CO and O2
partial pressures in mbar are indicated in the legend, the rest of the atmosphere consisted of
argon.�e patterns are o�set by 10 a.u. for clarity.�e peak at 2θ = 17.6○ corresponds to the
(111) re�ection of metallic Pd, 2θ = 15○ corresponds to the (101) re�ection of the oxide PdO.

7.3.2 Transmission electron microscopy

In-situ TEM has been used to obtain a direct view in real space of Pd nanopar-
ticles during oscillations in CO oxidation at atmospheric pressures and elevated
temperatures.
In the employed con�guration of nanoreactor gas lines, QMS system and vac-

uum pumping, the residence time of gas in the 0.4 nl reactor was less than 1ms,
and the sensitivity of the reaction product detection was su�cient to measure CO
conversion, although the time resolution was only about 30 s, due to di�usive mix-
ing of the gases between reactor and mass spectrometer. In addition to reactivity
measurements, the TEM nanoreactor allows sensitive calorimetric measurements
with a time resolution of 0.5 s, and this was our primary detection method for
the oscillations.�e reactor was operated at constant temperature using an elec-
tronic feedback circuit, and since the CO oxidation reaction is exothermic, the
high-reactivity regime corresponded to lower power input from the sample heater,
while the low-activity regime corresponded to higher heating power.
When operating at elevated temperature, there were large temperature gradients

in the region around the electron-transparent windows that need to be taken in
consideration. Measurements on an earlier version of the nanoreactor[143] and
simulations on the current version[118] showed that when operating the heater at a
setpoint of 723K, the center of the heated region was typically 50K hotter, while
the electron-transparent windows, which are situated near the edge of the heated
zone, were typically 100K colder than the value measured from the resistance of
the heater.

�e nanoreactor was loaded with 5 to 50 nm nanoparticles, as described in
section 7.2. When exposing these particles to a mixture of 33mbar CO and 217mbar
O2 at temperatures near 400○C, spontaneous reaction oscillations occured as can

83



400

401

402

403

Te
m

p
er

at
u

re
 (˚

C
)

17.00

17.05

17.10

17.15

17.20

P
o

w
er

 (m
W

)

0 50 100 150 200

Time (s)

10−8

10−7

Io
n

 c
u

rr
en

t 
(A

) O2

CO2

CO

Figure 7.4. (Upper panels) TEM observations during reaction oscillations, 98 × 98 nm2
�eld of view.�e �rst image was taken in the low-reactivity regime, and the second image,
which was taken 3 s later than the �rst, was taken in the high-reactivity regime.�e third
image shows the di�erence image (a�er dri� correction) between the �rst and second image,
with the inset indicating in blue the particles that were in focus, and in red the particles
on the other window of the nanoreactor that were out of focus. (Middle panel) Sample
temperature and required heating power. A�er both temperature steps, the system exhibited
a �nite number of reaction oscillations, as can be read o� from the heating power variations.
(Lower panel) Mass spectrometry signals.�e time resolution of the gas detection system
was not good enough to resolve the oscillations, even though the partial pressures of CO
and CO2 do re�ect the average e�ect of a burst of oscillations, at t = 40 and t = 120 s.
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Figure 7.5. Bulk oxidation of Pd particles in 250mbar O2 at 400○C, imaged with 30 e/Å
2s.

A single oxidation front passed through both particles. Note the reduced contrast a�er
oxidation due to the lower density of PdO with respect to that of pure Pd. Each image
measures 33 × 44 nm2.

be seen in the time dependence of the heater power shown in �gure 7.4.
In contrast to the X-ray experiments, the oscillations could not be sustained for

prolonged times. A�er the oscillations started, either spontaneously or triggered by
a small temperature increase in the order of 1 K, the system continued oscillating
for at most several minutes. Typically, the period of the oscillations continuously
increased from 2 to 15 seconds over the course of 10 to 100 periods, before coming to
a halt in the low-reactivity regime. We attribute the shorter period and the reduced
lifetime of the oscillations compared to those in the SXRD reactor to the higher
temperature in the TEM experiments, as the processes that determine the time
scale of the oscillations (for the Pd(100) surface these were the roughening and
annealing), are likely to take place at a faster rate at the higher temperature. Also
the wider particle size distribution could play a role, as these processes might come
to a halt earlier on small particles causing the system to switch to the other regime.
Figure 7.4 shows two TEM images of Pd particles in a downstream window,

taken in consecutive low- and high-reactivity phases.�e di�erence image shows
absolutely no features above the noise. �is shows that the TEM images cannot
resolve any changes in the particle morphology. Due to the low signal-to-noise ratio
of the particles on the speckled background (from the amorphous SiN nanoreactor
windows), and due to the Fresnel scattering halo around each particle perimeter,
the e�ective resolution in our images was limited to values not better than 0.5 nm
for metallic Pd, and 1 nm for PdO, due to its lower density.

�e images in �gure 7.4 have been taken with an electron �ux of 30 e/Å2s.
Higher current densities have been observed to inhibit bulk oxidation of Pd, but we
have veri�ed that at the current density of our experiment the Pd particles could
oxidise completely in pure oxygen (�gure 7.5).
Due to the existence of large temperature gradients in the reactor, it is possible

that the region imaged in these experiments was actually not participating in the
reaction oscillations. �e central hot region might have been oscillating, while
the particles downstream of the hot zone and (which experience nearly the same
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gas conditions but are at 100-150○C lower temperature), might have behaved di�er-
ently. Unfortunately, there were no electron-transparent windows in the hot zone.
Also, no di�erence has been observed between particles in windows upstream and
downstream of the hot zone.

7.3.3 Atomic force microscopy

Whereas TEM gives high-resolution cross-sectional information on the nanopar-
ticles, height information is mostly inaccessible. In addition, the Pd particles in
the nanoreactor were supported on the SiN windows, while Al2O3 has been used
as the support for the Pd particles in the XRD and GISAXS measurements. We
have used the ReactorAFM, introduced in chapter 2, to obtain in-situ real-space
observations on a sample of Pd particles similar to the one used for the XRD and
GISAXS measurements, but with a smaller particle diameter of 6 nm and lower
coverage of 100 particles/ µm2. Unfortunately, due to this low Pd coverage it was not
possible to measure the turnover rate with mass spectrometry. Calorimetry was also
not possible because of the large thermal mass of the sample and sample mounting
structure compared to the heat of reaction.�erefore, we cannot be sure whether
the reaction was oscillating under the conditions of our AFM observerations.
Figure 7.6 shows an ensemble of Pd particles imaged by non-contact AFM in

two di�erent atmospheres and at high temperatures, in both cases close to the
phase boundary between metal and surface oxide (�gure 7.1). For these images, the
rms-roughness of the line pro�les on the Al2O3 substrate was taken as a measure
for the vertical resolution, and this was found to be 0.2 nm. Within this margin, the
particle heights did not change when the atmosphere was changed.�e horizontal
resolution was limited due to convolution of the particle contours with the tip shape,
therefore a systematic analysis of the lateral particle shape has not been attempted.
Summarizing the real-space observations of TEM and AFM, it can be concluded

that the particles remained largely unchanged. In particular, we can conclude that
the particles did not get fully oxidised under reaction conditions. Neither have
other e�ects such as fragmentation, clustering, or particle migration been observed
as a direct consequence of the switch from one gas composition regime to the other.

7.3.4 Grazing incidence small angle X-ray scattering

�e GISAXS data have been obtained at the ID03 beamline of the ESRF operating
at 18 keV using a Maxipix 2D-detector. To optimise the signal-to-noise ratio the
GISAXS data have been averaged in the following way. GISAXS patterns have been
acquired continuously during several consecutive periods of the reaction oscillation.
Each period has beenmanually segmented into 12 sections, based on the phase of the
oscillation using the CO2 signal as reference and on the intensity in a 20-pixel region
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Figure 7.6.�e upper panels show 700 × 700 nm2 non-contact AFM images on size-selected
Pd particles supported on α−Al2O3, obtained at 475K and a total pressure of 1 bar. �e
coverage is about 100 particles/ µm2, but the particles are distributed inhomogenously over
the surface, giving rise to a higher coverage in the region imaged here.�e le� panels have
been obtained in a 1:3 Ar:O2 mixture, the right panels in a 10:1:30 Ar:CO:O2 mixture.�e
AFMwas operating in frequency modulation mode with a frequency shi� setpoint of +5Hz
and an oscillation amplitude of 5 nm.�e lower panels each show 30 horizontal line pro�les
from the regions indicated by the blue rectangles in the images, proving that the particle
height did not change.�e cross-sectional particle shape has not been analysed in detail, as
it is formed by the convolution of the tip shape with the particle shape.
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Figure 7.7.�e upper panel shows the GISAXS intensity integrated from a small region near
the Yoneda peak (see �gure 7.8 for details) versus time during �ve full oscillation cycles.�e
lower panel and the grey bands in the upper panel show how we have manually classi�ed
all GISAXS data into 12 epochs, 6 for the parts of the oscillation cycle during which the
GISAXS intensity increased, and 6 for the decreasing parts. In this way, the full data set
with multiple oscillations was averaged into a combination of 12 GISAXS patterns, with
good signal-to-noise characteristics, together covering the complete oscillation cycle.�ese
12 patterns were used for the subsequent analysis.

close to the center of the Yoneda peak in the GISAXS pattern.�is segmentation
is illustrated in �gure 7.7. All data within each segment (irrespective of the period
it belonged to) was taken together and averaged. Two horizontal lines from the
2D-detector (each line has a width of 0.05mrad) that cut through the Yoneda peak
(as indicated in �gure 7.9) were used for a detailed analysis as described below.

�e GISAXS pattern showed an intensity that was oscillating along q∥ in the
low-reactivity phase, and a more monotonic pro�le in the high-reactivity phase
(�gure 7.9).�is change in pro�le can be interpreted as a change in the abruptness
of the electron density pro�le as a function of radius (�gure 7.9).�e oscillations are
the result of a sharp transition in electron density from metal to vacuum, whereas
a broadening of this transition blurs these oscillations. �e broadening can be
caused by a less compact particle shape (i.e. facets rather than sphere), a wider
particle size distribution, or by the formation of a surface layer with a lower electron
density. From the GISAXS patterns alone it cannot be concluded which of these
three scenarios is at work.
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Figure 7.8. GISAXS data a�er averaging, (le� panel) in the high-reactivity regime (logarith-
mic colour scale), (middle panel) di�erence signal between the intensity in the low-reactivity
regime and that in the le� panel, (right panel) linescans through the GISAXS data in the
high- and low-reactivity regimes at the location indicated in the le� and middle panels.�e
blue and red curves are the theoretical �ts discussed in the text and explained in �gure 7.9.
�e crosses in the lower right of the two GISAXS patterns indicate the location of a 20 pixel
(5 ⋅ 10−5 steradian) region that was integrated to obtain the signal that is shown in �gures
7.2 and 7.7.

7.4 Model and interpretation

Having discussed the four sets of experimental data (section 7.3), we now combine
all evidence into a consistent model and test this model with numerical �ts to the
GISASX data in �gure 7.8.�ere were three competing scenarios for the changing
electron density pro�le. A changing particle distribution can be ruled out because
the changes were fully reversible (hence the oscillations), and the particle distri-
butions remained also unchanged in the TEM and AFM images. Also faceting
is not observed in TEM or AFM. On the other hand, the presence of a PdO ox-
ide was observed in the high-reactivity phase with XRD, in combination with a
reduced amount of metallic Pd.�e only con�guration that is consistent with all
these pieces of evidence is one in which an ensemble of relatively compact, metallic
Pd nanoparticles is changed into core-shell structures with a Pd core and a thin
palladium oxide shell, both under the in�uence of the deliberate changes in the
gas atmosphere (from reducing to oxidizing), and repeatedly during spontaneous
reaction oscillations. �e electron density of the oxide is lower than that of the
metal, hence the blurring of the electron-density pro�le at the particle-gas interface.
When the oxide shell is su�ciently thin, it should be hard to distinguish it in the
TEM and AFM images under reaction conditions.
For our numerical �ts, we modelled the Pd particles as truncated core-shell

spheres on a �at substrate.�e core was taken to be metallic (Pd), the shell to be
PdO, and the substrate was set to alumina (Al2O3). Only three degrees of freedom
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Figure 7.9.�e presence of the oscillations along q∥ in the line pro�les in �gure 7.8 corre-
spond to sharp transitions of electron density n from metal to vacuum (as sketched for the
pure Pd particle in the le� panel).�e blurring of these oscillations corresponds to a broader
electron density pro�le.�e electron density transition is in�uenced by particle morphology
(e.g. faceted versus spherical shape), particle size distribution, and chemical composition
(e.g. nPdO < nPd).�e model used to �t the GISAXS patterns is that of a spherical core-shell
particle on a �at Al2O3 substrate having a Pd metal core and a PdO oxide shell (middle,
right panels).�e �ts have been made assuming all variations in the electron density pro�le
can be attributed to changes in the thickness of the oxide shell, while all other parameters
(number of Pd atoms per particle, particle size distribution, truncation of sphere) have been
forced to adopt constant values throughout the entire oscillation period.

were le� in the �t, namely the oxide shell thickness, the total number of Pd atoms
per particle, and the parameter quantifying the truncation of the sphere (�gure 7.9).

�e GISAXS patterns were computed using a formalism for dilute core-shell
nanoparticles on a substrate, based on theDistortedWave BornApproximation[140].
In this approach, particles are treated individually, i.e. there is no scattering pro-
cess involving multiple particles. To verify that this approximation is appropriate,
scanning electron microscopy (SEM) images have been taken of a sample treated
similarly to the one analysed here, but with a SiO2/Si substrate. From these SEM
images, the interference function was calculated and this was found to be su�ciently
uniform to treat the particles independently in the GISAXS analysis.�e Si substrate
is not expected to give rise to a signi�cantly di�erent interference function than a
Al2O3 substrate, and the latter is di�cult to image with SEM.
We have developed special Python code in order to �t multiple GISAXS patterns

simultaneously, with several shared parameters. �is has enabled us to �t the 12
epochs in the average oscillation period in a single step, in which we only allowed
the thickness of the oxide shell to vary from epoch to epoch, while forcing the
number of Pd atoms per particle and the truncation of the sphere to adopt constant
values throughout the entire oscillation period. In this way, internal consistency
was ensured and convergence was facilitated, something that could not be done
with previously existing so�ware such as IsGISAXS[144].
Since the nanoparticles were not identical but varied slightly in size, each of

the three �t parameters was assumed to follow a Gaussian distribution. �ese
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Figure 7.10. Reactivity, GISAXS and XRD data presented over a single oscillation period.
Since it was not possible to acquire this complete dataset simultaneously, some curves derive
from di�erent periods while the system was oscillating. In particular, the gas composition
and sample temperature were measured simultaneously with the Pd metal XRD peak, while
the oxide XRD peak and the GISAXS signal were obtained separately. For the GISAXS �t
procedure, data from multiple oscillations have been averaged to increase the signal-to-
noise ratio (see �gure 7.7). To compensate for the slightly di�erent lengths of the periods,
the oxide signal has been scaled by 0.978 along the time axis, the GISAXS signal was scaled
by 0.789.�e apparent particle size from XRD was estimated from the Full Width at Half
Maximum (FWHM) of the Pd peak[145], assuming a perfect spherical shape.

distributions were approximated by seven points linearly distributed from µ − 2σ
to µ + 2σ and weighted by their relative values of the probability density function.
In this way, each simulated GISAXS pattern was constructed as the incoherent sum
of 73 patterns. A least-squares optimization was then performed on the 28 free
parameters (the number of Pd atoms and a sphere truncation parameter, which are
kept constant during the 12 phase segments, and a shell thickness for each of the 12
phase segments; all parameters have a mean and standard deviation).
Figure 7.8 shows that the simulated GISAXS patterns obtained with this opti-

mization procedure gave a good �t of the raw data. Figure 7.10 combines the XRD
and GISAXS data for an entire period of the spontaneous reaction oscillation.�e
GISAXS �ts are in excellent agreement with the XRD data. Both data sets show that
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the high-reactivity phase coincides with the presence of an oxide shell of approxi-
mately 1 nm thickness.�e corresponding decrease in metal core size, demanded by
the �t constraints, matches the decrease in scattering volume corresponding to the
reduction in Pd di�raction intensity, while the increase in PdO volume matches the
growth in PdO di�raction intensity. Independent con�rmation for the reduction of
the size of the Pd core during the high-reactivity phase comes from the increase in
angular width of the XRD peak from the Pd, which is a direct, inverse measure of
the average size over which the metallic component of each nanoparticle extends
(�gure 7.10, middle panel).
We were unable to get a good �t for the out-of-plane intensity pro�le of the

GISAXS patterns.�is could be due to an interface layer between the Pd particle
and the Al2O3 substrate[138].

7.5 Oscillation mechanism

�e periodic formation of the oxide shell seems to indicate a direct analogy to the
oscillations observed on the single-crystal surfaces of Pd. However, the observations
presented in this chapter provide no information on the feedback mechanism that
drives the oscillation on the nanoparticles. Surface roughness played the role of
“hidden parameter” on the single crystals, and the roughness-dependent stability of
the PdO was the non-linear component required for oscillation. By contrast, TEM
and AFM images showed no morphology variations on the nanoparticles. However,
roughness on a sub-nm scale, which should be the scale for a nm-thick oxide, would
be very di�cult to observe, given the resolution of the microscopy images under
high-pressure, high-temperature conditions. In addition, roughness can take several
forms, ranging from steps on nanoparticle facets (the direct analogue of roughness
on single-crystal surfaces), to intermediate surface orientations appearing between
the dominant (100) and (111) facets, up to a complete rounding of the particles and a
disappearance of the facets. Again, the TEM and AFM images can only be consistent
with very modest changes in particle morphology.
Apart from the scenario where roughness is the hidden parameter, we can think

of two other candidates for this parameter, although in both cases it is unclear
what the non-linear component would be.�e �rst scenario relates to the ongoing
discussion about the activity of the PdO, as it is well established that the presence of
the palladium oxide correlates with the high-reactivity phase[131, 146], but it is still
under debate whether the increased activity should be attributed to the oxide or the
oxide should be regarded as a mere consequence of the lower CO partial pressure
due to the increased turnover of CO by themetal phase[137, 141, 142, 147–150]. In the
latter case, the poisoning of the palladium particles could be the hidden parameter.
What speaks somewhat against this scenario is the observation in �gure 7.10 that
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during the high-reactivity phase neither the thickness of the oxide layer, nor the
total amount of PdO seems to increase, which is to be expected for this layer in the
self-poisoning scenario.�e second possibility for an alternative scenario could be
related to the formation of an interfacial PdO layer between the metal particle and
the Al2O3 substrate[138], which could have a large in�uence on the activity of the
system.

7.6 Conclusion and outlook

Spontaneous reaction oscillations occur during CO oxidation over Pd nanoparticles.
�ese oscillations are accompanied by the periodic formation and reduction of a
thin oxide shell on these particles. Further research is required to establish themech-
anism of the reaction oscillations. Improved resolution of the in-situ microscopy
techniques would be helpful, as this is required to reveal the small morphology
variations that probably occur and in�uence the stability of the oxide.�is would
establish a key piece of evidence in support of the nanoparticle analogue of the
mechanism found for single crystals[131]. Better resolution could be achieved by
more stable and sharper tips for the ReactorAFM, e.g. made from diamond[151],
and by better windows of the TEM nanoreactors, causing less electron scattering,
e.g. in the form of 2D-materials such as graphene[152].
Even though this work adds to the debate on the activity of PdO, it cannot

pinpoint the cause of the high activity during the presence of the oxide. Recent
theoretical work is close to addressing this question for the �at surfaces[142, 149].
�e observations presented in this chapter show that this issue is also relevant for
nanoparticles, and thus for more realistic catalytic systems.
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Samenvatting

Deze samenvatting is toegankelijk voor een breed publiek. Er zijn daarom vrijwel

geen bronvermeldingen opgenomen. De wetenschappelijk geı̈nteresseerde lezer wordt

verwezen naar de Engelstalige introductie in hoofdstuk 1.

Aan het begin van de twintigste eeuw raakten twee nieuwe richtingen binnen de
natuurwetenschappen in een stroomversnelling. De ontdekking van een proces om
kunstmest temaken, hetHaber-Bosch proces, markeert de start van de grootschalige
chemische industrie. En na de uitvinding van de gloeilamp blijkt dat er nieuwe
natuurkunde begrepen moet worden om betere peertjes te kunnen maken. Op het
eerste gezicht zijn dit ontwikkelingen die niks met elkaar te maken hebben, maar
nu, honderd jaar later, kunnen nieuwe technieken deze twee onderzoeksgebieden
samenbrengen. Dit kan verrassende inzichten opleveren, en dit proefschri� draagt
daar een steentje aan bij.
In 1909 ontdekte Fritz Haber een manier om stikstof uit de lucht om te zetten

in ammonia, een basisingrediënt voor kunstmest. Samen met Carl Bosch schaalde
hij dit in een paar jaar tijd op tot een industrieel proces en veroorzaakte daarmee
een revolutie in de landbouw. Momenteel is de productie van kunstmest verant-
woordelijk voor 1% van het wereldwijde energieverbruik en zorgt het gebruik ervan
voor een derde van de wereldvoedselproductie. Het Haber-Bosch proces, vernoemd
naar de uitvinders, was de eerste grote toepassing van katalyse, een type chemische
reacties waarbij een bepaalde stof (de ‘katalysator’) meedoet maar niet verbruikt
wordt. Tegenwoordig vormt katalyse de basis van bijna alle grootschalige chemische
processen, bijvoorbeeld bij de productie van kunststo�en en brandsto�en, en vindt
het ook toepassing dichter bij huis in de autokatalysator voor de zuivering van
uitlaatgassen.
De opkomst van de gloeilamp zorgde voor een andere belangrijke ontwikkeling.

Een gloeilamp bestaat uit een dun draadje, dat zeer heet wordt (2000 tot 3000○C)
doordat er een elektrische stroomdoorheen loopt. Hierdoor gaat het draadje gloeien
en dit gee� licht. In lucht gaat zo’n gloeidraadje direct kapot, doordat het reageert
met zuurstof. De innovatie van de gloeilamp is dat je het gloeidraadje beschermt
met een glazen bolletje, waar je zoveel mogelijk lucht uit haalt door het vacuüm
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Figuur 1. Radiopionier Guglielmo Marconi (rechts) op bezoek bij Irving Langmuir (mid-
den) in zijn lab bij General Electric, met links GE-directeur William R. Whitney[154].
De rechter�guur toont een oude gloeilamp met een gloeidraadje van koolstof[155]. De
levensduur van de lamp is beperkt doordat het koolstof uit de draad langzaam verdampt en
op het glas neerslaat, waardoor het draadje steeds dunner wordt en uiteindelijk breekt.

te zuigen. De levensduur van een gloeilamp hangt voor een belangrijk deel af van
wat er precies gebeurt met het gloeidraadje en het restje lucht dat nog in de lamp
zit. Irving Langmuir is dit systematisch gaan onderzoeken bij lampenfabrikant
General Electric. Hij ontdekte o.a. dat je beter een beetje edelgas in de gloeilamp
kunt hebben dan een restje lucht. Met zijn werk hee� hij de basis gelegd van de
oppervlaktefysica, het vakgebied dat zich tot op de dag van vandaag bezig houdt
met o.a. metaaloppervlakken en de interactie van gassen daarmee. In 1932 kreeg
Langmuir de Nobelprijs voor de Scheikunde voor zijn bijdragen op dit gebied.
Deze twee ontwikkelingen hebben meer met elkaar gemeen dan misschien

op het eerste gezicht duidelijk is, want in feite gaat het in beide gevallen over de
wisselwerking tussen metalen en gassen. Een katalysator bestaat namelijk vaak uit
een heel �jn metaalpoeder. De deeltjes in dit poeder zijn tot eenmiljoen keer kleiner
dan een millimeter en worden nanodeeltjes genoemd. Het poeder wordt verspreid
over een poreus keramisch materiaal om te voorkomen dat het samenklontert. Deze
keramische drager wordt samengeperst in korrels en wordt dan in grote reactorvaten
gestopt. De grondsto�en voor de reactie worden als gas of vloeistof door de reactor
geperst en stromen langs de katalysator, meestal bij temperaturen van een paar
honderd graden. Als je de juiste katalysator bij de juiste omstandigheden gebruikt
komt er aan de andere kant van de reactor het gewenste product uit.
De kern van zo’n katalyseproces is de wisselwerking tussen gas (of vloeistof)

en metaalpoeder, en dit is precies het onderwerp dat Irving Langmuir bij de gloei-
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Figuur 2. Katalyse op industriële schaal. Links een aantal katalysatoren; te zien zijn de po-
reuze keramische korrels die gëımpregneerd zijn met heel kleine metaaldeeltjes[156]. Rechts
de reactorvaten van een PVC kunststo�abriek, die zijn gevuld met dit soort korrels[157].

lampen bestudeerde. In een industrieel katalyseproces komt echter nog veel meer
kijken (Hoe moet zo’n reactor er uit zien, welke vorm van de keramische korrels
werkt het best, hoe snel moet alles door de reactor stromen? Enzovoort), maar de
belangrijkste vraag — wat gebeurt er precies rondom de metaaldeeltjes — is voor
de meeste katalyseprocessen nog niet beantwoord.

Nieuwe ontwikkelingen na een eeuw aan onderzoek

De afgelopen honderd jaar is geprobeerd antwoorden op de laatste vraag te vinden.
De moderne aanpak, van bijvoorbeeld de laatste twintig jaar, maakt gebruik van
nanotechnologie, waarmee het mogelijk is om individuele atomen en moleculen (de
bouwstenen van alle materialen, en chemische en biologische sto�en) te bekijken
en te manipuleren. Dit is zeer succesvol geweest en hee� kennis opgeleverd over het
gedrag op de atomaire schaal van een heel scala aan materialen. Dit soort experi-
menten vindt plaats onder zeer precies gecontroleerde, ideale omstandigheden met
complexe apparatuur in een laboratorium. Het is heel moeilijk om op basis daarvan
een beeld te vormen wat er gebeurt onder veel agressievere omstandigheden zoals
in een reactorvat. En dat is juist informatie waar de chemische industrie veel aan
zou hebben.
Het werk dat in dit proefschri� beschreven wordt is een balanceer-act tussen

twee benaderingen: aan de ene kant wil je geweldig gedetailleerde informatie krijgen,
die eigenlijk alleen bij model-omstandigheden te verkrijgen is, aan de andere kant
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wil je dit doen onder relevante condities, dus niet te ver gëıdealiseerd. Wereldwijd
zijn er diverse universiteiten bezig om nieuwe meettechnieken hiervoor te ontwik-
kelen of bestaande technieken aan te passen. Zo ook aan de Universiteit Leiden,
waar een groot deel van dit proefschri� tot stand is gekomen. Verder hebben we
nauw samengewerkt met de TU Del�, waar men voorop loopt op het gebied van
extreem kleine chemische reactoren die in een elektronenmicroscoop passen. Tot
slot hebben we experimenten gedaan bij de European Synchrotron Radiation Faci-
lity (ESRF) in Grenoble, Frankrijk. In dit Europees onderzoeksinstituut wordt een
deeltjesversneller gebruikt om zeer intense röntgenstraling te maken, waarmee je
vervolgens allerlei bijzondere experimenten kunt doen.
Aan de Universiteit Leiden hebben we ’s werelds eerste atomaire-kracht-micro-

scoop (AFM) ontworpen en geconstrueerdwaarmee je tijdens een chemische reactie
zichtbaar kunt maken wat er gebeurt. Atomaire-kracht-microscopen gebruiken
een heel scherp naaldje om lijn voor lijn een oppervlak af te tasten. Door de kracht
te meten tussen het naaldje en het oppervlak kun je een plaatje maken waarop de
individuele atomen in het oppervlak te zien zijn. Dit type microscoop is zo’n 30
jaar geleden uitgevonden, maar de ontwikkeling richtte zich tot nu toe ofwel op
geweldige prestaties onder ideale omstandigheden (bijvoorbeeld met steeds meer
detail individuele atomen a2eelden), ofwel op gebruiksgemak voor een breed scala
aan eenvoudigere metingen (bijvoorbeeld voor gevoelige krachtmetingen aan biolo-
gische moleculen). Hoofdstuk 2 beschrij� de ReactorAFM, de microscoop die wij
ontwikkeld hebben voor de katalyse-metingen (AFM staat voor atomic force micro-
scope). De ReactorAFM levert geweldige prestaties onder omstandigheden die heel
veel lijken op de woeste omstandigheden in de chemische industrie. Gebruiksgemak
is natuurlijk geen vereiste als je grenzen wilt verleggen...
Apparatuur is tegenwoordig nietmeer los te zien van so�ware omdie apparatuur

aan te sturen en om meetgegevens te verwerken. Hoofdstukken 3 en 4 beschrijven
computerprogramma’s die we ontwikkeld hebben en die nu een vast onderdeel
geworden zijn van respectievelijk het katalyse-microscopie-lab in Leiden en de
ID03 bundellijn van het European Synchrotron Radiation Facility.
Het tweede deel van dit proefschri� gaat over het toepassen van dit soort nieuwe

meettechnieken om meer begrip te krijgen over twee chemische reacties, die beide
plaatsvinden in een autokatalysator. Sinds het begin van de jaren negentig zit in elke
Europese auto een katalysator, die er voor zorgt dat de gi�ige sto�en in de uitlaat-
gassen omgezet worden in minder schadelijke sto�en. Dit hee� enorm bijgedragen
aan het verbeteren van de luchtkwaliteit in de grote steden. De autokatalysator pakt
drie soorten vervuilers aan: onvolledig verbrande koolwatersto�en, diverse stikstof-
oxiden, en koolmonoxide. Hoofdstukken 5 en 6 gaan over NO, een stikstofoxide,
en hoofdstuk 7 gaat over koolmonoxide of CO. Uit deze hoofdstukken blijkt dat de
balanceer-act van onze ontwikkeling van nieuwe apparatuur goed hee� uitgepakt,
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en dat we hierdoor unieke informatie hebben kunnen krijgen.
Hoofdstuk 5 beschrij� wat er gebeurt als een heel zuiver en supervlak stukje

platina blootgesteld wordt aan NO en waterstof (H2). De omzetting van het gi�ige
NO naar het onschadelijke stikstof of N2 is tamelijk complex, omdat er niet één
reactie speelt maar meerdere, die elkaar ook nog eens tegenwerken. Voor je het
weet, zet je NO om in ammonia, en dat is net zo slecht voor het milieu als NO zelf.
Daar komt bij dat NO ook allerlei materialen aantast en zomaar onderdelen van je
meetopstelling kapot kan maken. Desondanks hebben we met de röntgenstralen
van de ID03 bundellijn in Grenoble kunnen zien dat het vlakke platina-oppervlak
opbreekt in kleine facetten die zo’n 10 graden scheef staan ten opzichte van het
oorspronkelijke oppervlak. De oorzaak hiervan is de grote hoeveelheid NO die
aan het platina hecht, waardoor het oppervlak bëınvloed wordt. In hoofdstuk 6
gebruiken we de Del�se elektronenmicroscoop om te kijken naar platina nanodeel-
tjes. Van zichzelf hebben platinadeeltjes een geometrische vorm met zeer rechte
zijkanten, een beetje zoals een voetbal gemaakt is van verschillende vlakjes leer.
Met de elektronenmicroscoop zien we dat de rechte zijkanten verdwijnen als er
NO op het oppervlak komt, en ze worden vervangen door een gekromd oppervlak.
Dit is vergelijkbaar met wat we het hoofdstuk ervoor beschreven: vlakke platina
oppervlakken verdwijnen onder invloed van NO, en we schrijven dit dan ook toe
aan hetzelfde e�ect van het aanhechtende NO.
In hoofdstuk 7 wordt beschreven wat er gebeurt als CO en zuurstof (O2) bij zo’n

400○C in contact komen met nanodeeltjes van het metaal palladium. Het resultaat
van deze reactie is dat het gi�ige CO wordt omgezet in het veel minder schadelijke
broeikasgas CO2. Maar wat nog niet bekend was, is dat als de hoeveelheden CO
en O2 een bepaalde verhouding hebben, de katalysator dan vanzelf heen en weer
schakelt tussen twee toestanden. Dit soort ‘oscillaties’ zijn bekend in allerlei chemi-
sche systemen, maar waren nog niet eerder ontdekt in deze speci�eke combinatie
van CO, O2 en palladiumdeeltjes. Wat echter nog veel bijzonderder is, is dat het
ons ook gelukt is om een belangrijk stuk van het mechanisme van de oscillaties te
begrijpen. Het blijkt dat in de ene toestand de palladiumdeeltjes een dun oxide-
huidje hebben, en dat de deeltjes dan heel e�ectief zijn in het omzetten van CO.
Op een gegeven moment verdwijnen de oxidelaagjes en zijn de palladiumdeeltjes
weer gewoon metaal; ze zijn dan veel minder e�ectief in het omzetten van CO. Dit
hebben we kunnen concluderen door metingen uit Leiden, Del� en Grenoble te
combineren: de microscopie in Leiden en Del� liet zien dat de vormveranderin-
gen van de palladiumdeeltjes heel subtiel waren, en daardoor wisten we hoe we
de röntgenmetingen uit Grenoble moesten interpreteren en hebben we kunnen
aantonen dat de ultradunne oxidelaagjes een rol spelen.

De laatste drie hoofdstukken laten heel duidelijk zien dat het gebruik van één
meettechniek maar beperkt informatie oplevert, en dat de belangrijke inzichten
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komen door het combineren vanmeerdere technieken. Individueel zijn de gebruikte
meettechnieken al bijzonder omdat ze het beste van twee werelden combineren,
de katalyse plus de oppervlaktefysica. Maar echt krachtig wordt het als meerdere
van dit soort technieken gecombineerd worden. Het vergt enige organisatie om
voldoende expertise over de verschillende vakgebieden samen te brengen, maar het
resultaat is grensverleggend onderzoek en unieke informatie.
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