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ABSTRACT

A spectrum of = Sco with continuous coverage from 1003 to 1172 A and a resolution 4/AA > 1.3 x 10° was
recorded by an objective-grating echelle spectrograph on a sounding rocket. In addition to numerous atomic
lines the spectrum shows 70 absorption features from the Lyman and Werner transitions of interstellar H, in
rotational levels J =0 to J = 5. Initially, for J = 3, 4, and 5 and part of the J = 2 profile, we assumed that
the absorption profiles were perfectly resolved and derived optical depths as a function of velocity from lines
of differing strength. In turn, for each J level we constructed composite column density profiles after we nor-
malized the optical depths according to line strength and superposed them. In the best cases, such profiles
covered a dynamic range of 100. The profiles for all J levels are centered at a heliocentric velocity of —17.4
km s™! and show no systematic velocity difference in excess of 1 km s™! with increasing J. Their shapes are
very nearly Gaussian with a one-dimensional rms velocity dispersion ¢ ~ 3 km s~*, but with a slight decrease
in ¢ going from low to high J.

From small, systematic differences in the inferred N(H,) as a function of velocity reconstructed from strong
and weak lines, we conclude that, contrary to our initial assumptions, not all of the structures in the profiles
for various J levels were resolved by the instrument. The behavior of the shifts is consistent with the overall
profiles being composed of nearly symmetrical, tightly packed assemblies of about seven unresolved com-
ponents. Each fomponent has a width about as narrow as that arising from pure thermal Doppler broadening
(b~08kms™1).

The relative overall column densities in the higher J levels of H, are consistent with a theoretical model
where these states are populated by optical pumping through the Lyman and Werner transitions, powered by
ultraviolet radiation from nearby stars which create a flux approximately 4 times the mean interstellar value.
To explain the slight narrowing of the high-J profiles, we propose that small clumps of H, at radial velocities
some 5-8 km s™! from the core of the profile seem to be exposed to a pumping flux roughly 10 times lower
than that for the (low-velocity) material near the profile’s center. In a simple picture where all of the H, is in
one general location, we envision a swarm of cloudlets where the more rapidly moving parcels are confined to
the center and are thus shielded by the H, absorption line opacity of the surrounding material. There is evi-
dence that a shock may have overtaken the clouds several million years ago; this event may have created and
subsequently dispersed high-velocity clouds at the edge, but such clouds may still be trapped in the center of

the complex by the overlying, low-velocity material.

Subject headings: interstellar: molecules — stars: individual (n Sco) — ultraviolet: spectra

I. BACKGROUND

From 1972 to 1980, the spectrometer on the Copernicus
satellite recorded far-ultraviolet spectra of hot stars, yielding a
vast array of important absorption features arising from the
interstellar medium. Many of these lines gave us our first
insights on the abundances, ionization, kinematics, and excita-
tion of certain atoms and molecules in space. Technological
advances in UV photon sensors now allow us to operate with
an enormous improvement in efficiency over the scanning pho-
tomultipliers assembled for Copernicus in the late 1960s; with a
small instrument aboard a sounding rocket, we return to the
lucrative spectral region below 1150 A to study in greater
detail the broad assortment of H, and atomic lines.

In the Copernicus era, the absorption lines in the Lyman and
Werner systems of H, were exploited to indicate not only how
much of this most abundant molecule in space is present
(Bohlin, Savage, and Drake 1978) but also the relative
occupations in different rotational states (Spitzer and Cochran
1973; Spitzer, Cochran, and Hirshfeld 1974; Morton 1975;
Morton and Dinerstein 1976). These populations indicated
local gas densities and temperatures and the rate of ultraviolet

pumping of rotational levels (Black and Dalgarno 1973, 1977;
Spitzer and Zweibel 1974; Jura 1975a, b). In some contexts, the
presence of absorptions from excited J levels with small veloc-
ity displacements can signal the energizing of H, by interstellar
shocks (Aannestad and Field 1973; Draine and Katz 1986).
Spitzer and Morton (1976) pushed very near the limits of
attainable signal quality of Copernicus in a concerted effort to
unravel the velocity structure within the instrumentally
blended profiles of the higher rotation lines of H,. Their goal
was to differentiate between two proposed explanations for the
slight increases in line width with higher J noted earlier by
Spitzer, Cochran, and Hirshfeld (1974) for H, near very lumin-
ous stars. On the one hand, newly created H, molecules might
have much of their formation energy converted to large trans-
lational and rotational energy as they left the grains. Since
high-J molecules have relatively short radiative lifetimes, they
cannot couple by collisions with other particles. Hence their
large random velocities would be preserved, and their contri-
butions on top of radiatively pumped molecules would lead to
a simple broadening of the absorption, when compared with
the lower J profiles. On the other hand, contributions of
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shock-excited molecules to the quiescent high-J H, would
produce, in most instances, a velocity shift in addition to the
broadening. The data of Spitzer and Morton did indeed show
such shifts, thus supporting the latter interpretation.

An important motivation for studying the absorption lines
of H, at higher resolution is to investigate more carefully the
changes in velocity structure with J, since the effect studied
earlier was at the threshold of detectability for Copernicus.
Snow, McClintock, and Voels (1988) used a sounding-rocket
payload to record some Lyman band absorptions toward ¢
Sco with a resolving power in wavelength superior to that of
Copernicus, and they found no velocity shifts for different J
(their signal quality was not sufficient to measure small differ-
ences in width). To investigate the issue still further, we record-
ed a spectrum of = Sco at an even higher velocity resolution.
To our surprise, the data indicate a progression of velocity
widths with increasing J which runs opposite to the trend
found in the earlier investigations, i.e., the lines become slightly
narrower for higher rotational excitations (see § IVf). This
finding, along with evidence for a clumpy structure in the gas
(§ IVd), forces us to consider an entirely different theoretical
interpretation (§ V) based on changes in the optical pumping
rates for different parcels of gas. Atomic lines observed in our
spectrum of 7 Sco are only mentioned in passing (§ ITIf); a
detailed treatment will be given in a subsequent paper.

II. SPECTROGRAPH PAYLOAD

The H, profiles toward = Sco were recorded by the Inter-
stellar Medium Absorption Profile Spectrograph (IMAPS)
sounding-rocket payload. This instrument is an objective-
grating, echelle spectrograph which was configured to record a
far-UV spectrum of a point source at a resolving power
roughly 10 times that obtained by the high-resolution scanning
photomultiplier (U1) in the spectrograph of the Copernicus
satellite. We summarize below the basic properties of IMAPS
and how it operates; a far more detailed discussion has been
presented by Jenkins et al. (1988).

A principal feature of the instrument’s design is that it has
only two reflecting surfaces and contains no transmission ele-
ments in either the optical train or the detector. This simple,
all-reflective configuration allowed IMAPS to function with
good efficiency in the wavelength region of the H, Lyman and
Werner absorption lines. The optical layout is illustrated in

Vol. 343

PHOTOCATHODE

MULTI-GRID

OFF—-AXIS PARABOLIC
CROSS DISPERSER

Fi16. 1.—Schematic depiction of the IMAPS optical design. A mechanical
collimator with a stack of grids containing a waffle pattern of apertures
restricted the field of view to 1°. The large incidence angle of the echelle (63°)
and long focal length of the cross-disperser (1800 mm) result in a high disper-
sion in the focal plane: each 30 um pixel on the CCD subtends a AA = 1/
240,000 (or a Doppler shift of 1.25 km s~ 1).

Figure 1, and Table 1 lists some fundamental instrumental
parameters.

The first element in the system is a mechanical collimator
which uses a stack of grids to restrict the field of view to a 1°
circle. This restriction is needed to eliminate confusion from
nearby stars in the sky. After passing through the collimator,
the parallel wave front from the target star hits the echelle
grating and then is diffracted toward a focusing cross-disperser
grating. An image of the spectrum is formed inside the detector
on an opaque KBr photocathode which is on a smooth sub-
strate 1.5 cm in diameter. A photocathode of this sort should
have a quantum efficiency of about 70% in the wavelength
range of interest (Carruthers and Opal 1985). Electrons emitted
by the photocathode are accelerated by an 18 kV electrostatic
field and focused magnetically within the detector’s image
section, whereupon they directly bombard a thinned, back-
illuminated CCD. Each electron impact creates several thou-
sand secondary electrons which enable the single photoevents
to be identified when the CCD signal is read out.

One dimension of the detector’s active area gathers a
sequence of echelle orders spread by the cross-disperser from

TABLE 1
INSTRUMENT PERFORMANCE PARAMETERS

Parameter

Value

Area of entrance aperture .........................o.eeua...

Effective area of the entire instrument
(area of entrance aperture times the

product of all component efficiencies) .......................
Image Format .....................ci

Angle subtended by each pixel ..........................
A subtended by each pixel ...................ocoinll.
Free spectral range of each order ...............................
Order separation ...............cc.eueieeniniininiiinininan....
Secondary electron yield for each photoevent .................
rms readout noise in each pixel .......................c.ol.lL.
Dark current at 20°C ..........coiiiiiiiiiiii

3.8 cm?

320 x 256 30 um CCD pixels

(covers 1820” x 14'40” of the sky)
3745

/24 x 10°=125km s !

3.7 A for m = 238 to 5.5 & for m = 197
122 ym for m = 238 to 178 um for m = 197
2500 electrons

75 electrons

3000 electrons in each 1/15 s frame
8000 electrons®

* A special zero suppression of the signal prevents the dark current from consuming much of this dynamic

range.
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965 to 1175 A, but the other dimension can span only one-
fourth of the free spectral range of each order. To record a
continuous spectrum, we needed to expose four frames in
sequence, with a small change in the echelle grating’s tilt angle
for each exposure.

The CCD in the IMAPS detector is read out at a rate of 15
frames per second. Limitations in clocking pulse rise times,
together with restricted bandwidths in the telemetry and
recording equipment, prevented us from achieving higher
frame rates. Figure 2 (Plate 34) shows one of the 4316 frames
whose signals were co-added to produce the four final spectral
images shown in Figure 3 (Plate 35). The complete CCD
format of 256 lines, each with 320 pixels, was divided into 16
panels. This partitioning was a consequence of our require-
ment that the camera’s signal conform to the standard broad-
cast TV signal protocol so that the telemetry receiver output
could be recorded on an ordinary, consumer-grade video
recorder during the flight. A single CCD frame required 2
standard TV frame signals (i.e., 4 interlaced fields) for a com-
plete readout. Each broadcast line filled a line in one of the
panels; the borders between the panels were caused by the
pauses in readout during the horizontal and vertical retrace
times in a standard TV signal.

Small mirrors (area ~1 cm?) attached to the echelle grating
direct light from the target star onto an unruled portion of the
cross-disperser grating element. The beam of light is then
focused on the lower portion of the detector format to create a
bright, broad-band UV image of the star. For any single frame
of data, this image serves as an instantaneous position refer-
ence for the spectrum and allows us to compensate for changes
in rocket pointing (~1’ amplitude) when the intensities were
co-added from one frame to the next.

III. DATA

a) Observations

The spectrum of © Sco was obtained on NASA sounding-
rocket mission 27.082 UG, which was launched on 1985 April
20 at 0750 UT (LST = 14"38™). At this time, = Sco was at a
zenith angle of 66°. This star is a spectroscopic binary classified
as Bl V 4+ B2V, and it has a visual magnitude of 2.88 and a
B—V color excess of 0.08. The launch was timed to occur near
local midnight to minimize the diffuse background flux caused
by the geocoronal Lya emission. The payload was lofted to a
peak altitude of 264 km by a Black Brant rocket with a Nike
booster. The attitude control system acquired © Sco without
difficulty, but for some of the time the stability was substan-
tially worse than our specification of a maximum angular rate
of 15” per second of time. As a result, a small fraction of the
data frames had an image smear with a slightly curtailed wave-
length resolution. We obtained observing times of 69, 74, 90,
and 54 s for the echelle tilt positions 14, respectively, shown in
Figure 3. These observing intervals all occurred at an altitude
greater than 120 km. The optimum blaze angle for the echelle
grating was centered between positions 1 and 2, which
accounts for the fact that position 4 is relatively faint (to a
lesser extent, this also applies to position 3).

b) Frame Signal Integrations

After flight, each CCD image frame recorded on tape was
digitized by having the video cassette recorder operate in a
freeze-frame mode during playback. The signal from the
recorder was sent to a Colorado Video digitizing and frame
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storage unit, which was connected to a VAX 8200 computer at
Princeton. Some of the frames we recorded were transmitted
before and after the detector’s high voltage was activated on
the flight. Appropriate averages of these frames were used as
templates for the CCD dark current pattern and were sub-
tracted from the active data frames before they were combined.

When the rocket pointing changes, the spectrum and the
broad-band reference image move together. This similarity of
movement is the result of the small angle of diffraction at the
cross-disperser and our having the incidence and diffraction
angles at the echelle equal.’ After subtracting the dark current
pattern, we added the frames in computer memory with x and
y pixel address offsets which matched the respective locations
of the reference star image. Instead of using the intensity cen-
troid or median to indicate this position, we evaluated least-
squares solutions for the offsets of the measured profiles with
respect to very accurate template profiles of the star images.
From short-term fluctuations in the perceived positions, we
estimate that we achieved an accuracy of about 4 CCD pixel or
better. The spacing of intensity bins in the computer was
1 pixel in x (along the echelle dispersion direction) and 1 pixel
iny.

In addition to compensating for movement of the spectrum
caused by changes in rocket pointing, we also artificially
moved the x reference point with time, to correct for changes in
the Doppler shifts of the lines caused by the projection along
the line of sight of the Earth’s gravitational acceleration of the
payload. The total change in radial velocity from the beginning
to the end of the observing interval was 1.23 km s~! for the
target zenith angle of 66°.

A few picture elements immediately adjacent to the borders
of the panels (and the timing signals) in Figure 2 were con-
sidered unreliable and thus were discarded. The gaps associ-
ated with the borders lose their identity in the composite
picture (Fig. 3) because changes in rocket pointing caused them
to shift relative to spectrum image coordinates. Mild irregu-
larities in the image are evident at locations where the dwell
time for a border was high, owing to possible time-dependent
systematic errors and the greater relative noise caused by lower
effective exposure times.

The composite exposures for positions 3 and 4 show three
equidistant bright streaks running horizontally (coinciding
with the panel borders). We believe that these streaks are
caused by sporadic instabilities in the beginning and ending
signal baselines within the frame-digitizing equipment. Spec-
tral information in echelle orders adjacent to the streaks
should be disregarded, or at least should be treated with great
caution.

¢) Background Determinations and Extraction of Spectra

Superposed on the spectrum was a smoothly changing back-
ground of photoevents produced by scattered light from the
gratings and a diffuse Lya background from the geocorona.

1 The correspondence of motion is not exact. Strictly speaking, for a given
translation of the reference image perpendicular to the echelle orders, the
spectrum moves an additional one-fourth of this amount along the echelle
orders. This mild cross-coupling of the x and y displacements is caused by
changes in the cos o term of the grating equation, where o is the angle of the
beam above and below the equator perpendicular to the echelle rulings (¢ =
3°5). Other than this effect, the motions of all parts of the spectrum and the
reference image are coincident. (A correction for this cross-coupling was
applied to translations of the entire image; since this correction is inapprop-
riate for the reference images, they appear to be elongated in Fig. 3.)
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The intensity of the background ranged from about 1 times the
continuum level at the longest wavelengths to about twice the
continuum at A ~ 1000 A. Background levels were evaluated
from the mean interorder intensities on either side of a given
order, after being convolved by a window function 60 pixels
long with a smooth taper at each end. Corrections for some
spillover of adjacent spectral orders into the interorder regions
amounted to about 20% of the full intensity. The deep, saturat-
ed lines in Figure 4 indicate that the subtracted backgrounds
were usually correct, but occasionally errors amounting to
about 20% of the local continuum can be seen.

Spectra were extracted with a uniform slit function which
had a height of 4 CCD pixels, a width of 1 pixel, and advanced
1 pixel for each step along the spectrum. We had considered
using a weighted, optimum sampling technique along the slit
to increase the signal-to-noise ratio, in the manner described
by Horne (1986). However, the crowding of adjacent orders
prevented us from sampling very far into the wings of each
order’s vertical spread. As a consequence, we calculated that
we could enhance the signal-to-noise ratio by only about 2.5%,
even if the background counts were twice as large as the con-
tinuum. This small a gain did not seem to warrant the extra
effort.

We believe that the principal source of vertical broadening
of the echelle orders came from astigmatism, rather than a
simple loss of focus or poor tracking of the rocket pointing.
Evidence to support this notion comes from the slanted
appearance of spectrum lines. Our extraction slit function in
the analysis program had a matching inclination, so that we
would not lose resolution.

Shear-type distortions in the image field mapping made the
orders appear skewed near the edges of the frames. We invoked
special corrections in the y motions of the sampling slit as it
moved along the spectrum in x to compensate for this effect.

d) Wavelength Calibration

Before attempting to derive the fundamental parameters
which governed the wavelength scale (e.g., reference locations
on the image, image rotation angle, incidence and diffraction
angles on each grating, etc.), we measured distortions in the
image scale produced by irregularities in the magnetic and
electrostatic fields in the image section of the detector. These
measurements were performed after the flight with the detector
in a laboratory vacuum tank. For this test, we installed a
special photocathode which was prepared with the active Csl
shadow-evaporated through a standard US Air Force Resolv-
ing Power Test Target lying on the substrate. A picture of this
pattern was recorded by the detector when the photocathode
was exposed to a uniform illumination from a UV lamp. For
our study of image mapping, we compared actual locations of
various sides of bars within the pattern to their respective
apparent positions in the detector’s output image. Over a verti-
cal span equivalent to 40 echelle orders, the horizontal scale
changed by 0.5%.

We used the wavelengths and measured positions of moder-
ately strong H, absorption lines to define the free parameters
in the grating equation. We calculated laboratory wavelengths
of the H, transitions by subtracting the observed energy levels
given by Dabrowski (1984). For each grating-tilt setting we
could solve for all of the unknowns using the x-values for two
lines, provided that they were reasonably different from each
other. To minimize the possible influence of asymmetric pro-
files or velocity shifts from one J level to another, we attempted

to work with lines from a single J that had similar strengths.
The best collection of lines which satisfied this condition all
came from the J = 3 level; however, we were forced to have
one of the lines in position 1 arise from J = 4, since the only
suitable J = 3 lines in the field had x-coordinates which were
nearly the same. In retrospect, it seems that our precautions in
choosing lines were not necessary, since there seems to be no
coherent change in velocity across J levels or from weak to
strong lines. H, lines which were actually used for deriving the
wavelength scale are flagged in Tables 4 and 5 (see notes).

In addition to the H, lines, we were able to use very sharp
lines from the three levels of fine structure of O 1in the Earth’s
upper atmosphere. A narrow, weak line from telluric N 11is also
evident, just to the right of the strongest member of the triplet
at 1135 A (of interstellar origin). These atmospheric features,
summarized in Table 2, not only served to check the deriva-
tions of relative scales using interstellar H, features but also
provided an absolute velocity reference. We calculated that the
Earth’s rotation and orbital motion should shift the telluric
lines to a heliocentric velocity of 16.49 km s~ 1.

¢) Wavelength Resolving Power

Since telluric lines are narrow, they represent the best choice
for determining the velocity resolution of our spectrum. If we
assume that the dimensions of the telluric O 1 profiles are the
narrowest possible, i.e., perfectly box-shaped with widths equal
to their equivalent widths, we find that the instrumental profile
of IMAPS on this mission had a width of 2.4 km s~ ! (FWHM).
However, this figure is actually only a lower limit for our per-
formance, for if the real telluric profiles had a slightly larger
intrinsic width, one would conclude that our resolution was
even better. The steepness of the edges of the interstellar N 1
lines confirms the resolving-power determination from the tel-
luric lines.

f) General Features of the Spectrum

The rotational velocity of m Sco is rapid enough (v sin
i = 100 km s~ 1) to smear out stellar features and create, at our
resolution, a gently undulating continuum against which we
can view the much sharper interstellar features. Most of the
lines which are visible in Figure 4 are Lyman and Werner band
transitions from various rotational levels of interstellar H, in
its lowest vibrational state. So far, for H 1 regions we have
identified features caused by such atoms and ions as C 1, C 11,
N1, OLPn Cly Cli, Fe m, and Ar 1. There seem to be two
distinct H 1 regions along the line of sight to 7 Sco, as evi-
denced by the double lines of N 11 near 1085 A. Lines from S m
and excited fine-structure levels of N 11 can be seen only for the
region with the larger positive velocity, however. In accord

TABLE 2
TELLURIC ABSORPTION LINES

Heliocentric

A Echelle Echelle Velocity

Absorber A) Position Order (kms™1)
or* ......... 1027.4307 1 220 156 + 0.5
Or** ........ 1028.1571 1 220 156 +£ 0.5
Or1 .ovennne. 1039.2304 3 217 159 £ 0.3
Oor* ......... 1040.9425 2 217 17.1 + 0.1
Or** ... 1041.6876 1 217 16.1 + 0.1
N1 .. 1134.9803 2 199 16.8 + 0.3

NoTE—O 1 wavelengths from Moore 1976; N 1 wavelengths from
Moore 1975.
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with previous findings from a survey by the Copernicus satel-
lite, the line of sight toward = Sco has an unusually low column
density of O vI; we cannot see any features at 1032 or 1037 A.
About 15 absorption features in the spectrum are yet to be
identified.

IV. DATA ANALYSIS

a) Redeterminations of Backgrounds

As mentioned earlier (§ ITlc), background calculations which
were made automatically by the extraction program were not
consistently accurate. As we focused on the spectra near the H,
lines, we found it necessary to refine the zero-intensity base-
lines before we undertook further analysis. Our preferred
approach was to make the zero-intensity levels agree with the
bottoms of well-resolved, saturated absorption lines (for either
the line under question or some very nearby one). When this
was not possible, we defined a zero such that the equivalent
width W, of the H, line agreed with the curve of growth of lines
from the same J level in the Copernicus observations of inter-
stellar H, toward = Sco reported by Spitzer, Cochran, and
Hirshfeld (1974). The precision of the backgrounds in Coper-
nicus spectra was substantially better than that obtainable
here.

The rms changes needed to redefine the zero levels from the
originally created baselines equaled 0.16 times the local contin-
uum for the different regions centered on the H, lines listed in
Tables 3-6. Along with each new zero level, we estimated an
uncertainty in the result. The rms uncertainties also turned out
to be 16% of the respective continua. The most difficult back-
ground appraisals were for weak lines which were well isolated
from other absorption features. For these lines, however, errors
in the background were not of great importance.

Since the background determinations for some cases made
use of information in the Copernicus data set, we must not
overlook the fact that for some W, values, results from the two
surveys are not genuinely independent. It is reassuring to note
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that for lines whose backgrounds were defined without refer-
ence to the results of Spitzer, Cochran, and Hirshfeld (1974),
our results were in satisfactory agreement with theirs.

b) Measurements of H, Lines

For each H, absorption line, we defined a continuum by
fitting a low-order polynomial to the nearby intensities which
were not obviously affected by an absorption line (except when
the line being measured and neighboring intensities were all on
a shallow wing of an adjacent, broad line). We then measured
the first 3 moments of the absorption feature (i.e., cW,/4, the
velocity centroid o, and the line’s second moment (v — 5)2).
Results for rotational excitations J = 2 to J = 5 are given in
Tables 3-6. Figure 5 shows a sampling of profiles from each of
the J levels. These examples are representative of cases with
relatively good signal quality (cf. error estimates in the tables).

The H, transitions listed in the tables are ranked according
to their respective values of log fA, taken from Morton and
Dinerstein (1976). The oscillator strengths listed in that paper
are from Allison and Dalgarno (1970) and have been corrected
wherever possible for nonadiabatic effects according to Ford
(1975). Unfortunately, no such correction factors are available
for the R(5) lines, so that the oscillator strengths for these lines
may be somewhat in error. However, since the observed
Lyman lines in this work involve upper levels v’ < 10, the
uncertainties are expected to be at most 20%.

We computed errors in the three profile moments using the
formulae in the appendix of Bohlin et al. (1983)* and combin-
ing the results in quadrature with the calculated values for
errors caused by baseline uncertainties. In each case, we evalu-
ated the local random noise level by measuring fluctuations of
the intensities about the defined continuum. We assumed a

2 The formulae account for errors from noise in the recorded intensities,
together with the lowest order of uncertainty in the position of a continuum.
Errors in the exact shape of the continuum are not calculated, however.

TABLE 3
H, LiNes From J =2
A Echelle Echelle cW, /A 7 {v — )2 m.ad.
Transition A) log f4 Position Order (kms™!) (km s™?) (km? s~ 2) (km s™1)
Lyman 0-0 PQ2® ...... 1112.496 —0.131 2 203 12.07 + 0.60 —17.43 +0.13 157+ 0.7 538 +0.34
Lyman1-0PQ2) ....... 1096.438 0.398 2 206 14.13 + 0.64 —17.27 £ 0.11 200+ 0.5 6.38 + 0.35
Lyman 1-OR(2) ....... 1094.245 0.604 3 206 14.60 + 2.01 —15.79 + 0.22° 193 + 09 6.46 + 0.74
Lyman 1-OR(2) ....... 1094.245 0.604 4 206 13.63 + 1.19 —18.57 + 0.18° 209 + 09 6.36 + 0.56
Lyman 2-0 PQ2)° ...... 1081.265 0.690 2 209 1491 + 0.60 —17.72 + 0.08° 227+ 04 691 + 0.25
Werner -0 P(2) ...... 1012.169 0.730 2 223 1542 + 2.16 —17.78 + 0.25° 188 +1.2 6.29 +0.74
Lyman3-0P(2) ....... 1066.900 0.865 1 212 16.56 + 0.73 —19.15 +0.13 29.1 + 0.6 7.78 + 0.40
Lyman2-0OR(2) ....... 1079.225 0.902 3 209 14.78 + 0.69 —18.34 +0.15 22.1+0.7 6.89 + 0.47
Lyman4-0PQ2) ....... 1053.284 0.966 4 214 17.39 + 1.40 —18.48 + 0.24° 317+ 13 8.05 + 0.78
Lyman 8-0 P(2)¢ ...... 1005.392 0.993 1 225 14.74 + 2.24 —16.38 + 0.40 221+ 18 6.80 + 1.32
Lyman7-0 P(2) ....... 1016.461 1.011 3 222 1484 + 1.78 —16.96 + 0.20 236 +09 6.65 + 0.68
Lyman 5-0 PQ2) ....... 1040.367 1.016 2 217 15.68 + 1.20 —16.89 + 0.30 248 + 1.5 7.29 + 091
Lyman 6-0 P2)* ...... 1028.105 1.029 1 220 19.02 + 1.52 —18.77 + 0.32 419+ 19 9.04 + 1.19
Lyman 3-0R(2) ....... 1064.995 1.080 2 212 17.28 + 0.69 —16.96 + 0.17 293+ 1.0 798 + 0.51
Lyman4-0R(2) ....... 1051.498 1.189 1 215 17.56 + 1.26 —17.84 +0.25 328+ 1.7 8.04 + 0.69
Werner -0 R(2) ...... 1009.024 1.221 1 224 19.27 + 1.94 —19.08 + 0.29 322+1.6 8.34 +0.89
Lyman 5-0R(2) ....... 1038.690 1.247 4 217 16.22 + 2.46 —16.80 + 0.51 20.6 + 3.3 739 +1.42

* Possible interference from C 1* at 1112.472 A (however, a line in the same multiplet from C141112.269 seems not to be evident).
® Line is located near the edge of the frame, hence its velocity may not be reliable.

¢ No continuum on the right-hand side (cut off by the edge of the frame).

¢ Recording of this profile is significantly inferior to others with comparable values of log f4. Omitted from Figs. 6 and 8.
¢ Possible interference from O 1* at 1028.145 A and/or O 1** at 1028.157 A (f = 0.02; this value is higher than those of O 1** lines in other

multiplets).
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TABLE 4
H, LiNges FrRoM J =3

A Echelle Echelle cW, /A b (v — b)? m.a.d.
Transition A) log f4 Position Order (kms™?) (km s™1) (km? s~2) (km s™1)

Lyman 0-0 P(3)* ......... 1115.896 —0.105 3 202 496 + 1.29 —12.89 +0.72° 95+32 3.39 + 1.96
Lyman 0-0 P(3) ......... 1115.896 —0.105 4 202 6.86 + 0.95 —16.87 + 0.24° 11.1 £ 0.8 4.10 + 0.66
Lyman0-O R(3) ......... 1112.584 0.055 2 203 8.63 + 0.40 —17.19 + 0.11 122+ 04 431+0.29
Lyman 1-0 P(3)° ......... 1099.787 0.422 3 205 10.19 + 1.05 —1582+0.18 10.8 + 0.6 4.46 + 0.61
Lyman 1-0 R(3)° ........ 1096.725 0.589 2 206 10.39 + 043 —17.60 + 0.09 139 + 04 4.86 + 0.28
Lyman 3-0 P(3)>¢ ...... 1070.141 0.887 2 211 12.88 + 0.71 —1692 + 0.11 16.7 + 04 579 +0.35
Lyman 2-0 R(3)° ........ 1081.711 0.887 1 209 12.93 + 0.57 —1699 + 0.13 189 + 0.7 581 +0.35
Werner 0-0 P(3)° ........ 1014.504 0.899 1 223 14.14 + 2.79 —17.62 +0.39 200 + 1.6 6.26 + 1.36
Lyman4-0P(3) ......... 1056.471 0.987 1 214 13.46 + 0.93 —18.06 + 0.16 17.6 + 0.7 5.89 + 0.54
Lyman 5-0 P(3)>f ....... 1043.503 1.036 4 216 15.09 + 1.40 —17.05 +0.16 239 +07 6.83 + 0.47
Lyman 6-0 P(3) ......... 1031.192 1.047 2 219 13.04 + 1.13 —18.09 + 0.31 177 + 1.7 591 + 091
Lyman 3-0 R(3)*® ...... 1067.478 1.066 4 211 10.80 + 2.43 —16.62 + 0.51 147 + 22 4.66 + 1.61
Werner 0-0 R(3)® ........ 1010.130 1.172 1 224 1391 + 5.87 —1544 + 1.12° 234 + 6.7 6.71 +2.35
Lyman 4-0 R(3)° ........ 1053.976 1.175 3 214 1391 + 146 —17.11 £ 0.32 214+ 1.6 6.36 + 093
Lyman 9-0 R3¢ ........ 995.972 1.205 1 227 12.28 + 8.40 —18.74 + 1.60" 133+ 64 6.16 + 5.90
Lyman 5-O0R(3) ......... 1041.158 1.232 2 217 14.47 + 0.67 —16.61 +0.14 193+ 0.6 6.55 + 0.44
Lyman 6-0 R(3)®% ....... 1028.986 1.260 4 219 14.79 + 2.52 —16.49 + 047 21.5+20 6.56 + 1.61
Lyman 7-OR(3Y ......... 1017.424 1.272 2 222 216.50 e . .

2 Profile very close to the left-hand edge of the frame; only the right-hand edge of the profile was included in Figs. 6 and 8.

® Line is located near the edge of the frame, hence its velocity may not be reliable.

¢ Line was used in the determination of the velocity scale (see § ITId).

4 Possible interference from Fe 11 at 1070.135 A (but the line should be well inside the H, profile).

¢ In the broad wing of the Lyman 7-0 P(1) profile, but the modified continuum is well defined.

f Possible interference from Fe i at 1043.486 A.

8 Recording of this profile is significantly inferior to others with comparable values of log f1. Omitted from Figs. 6 and 8.

! This velocity omitted from the average, since the error given here is significantly larger than the dispersion of the other velocities.
i May be contaminated by telluric O 1at 1028.870 A.

i Interference from the Werner 0-0 P(4) line on the far left-hand side; hence the profile is not complete.

TABLE 5
H, LiNes From J = 4

A Echelle Echelle cW, /A 0] (v —b)? m.ad.
Transition A) logf2  Position Order (kms™Y) (km s™1) (km? s72) (kms™1)
Lyman 1-0 P@4)* ......... 1104.084 0.432 4 204 2.58 + 0.85 —1641 + 0381 140 + 29 5.06 + 2.08
Lyman 1-OR@) ......... 1100.164 0.582 3 205 3.00 + 0.51 —16.32 + 0.47 93+ 15 3.66 + 1.61
Lyman 2-0 P4) ... 1088.795 0.724 4 207 3.63 + 0.61 —17.46 + 0.36 93+13 3.76 + 1.08
Lyman2-OR@) ......... 1085.145 0.881 2 208 553 + 1.16 —15.55 + 0.29° 100+ 1.1 410+ 1.01
Lyman3-0P4) ......... 1074.313 0.896 3 210 4.13 +0.36 —1791 £ 0.19 70+ 0.8 3.12 4+ 037
Werner 0-0 P(4)*° ...... 1017.385 0971 2 222 5.01 + 2.01 —16.83 + 0.81 41+37 192 +1.94
Lyman 4-0 P(4) 1060.581 0.994 2 213 448 + 041 —17.51 £ 0.21 93+ 07 3.62 + 0.86
Lyman 7-0 P(4)* ... 1023.436 1.014 1 221 5.64 + 1.32 —18.44 + 041 109 + 1.3 399 + 1.08
Lyman 8-0 P(4)* 1012.262 1.022 2 223 7.08 + 2.03 —17.52 £ 0.29 126 £ 09 4.67 + 1.09
Lyman 5-0 P(4)¢ ........ 1047.552 1.041 1 216 5.06 + 0.45 —17.19 + 0.20° 84 +0.7 3.30 + 0.63
Lyman 6-0 P(4) 1035.182 1.048 3 218 544 + 095 —1597 +£0.19® 7.6 +£ 0.6 3.36 +0.71
Lyman 3-0R(4) ... 1070.900 1.059 2 211 4.14 +0.28 —17.23 £ 0.14° 7.6 + 0.4 3.14 + 044
Lyman 4-0 R(4) 1057.380 1.170 1 214 6.32 + 0.71 —17.33 £ 0.21° 10.7 £ 0.7 3.83 +0.56
Werner 0-0 R@)* ........ 1011.814 1.181 3 223 6.36 + 1.71 —15.76 + 0.54 54 +31 347 + 1.30
Lyman5-OR@) ......... 1044.543 1.228 3 216 5.86 + 0.57 —16.80 + 0.15 74 +£ 0.5 327 + 048
Lyman 6-0R@) ......... 1032.350 1.257 1 219 6.83 + 1.01 —18.54 +0.29 105+ 1.0 3.68 + 1.02
Lyman 7-0 R@4)° ........ 1020.767 1.267 3 221 534 + 0.94 —17.44 + 0.31 35+1.2 2.66 + 0.81

® Recording of this profile is significantly inferior to others with comparable values of log f4. Omitted from Figs. 6 and 8.

b Line is located near the edge of the frame, hence its velocity may not be reliable.

¢ Located in the wing of the Lyman 7-0 R(3) absorption, hence not reliable.

4 Line was used in the determination of the velocity scale (see § I11d).

¢ Continuum hard to define on the left-hand side due to the presence of Fe 11 at 1020.722 A and Si 11 at 1020.699 A. Omitted from Figs. 6 and 8.
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TABLE 6
H, Lines FRoM J = 5
A Echelle Echelle cW,/A bl (v —v)? m.ad.
Transition A) logfA  Position Order (km s~ 1) (kms™Y) (km? s™?) (km s~ 1)
Lyman 1-0 R(5)* ........ 1104.548 0.537 4 204 —0.08 +0.39 e .
Lyman 2-0 P(5*® ...... 1093.955 0.729 4 206 0.79 + 0.39 —18.03 + 0.80 1.0+ 1.6 1.47 + 2.28
Lyman 2-0 R(5)* ........ 1089.513 0.832 3 207 —0.16 + 0.32
Lyman3-0P(5)* ......... 1079.400 0.900 3 209 1.66 + 0.32 —17.88 +0.37 56 +0.7 3.19 +£3.23
Lyman4-0P(5) ......... 1065.596 0.997 2 212 1.54 + 0.29 —16.84 + 0.38 52+08 2.78 + 1.01
Lyman 3-OR(5) ......... 1075.244 1.008 2 210 1.16 + 0.29 —16.82 + 0.47 3.0+09 190 + 1.71
Lyman 7-0 P(5)>¢ ...... 1028.248 1.011 1 220 1.42 + 0.59 —18.52 + 0.69 59+15 2.81 +2.34
Lyman 8-0 P(5)° ......... 1017.004 1.037 2 222 1.09 +0.74 —15.49 + 1.86° 55+6.0 1.70 + 2.13
Lyman 5-0 P(5) ......... 1052.497 1.043 1 215 093 +0.22 —17.04 + 0.39° 04+ 1.1 1.09 + 0.93
Lyman 6-0P(5) ......... 1040.059 1.046 3 217 1.16 + 0.23 —17.27 +£ 0.29° 31+09 2.16 + 0.89
Lyman 40 R(5)¢ ........ 1061.697 1.109 1 213 1.88 + 0.31 —17.01 + 047 77+ 1.6 3.53 + 141
Lyman 5-OR(5) ......... 1048.831 1.164 3 215 2.53 +£0.52 —1694 + 0.34 6.3 +0.7 3.06 + 1.01
Werner -0 Q(5) ......... 1017.831 1.381 2 222 3.88 + 0.68 —16.26 + 0.34 52+ 1.1 2.58 +0.74
* Absorption is too weak to give reliable profile imformation. Not included in Figs. 6 or 8.
® Possible interference from Fe 11 at 1093.954 A.
¢ Recording of this profile is significantly inferior to others with comparable values of log fA. Omitted from Figs. 6 and 8.
¢ Right-hand continuum has a strong line: telluric O 1** at 1028.157 A. Also, absorption by telluric O 1* at 1028.145 A may be a problem.
¢ This velocity omitted from the average, since the error given here is significantly larger than the dispersion of the other velocities.
f Line is located near the edge of the frame, hence its velocity may not be reliable.
# Probable interference from Fe 11 at 1061.684 A. A semiempirical f-value from Kurucz and Peytremann 1975 is 2.5 x 1075, so the line could
have a strength 20.0007 times as great as the absorption we see at 1096.886 A (see Fig. 4). While this H, profile appears to be of good quality, it is
not included in Figs. 6 and 8.
400 —F—FF1T—"T—"—"1— —— coherence length for the noise fluctuations equal to the width
300 E 3 of 1.5 CCD pixels (i.e., 1.9 km s *).? For lines with good signal-
- ~ to-noise ratios, errors in the velocity centroids are governed
200 = primarily by high-order distortions in the image scale which
100 E 3 were not corrected. Likewise, errors in the second moments are
E = probably dominated by uncertainties in continuum curvature
0 3 or the presence of inconspicuous absorption features. These
300 N T T T T S A T S R S N o= effects are not included in the formal errors listed in the tables.

200

100 Lyman 3-0 P(3)

300 H——+—+—+—+————————+—+—+

IIIII|I|IIII|III

200

100

100

—20 0
Heliocentric Radial Velocity (km s ')
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FiG. 5.—Samples of intensity plots for H, absorption lines from 4 different
J levels. The sample points are spaced 4 CCD pixel apart. In each case we
show the assumed levels for the continuum (dashed lines) and redefined zero
baseline (straight, solid line flanked by dashed lines showing the adopted error
estimates for the zero levels; see § IVa).

One should also note some special warnings stated by Bohlin
et al. about the reliability of even the formal error figures. Thus,
probably the most reliable assessment of errors for ¢ and
{v — ©)* would be an analysis of the variance in the results for
groups of lines near each other in the tables. The formal errors
should serve as a guide on the importance of noise processes
and how they differ from one case to another.

An alternative, more robust method of measuring the width
of an absorption profile is to calculate the median absolute
deviation (m.a.d.) away from the profile’s median velocity
(Mosteller and Tukey 1977). Measured values of the m.a.d.
and their estimated errors are given in the last columns of the
tables.

While many H, features from J=0 and J=1 were
observed, the profiles were so broad that it was difficult for us
to improve on the results of Savage et al. (1977), who derived
column densities for H, in the lowest two rotational levels by
finding the best correspondence between the profiles recorded
by Copernicus and theoretical ones for different N(H,). Because
of uncertainties in baselines (see § Illc) and continua over the
relatively large wavelength intervals, we report here only the
measurements of v, so that they can be compared with those we

* An analysis performed later showed that this assumed value for the coher-
ence length of errors was too large; a length of 1 CCD pixel seems more
correct. Hence the true errors shown in Tables 2-7 are slightly smaller than
those listed. The benefits from retroactively recomputing the errors did not
seem large enough to justify the substantial effort required. The appraisal of
the errors listed in Table 8 (see § IVf) assumed that statistically independent
readings were 1 CCD pixel apart.
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obtained for higher J. The entries in Table 7 show that the
errors in b for J < 2 are relatively large.

¢) Velocity Centroids for Different J

Values of v listed in Tables 3—6 seem not to show any steady
trends as the lines become stronger, even though the profiles
are slightly asymmetric (see Figs. 6 and 8). Hence the standard
errors s; are a reasonable measure of the true errors in our
line-position measurements. Table 7 displays the straight aver-
ages of v for each J level. We felt that it was inappropriate to
use a weighted average, with weights proportional to the
inverse squares of the formal (noise-related) errors, since the
latter were generally much smaller than the standard errors of
the samples. (Only two lines listed in the tables had formal
errors which were significantly larger than s;, and these cases
were not included in the averages.) Errors given for v are
simply n~}/2s;, where n is the number of v entries considered in
the average.

The results in Table 7 indicate that we cannot see any con-
vincing difference in the radial velocity of H, from one J level
to the next. This conclusion provides a constraint for interpre-
tations which might invoke an interstellar shock as a source of
rotational excitation, provided that the shock is not moving
transversely to the line of sight.

d) Profile Shapes

There are two important qualities in our observations of H,
toward 7 Sco by IMAPS which make it appealing to study the
structures of the velocity profiles. First, the instrumental profile
is distinctly narrower than even the unsaturated H, lines (with
the possible exception of the lines from J = 5). For instance,
the m.a.d. for the weaker telluric absorption features (e.g., those
of O 1*¥) is of order 1.5 km s™*!, compared with 3.4 km s~ ! (a
weighted average) for the entries in the top half of Table 5. This
difference gives us at least a superficial indication that we have
resolved the velocity structure (but see a later discussion of this
issue). The second important property of our spectrum is that
many absorption lines of different strength were recorded from
individual J levels. Lines shown in the tables have log f4 values
which span about 1 order of magnitude. This selection allows
us to consider a very generous range in N(H,) per unit velocity
without our having to interpret portions of the profile which
are either badly saturated or buried in the noise. For our best
example, J = 3, our composite result spans a factor of 100 over
different parts of the column density profile.

If we assume that the profiles are perfectly resolved by the

instrument, we can convert the recorded intensities I into
optical depths T = — In(I/I,,,) as a function of velocity. In the
four panels of Figure 6 we have plotted the optical depths for
different lines on a logarithmic scale for J levels 2-5. These
plots depict only parts of the profile where 0.10 < I/I_,, <
0.90, except for J = 5, where we permitted absorptions as small
as I/I_,,, = 0.975 to be shown. In every case, we added 14.576
and subtracted a transition’s log f4 to convert log 7 to a scale
representing log N(H,) per unit velocity interval.

Each profile was shifted horizontally in the plot by a small
amount, so that its median intensity was at a velocity of
—17.44 km s~ 1. This adjustment, never more than about 2 km
s™!, was designed to reduce the changing velocity offsets
caused by the uncorrected systematic errors in our wavelength
scale (see § I1Id). In principle, there may be ways in which this
procedure could give some misleading general conclusions,
since information in the profile itself is used to govern the
magnitude and direction of the correction. However, it is
reassuring to note that the dispersions of the velocity correc-
tions do not vary significantly from one J level to another: for
the profiles exhibited in Figures 6a—6d the rms shifts were 0.94,
0.66,0.76, and 0.58 km s~ !, respectively.

At first sight, the nearly parabolic shapes of the profiles seem
to indicate that the H, molecules have projected velocity dis-
tributions which are close to being Gaussian (see § IVf).
Indeed, the widths of the distributions are approximately con-
sistent with the b-value of 3.8 km s~! derived by Spitzer,
Cochran, and Hirshfeld (1974) from their composite (standard)
curve of growth for several J levels. This simple interpretation
seems to be flawed, however. For J = 2 and J = 3 the inner
portions of the profiles from strong transitions (shown by the
boldest markers in the figure) seem to contradict the determi-
nations, at the same velocities, for the amount of N(H,) per
unit velocity from the much weaker transitions (i.e., the profiles
delineated by small dots). This effect seems to be absent for
J =4 and J =5, presumably because the absorptions are
never very strongly saturated.

It is tempting to think that the differences in the rescaled
optical depths on the sides of the strong and weak absorption
features could be caused by the appearance of damping wings.
The effect works in the right sense, since the upper levels for
stronger lines have generally longer lifetimes than those for the
weaker transitions that we observed. However, the magnitude
of the difference is not correct. At any particular velocity dis-
placement from the line’s core, the effective 7 is proportional to
A%yf. If damping wings were the only source of opacity, vertical

TABLE 7
AVERAGES OF VELOCITY CENTROIDS FOR ABSORPTION PROFILES

Average Heliocentric v S5
J (kms™Y) (km s~ 1) Lines Considered in Average

[\ T —173+18 3.6 Lyman 0-0, 1-0, 2-0, and 4-0 R(0)

| DU —184 412 2.1 Lyman 0-0 R(1), 1-0 R(1), and 2-0 P(1)

2 —17.66 + 0.28 0.96 All entries in Table 3 except those identified
with note b

3 —17.09 + 0.18 0.64 All entries in Table 4 except those identified
with notes b and h

F: S —17.24 + 0.25 0.85 All entries in Table 5 except those identified
with note b

S s —1743 4+ 0.26 0.69 All entries in Table 6 except those identified

with notes e and f
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F1G. 6.—Superposition of velocity profiles of H, in the lowest vibrational state with rotational quantum numbers J ranging from 2 to 5 (a-d), derived from the R
and P branch members of Lyman (and a few Werner) transitions listed in Tables 3-5 with different vibrational quantum numbers v’ for the upper electronic state.
These curves were derived by converting relative intensities above background into optical depths, assuming that the curves were perfectly resolved. (The disparity
between strong and weak lines for J = 2 and J = 3 shows that this assumption is incorrect, however; see § IVe). Before they were plotted, the curves were translated
vertically by an amount 14.576 — log fA to convert log 1 to log N(H,) per unit velocity interval.
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displacements in the plots would equal changes ~0.2 in log Ay
from the strong to weak lines, a value considerably less than
the perceived differences in log t/fA.

In principle, we could explain the persistent disparity
between strong and weak lines if the estimated background
baselines were consistently lower than the real levels of zero
intensity in the spectrum. For our data, however, this interpre-
tation will not work. We would need to raise the background

well above a profile’s observed central intensity in order to
make the inferred optical depth on the sides increase by the
amount required to resolve the discrepancy.

A more elaborate explanation of the problem might be to
propose that the IMAPS instrumental profile consisted of the
principal, narrow spike on top of a broad shoulder caused by
small-angle scattering of light by the echelle grating. The effect
of this extra scattering contribution in most places would be to
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raise the overall background, but there would be no noticeable
effect on wavelength resolution. If the characteristic width of
the shoulder were wider than the weak H, lines but not the
strongly saturated ones, there would be an anomalous depres-
sion of the generally high background level immediately near
the core of a strong line. If we used the observed intensity at the
bottom of the line to define a background and then assumed
that the level somewhat removed from this core was
unchanged, we would underestimate the optical depth along
the edges of the line. This error, in effect, could produce the
strange behavior we see in Figures 6a and 6b. Fortunately, this
perverse instrumental problem does not seem to apply to our
observation of = Sco. The sharp, boxy appearance of the inter-
stellar N 1 lines at 1134-1135 A assures us that there is no
scattering component whose width would be about right to
make this particular process work. While the H, lines in our
study occur at shorter wavelengths, we do not expect an appre-
ciable increase in scattered light, since the intensity either
should be independent of the grating order m or should scale
with m?, depending on the source of such scattering (Meyer
1949).

There is an alternative to the viewpoint that our back-
grounds are in error. We can propose that our spectrum is not
really resolving the finest details in the structures of the pro-
files. Indeed, we believe this is the most plausible explanation
of our problem. Suppose that, instead of the regularly shaped
profiles depicted in Figure 6, we had real velocity profiles
which consisted of tight clusters of very narrow spikes not
resolved individually by IMAPS. If the intensity contrast
between the peaks and valleys of these unresolved features
were large, our optical depth plots would not correctly rep-
resent the smoothed optical depths. For the transitions with
low f-values, however, optical depths would be approximately
correct because the logarithmic conversion from relative inten-
sity levels of weak absorptions would be nearly linear.

e) A Model for Fine Structure

To show that the above explanation based on unresolved
velocity structure is reasonable, we constructed a hypothetical
model of a complex profile and demonstrated that our instru-
mental smoothing could produce the observed behavior for the
strong and weak J =2 and J = 3 lines of H,. To create the
roughly parabolic shape for the observed smoothed profiles,
we constructed a symmetrical array of seven narrow com-
ponents, each of differing amplitude, clustered in a manner
resembling fingers on a hand. Strictly speaking, the model
proves only the existence of an explanation for the profiles we
recorded. While we could not defend the uniqueness of this
model in a rigorous manner, we nevertheless found that it was
difficult to propose variants without violating some aspect of
the observed profiles.

The misrepresentation of optical depths after smoothing
should obviously become worse as the velocity dispersions b of
the fingers decrease. However, it is not physically realistic to
have their characteristic b smaller than the thermal Doppler
broadening for the gas’s temperature. By comparing the
column densities of H, in the J = 0 and J = 1 states, Savage et
al. (1977) derived a rotation temperature of 81 K. This rotation
temperature is strongly coupled to the kinetic temperature
through exchange reactions with free protons which convert
ortho-hydrogen to para-hydrogen and vice versa (Dalgarno,
Black, and Weisheit 1973). As a start, we adopted a b-value of
0.82 km s~ ! for each finger, a dispersion which corresponds to
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the 81 K temperature. We discovered that we could not repro-
duce the magnitude of the disparity between strong and weak
lines near the wings of the profile if the b were uniformly this
large, however. Thus, for some of the H, toward = Sco, in
particular the components with the largest velocity displace-
ments from the core of the complex, we needed to lower the
assumed velocity dispersions (and temperatures). To compen-
sate for this change and maintain the proper overall ortho to
para ratios, we raised the temperatures of the middle three
components.

After some experimentation, we arrived at the following
relative positions and column densities for the seven com-
ponents in the J = 3 state. The strongest component had 39%
of the material, and it was located at the center of the complex.
This principal feature was flanked on both sides by three other
components: one component at 2.5 km s~ ! with a 26% portion
of the total, another at a distance of 5 km s~ ! with 4.2%, and
finally a component at 7.5 km s~ ! contributing only 0.6%. The
middle three components had b =091 km s~ !—a Doppler
spread equivalent to having T = 100 K, while the b-value for
the four outermost profiles was set t0 0.70 km s ! (T = 60 K).

Figure 7 exhibits a simulation of the analysis used to
produce plots of the character shown in Figure 6, but with the
model array of profiles instead of real data. The dashed line
shows the result we would have obtained if our resolution were
as good as 3 CCD pixel (0.625 km s~ !), while the topmost solid
line shows the result of solving for t(v) using intensities which
have been convolved with a Gaussian function having a
FWHM = 2.4 km s~ ! (from § ITle). Recalling that the presen-
tation is logarithmic, we can see that this solid line depicts with
reasonable accuracy a smoothed version of the original profile.
Up to this point, we are working with a group of lines which is
not very strong (largest 7, = 1.0).

We now repeat the analysis of smoothed data, but with an
ensemble whose 7’s are uniformly stronger by a factor of 10,
thus simulating what we would obtain with a molecular line
having a larger transition probability. This result is again
plotted in Figure 7, but with a downward vertical offset of 0.5
which duplicates our —log fA corrections in Figure 6. This new
curve now falls slightly below the first curve. It would have
fallen on top of the curve for the weaker line were it not for the
error caused by our deriving 7(v) in a simpleminded fashion for
partly saturated components whose intensities have been
smoothed. In accord with our qualitative expectation in this
study, we can see that now the average optical depths are
underestimated. The behavior for profiles created from suc-
cessively stronger lines (again, with multiplicative increments
of 10°-%) is also shown in Figure 7 (lower solid lines).

The weakest lines observed for J = 3 have log fA ~ 0 and an
apparent maximum log N(H,) = 10**#° cm~2 (km s~ !)" L. In
Figure 7 this condition corresponds to a curve midway
between the first and second lines at the top, since the apparent
7o is 10%-27. At the other extreme, the strongest lines have log
Jf4 ~ 1.25, and they should match the third lowest line in Figure
7. At 6 km s~ ! away from the center of the line cluster, the
disparity between the two curves equals 10°-28. This difference
is about equal to the vertical distance between the lightest and
boldest curves in Figure 6b at heliocentric velocities of —23.4
and —11.4 km s~ '. Even larger differences are seen for J = 2
because the optical depths are greater at these velocity points.
Thus, we have shown quantitatively that we can synthesize a
model for a complex velocity distribution for the H, which
duplicates the disparity in our constructions of column density
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FiG. 7—Expected outcome for the model cluster of narrow profiles defined in § IVe, assuming that the absorption features were smeared by the (worst case)
IMAPS instrumental profile, converted to 7(v), and then plotted in the manner of Fig. 6. The dashed line shows what we would have obtained if our resolving power
were perfect, except for the binning of intensities in individual cells (=% CCD pixel in width). The topmost solid line shows how this profile is altered by smoothing,
while the remaining solid lines apply to absorption lines which are successively stronger in T by logarithmic increments of 0.5 dex. The artificial vertical translations
of the curves to reverse these logarithmic changes would have made the solid curves coincident with each other, were it not for the corruption of ¢ derivations for

saturated lines by the instrumental smoothing.

per unit velocity, assuming that our instrumental profile is
about as broad as our worst-case estimate.

Total equivalent widths for the model line aggregate satu-
rate in a manner corresponding to b= 3.3 km s~! at log
(W,/A) = —4.5 (b increases very slightly for higher levels of
saturation). Spitzer, Cochran, and Hirshfeld (1974) character-
ized the growth of lines from all J levels using a standard curve
of growth with b = 3.8 km s~ *. Our model appears to be in
satisfactory agreement with their observations.

f) Comparisons of Profiles for Different J

In the previous section, we learned that probably all but the
weakest lines out of J = 2 and J = 3 are unsuitable for depict-
ing 7 at the resolution of IMAPS. For J = 4, all lines of differ-
ent strength seem to agree, so it is probably safe to assume that
the misrepresentations of the smoothed 7’s are nonexistent for
this and the J =5 level. Furthermore, the apparent central
optical depth of the strongest line for J = 4 is about equivalent
to that of the weakest line for J = 3.

Figure 8 shows a consolidation of information from the
weakest profiles in Figures 6a and 6b and all of the lines shown
in Figures 6¢ and 6d. To derive these curves, we performed a
maximum-likelihood analysis* for the useful portions (as
defined in § IVd above) of all observations at each velocity. The
likelihood functions for individual recordings of T were com-
puted from the combined errors arising from baseline uncer-

4 Were it not for asymmetries in the errors, this would be equivalent to a
weighted least-squares solution.

tainties, misplacement of continua, and noise in the intensities
(see § IVe).

To validate our error estimates, we measured at each veloc-
ity the x? values for the departures of individual observations
from the adopted composite curve. Except for the right-hand
half of the J = 2 curve, the sums of y*> were less than the
number of degrees of freedom (n,,, — 1). From the standpoint
of random processes which could influence intensities, base-
lines, or continua, this analysis indicated that our error esti-
mates were not only fair but perhaps even too conservative.
The representative separation in velocity between significant
changes in the x? sums also indicated that the separation of
statistically independent measurements is about 1 CCD pixel.
This finding demonstrates that there was no significant cross-
talk between adjacent CCD pixels during the analog signal
transmission or digitization of the data. Our earlier estimate
for the coherence length of errors was indeed reasonable.

Except for J = 2, we evaluated how well different parabolas
fitted the profiles shown in Figure 8 by exploring acceptable
combinations of the three parameters which define a second-
degree equation. Our criterion for the goodness of fit was the
sum of x? over the velocity interval of each profile. The last two
columns in Table 8 indicate that a parabola gives a satisfactory
fit to the data for J = 5, but the minimum y? values we could
obtain for J = 3 and J = 4 showed that there are discernible
departures from a purely parabolic form (at significance levels
of 87% and 99.9%, respectively). One can easily recognize the
significant asymmetry for the J = 4 profile. In the discussion
which follows in this section and in § V, however, we regard the
departures as inconsequential.

For a given J level, the width of a best-fit parabola and the
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FiG. 8—Composites of velocity profiles, plotted logarithmically, for H » in four different stages of rotational excitation. These curves and their accompanying
error envelopes were derived from the lines shown in Fig, 6, excluding those which were plotted with bold markers (i.¢., lines with log fA > 0.5 for J = 2 and J = 3).
The extrema in the error envelopes represent approximately the +2 ¢ limits. Discontinuities are the result of there being different numbers of lines to use over

different velocity intervals.

TABLE 8

H, OpticAL DEPTH PROFILES: TOTAL COLUMN DENSITIES AND VELOCITY WIDTHS

(90% confidence intervals)

GOODNESS
N(H,) (cm™?) o(kms™Y) oF Fit
Lower Preferred Upper Lower Preferred Upper
J? Limit Value Limit Limit Value Limit Xin df®
3¢ 15.66 15.71 15.77 3.00 321 343 13.0 8.2
4 i, 14.34 14.37 14.40 2.69 2.82 2.96 26.7 82
S i, 13.75 13.83 13.93 2.24 2.59 324 33 5.0

* See Table 7 for lines used to define the composite profile.

® Degrees of freedom (d.f.) = n — 3, where n is the number of independent velocity measurements.

¢ For J = 3, only lines with log f < 0.5 were used. The three column densities for this J level were raised by
0.05 dex above those indicated by the best-fit parabolas, to correct for the small, systematic errors in the

smoothed optical depths.

© American Astronomical Society ¢ Provided by the NASA Astrophysics Data System


http://adsabs.harvard.edu/cgi-bin/nph-bib_query?1989ApJ...343..785J&amp;db_key=AST

No. 2, 1989

height of its vertex indicate the total column density N(H,).®
Three columns in Table 8 show the preferred N(H,) values and
the corresponding 90% confidence intervals, based on limits
for the expected distribution of y? with 2 degrees of freedom
for all possible combinations of the three parameters. Our
values agree favorably with the determinations log
NH, J=3)=1574, log NH, J=4)=1428, and log
N(H, J = 5) = 13.79 given by Spitzer, Cochran, and Hirshfeld
(1974). (Their error estimates for the column densities in J = 3
and J = 4 are somewhere between 0.10 and 0.19 dex, and for
J =5 the uncertainty is between 0.04 and 0.09 dex.)® Table 8
also shows preferred and limiting values for the widths of
parabolas, expressed in terms of the standard deviation ¢ of the
Gaussian velocity profile. Here, we considered the x- and y-
coordinates of the vertices as irrelevant parameters and thus
used the confidence intervals corresponding to a y? distribu-
tion with only 1 degree of freedom.”

The numbers for ¢ in the table show an important conclu-
sion: The most probable values for the velocity widths become
progressively smaller as J increases, and the difference in
widths for J = 3 and J = 4 is statistically significant (the fact
that the 90% confidence intervals do not overlap indicates the
probability that o;_3 < 6,_, should be less than 0.0025). We
acknowledge that large disparities in N(H,) from one J level to
the next create significant differences in line strengths from
group to group, and one might question whether some
unknown systematic effect could deceive us into thinking the
profiles were different when indeed they were not. As noted
earlier, however, there is an overlap in the strengths of some of
the J =3 and J =4 lines. It is reassuring to see that the
average values of (v — 5?2 for the Lyman 0-0 P(3) and R(3)
intensity profiles are greater than those of the Lyman 4-0, 5-0,
and 6-0 R(4) transitions by an amount which is consistent with
the square of the ratios of the respective ¢’s given in Table 8.

V. MODELS OF THE H, EXCITATION IN THE ® SCO CLOUD

Models of the interstellar matter along the line of sight
toward 7 Sco need to explain at least two aspects of the obser-
vational data presented in § IV first, the total column densities
in the various H, rotational levels, and, second, the measured
line shapes, in particular the observation that the lines appear
to become narrower as J increases from 3 to 5.

Two basic mechanisms are usually invoked to explain the
rotational population distributions of H, in diffuse clouds:
ultraviolet pumping through absorptions in the Lyman and
Werner systems followed by fluorescence and infrared cascade
(Spitzer and Zweibel 1974; Black and Dalgarno 1973, 1977;
Jura 1975a, b) and collisional excitation in a gas heated by
shocks (Aannestad and Field 1973; Draine and Katz 1986;
Pineau-des-Foréts et al. 1986). We will consider first the ultra-
violet excitation mechanism.

5 For two reasons we prefer this method for measuring N(H,) over a direct
integration of the optical depth profile: (1) the interpretation of errors is
straightforward and (2) the result gives an extrapolation of a Gaussian velocity
curve outside the measurement interval. For J = 4, where there is a noticeable
departure from the best-fit parabola, the value log N(H,) = 14.38 obtained by
direct integration is very close to the preferred value given in the table.

6 Spitzer, Cochran, and Hirshfeld (1974) mislabeled = Sco as “7 Sco” in
their Table 4.

7 Errors in higher order (neglected) terms of the equation for the velocity
profile are assumed to be uncorrelated with those of the three variables for the
parabola. For a discussion on confidence intervals in parameter estimation see
Lampton, Margon, and Bowyer (1976).

INTERSTELLAR H, TOWARD = SCO 799

a) Homogeneous Steady State Models

Plane-parallel, steady state models of the fluorescent excita-
tion of H, in diffuse clouds have been developed most recently
by van Dishoeck and Black (1986, hereafter vDB) and by Viala,
Roueff, and Abgrall (1988). These models calculate at each
depth into the cloud the balance between several processes: (1)
the formation of the H, molecule on the surfaces of grains, (2)
its destruction by photodissociation through discrete absorp-
tions in the Lyman and Werner bands, (3) its simultaneous
excitation by ultraviolet pumping followed by infrared
cascade, and (4) its excitation and de-excitation through inelas-
tic collisions with H and H,, and through reactive collisions
with protons. An important aspect of the models is the treat-
ment of the self-shielding in the absorption lines and the con-
tinuum shielding by dust for the ultraviolet Lyman and
Werner transitions through which both the photodissociation
and the excitation occur.

We follow here the procedure outlined by vDB, and investi-
gate first the possibility that the cloud has a homogeneous
structure with values of the temperature T and density ny =
n(H) + 2n(H,) that are constant with depth. The other major
parameter that enters the models is the strength of the inter-
stellar radiation field incident on the cloud surface, which is
specified by a scaling factor Iyy, where Iyy = 1 refers to the
intensity of the unattenuated interstellar radiation field as
given by Draine (1978). Parameters of lesser importance are (1)
the scattering properties of the grains at ultraviolet wave-
lengths; (2) the adopted formation efficiency of H, on grains,
specified by a scaling factor y, such that the formation rate is
3x 107872y nyn(H) cm™® s™'; (3) the model that is
employed for the initial population distribution over the
vibration-rotation levels of the newly formed H, molecules on
grains, designated by ¢; (4) the Doppler parameter b that is
used in the calculation of the self-shielding in the ultraviolet
absorption lines of H, ; (5) the rate coefficients that are adopted
for the collisional processes; and (6) the cosmic-ray ionization
rate {,, which determines the proton concentration. Unless
indicated otherwise, the H-H, collisional rates of Green and
Truhlar (1979) are used, together with the H,-H, rates of
Allison and Dalgarno (1967) and the H*-H, proton exchange
rates of Black and Dalgarno (1977). The cosmic-ray ionization
rate is kept at 5 x 10717 s~! throughout, based on the results
of vDB. In the vDB models, the total H, column density is
fixed and is taken equal to the observed value.

As discussed by vDB, the populations of the higher rotation-
al levels J > 4 are sensitive primarily to the strength of the
ultraviolet radiation field in the cloud, whereas the population
distribution over the lower levels, J = 0 to J = 2, reflects the
temperature structure in the cloud. The abundance ratio of H,
with respect to H depends on the combination of parameters
nyys/lyy. Thus T, ny, and Iyy can be determined from the
observed H and H, observations alone. The atomic hydrogen
column density toward n Sco has been measured by Savage
et al. (1977) from the damped Lya profile to be N(H) =
(5.2 + 0.5) x 10?° cm~ 2. However, 21 cm observations by
Cappa de Nicolau and P6ppel (1986) show that only half of the
H atoms in front of the star have velocities in the range v,,.;, =
—23 to —13 km s~!, where the H, absorption occurs.®
Accordingly, we have used N(H) = (2.0 + 0.7) x 10?° cm ™% in
our models.

8 Ip the direction of = Sco, one must add 8.8 km s~ ! to the heliocentric
velocity to obtain a velocity in the local standard of rest.
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TABLE 9
HoMoGeneous MobeL H oF THE © Sco CLoup?

Parameters
and Species Model® Observations
ng(em™3) ... 100
TEK) cooeieeieiiannnn. 81
Tyy oo, 3
H. ... 20.30 20.30 £ 0.15¢
H, ... 19.32 19.32 £ 0.13¢
H,J=0 .............. 19.00 19.00 + 0.2¢
J=1 ... 19.05 19.04 £+ 0.2°
J=2 ... 16.89 16.51 + 0.29¢
J=3 ... 15.69 15.71 + 0.06¢
J=4 ... 14.51 14.37 + 0.03¢
J=5 13.82 13.83 £+ 0.10°
J=6 ..ol 12.85 <13.99¢
J=T . 12.21

* The table lists the logarithm of the column densities
incm™2

® The model uses grain model 2 of Roberge, Dal-
garno, and Flannery 1981, y, =18, H, formation
model ¢ =4,b=1kms Y, and{, =5 x 10717571,

¢ Savage et al. 1977. Only the amount of H with
velocities vy = —23 to —13 km s~ ! is taken into
account (cf. Cappa de Nicolau and PSppel 1986).

4 Spitzer, Cochran, and Hirshfeld 1974.

¢ This work.

In Table 9 the computed H, column densities are presented
for the best-fitting homogeneous model of the n Sco cloud. We
will denote this model as model H. The temperature in the
model is close to that suggested by the observed J =1/J =0
population ratio (Savage et al. 1977), 81 K. The density in the =
Sco cloud must be low because of the relatively low proportion
of hydrogen in molecular form. Additional support for a low
density, ny < 150 cm™3, comes from the measured fine-
structure populations of atomic carbon (Jenkins and Shaya
1979; see also § VI). The grain formation efficiency y  is chosen
to be of order unity. Although the H, formation rate has been
inferred to be lower than average in the Ophiuchus cloud as a
whole (Bohlin, Savage, and Drake 1978; Jura 1980; Snow
1983), these discussions do not yet take into account the possi-
bility of a substantial population of small grains which may
enhance the effective H, formation surface area. For y, = 1.8,
the inferred density is ny = 100 cm ™3, The ultraviolet radi-
ation field appears enhanced by a factor of about 3, if grain
model 2 of Roberge, Dalgarno, and Flannery (1981) is adopted
for the scattering properties of the grains. If their more
forward-scattering grain model 3 is employed, Iyy can be
lowered to about 1.5-2. The model presented in Table 9 is
assumed to be illuminated on one side only. Results of models
in which both sides are illuminated equally are very similar.
We also found that variations in the adopted b parameter from
1to 4 km s™!, and in the cosmic-ray ionization rate {, from
10717 to 1071% 571, do not affect the results. The insensitivity
to the value of b stems from the fact that the column densities
inJ = 0and J = 1 are large enough that most of the pumping
occurs in the Lorentzian wings of the lines originating from
these levels.

Compared with observations, it appears that the homoge-
neous model can reproduce the measured column densities of
H and H, in its various rotational energy levels very well: the
differences are less than a factor of 2.5, and at most 1.4 if one
does not include observationally uncertain J = 2. In fact, the
agreement between the model and the observations is better
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for the m Sco cloud than for most other diffuse clouds studied
so far, and strongly supports the ultraviolet pumping process
as the primary mechanism for populating the excited rotation-
al levels. However, the homogeneous model is incapable of
explaining the observed decrease in line widths for higher J. In
the following sections, we will therefore consider a series of
inhomogeneous or “ clumpy ” models of the 7 Sco cloud.

b) Inhomogeneous or “ Clumpy” Models
i) Models with Constant Radiation Fields and Densities

As explained in § IV, the J = 3 line profiles suggest that the
interstellar matter toward n Sco actually consists of a number
of narrow components which were not resolved by our instru-
ment. A good fit to the J = 3 profiles was obtained with seven
components, spaced 2.5 km s~! apart and distributed sym-
metrically around the central velocity, with relative fractions
and temperatures shown in Table 10. We will denote this
model as model A. In the following, we will refer to the three
components at 0 and +2.5 km s~ shifts as the “low-velocity ”
components, and the other four components at +5 and +7.5
km s ! as the “ high-velocity ” components.

As discussed in § Va, the temperatures of 81 K for the low-
velocity components were constrained mostly by the observed
J =0and J = 1 population ratios. Since over 90% of the total
H, column density is in these two components, their tem-
perature should be close to that suggested by the ratio of
ortho- to para-hydrogen in the entire cloud. No such require-
ments are imposed on the high-velocity clumps, but, as men-
tioned earlier, these components need to be narrow, and hence
need to have low temperatures, T < 60 K. Since very low tem-
peratures, T < 20 K, are unlikely in diffuse clouds, the range of
temperatures for the high-velocity components is restricted to
20 K < T < 60 K. We choose the median temperature T = 40
K to use in model A, but varying T in the range 20-60 K
would have no significant effect on the model results.

In model A, the incident radiation field Iy and density ny
were held constant between components. Thus, we assumed
initially that the clumps do not shield each other and are
exposed to the same outside radiation field. As before, the

TABLE 10
CLoUD MODEL A PARAMETERS®

COMPONENT

PARAMETERS 1 2 3 4
Av(kms™)° ... 0 +2.5 +5 +75
TE) oo, 81 81 40 40
b(kms™) cooviiiiiiienne. 0.82 0.82 0.58 0.58
Fraction of H, J = 3° ..... 0.40 0.26 0.035 0.0050
ny(em™3) 100 100 100 100
Tyy oo 1.3 1.3 13 13
He 19.87 19.70 19.18 18.30
Hy? o 19.06 18.66 17.10 14.32
Fractionof H, .............. 0.548 0.220 0.006 0.00001
Fractionof (H + 2H,) ..... 0.398 0.243 0.064 0.008
SiZE€(PC) wvvvnvieiiiiiinnns 0.31 0.19 0.05 0.007

2 The top part of the table lists the constraints on the model given by
the J = 3 profiles; the lower part gives the inferred parameters. In all
components, y. = 1.8, and H, formation model ¢ = 4 was used.

b Velocity shift from central velocity.

¢ Fraction of total H, J = 3 column density in each component.

¢ Logarithm of column density in cm ™2 in each component. The
column densities for components 2-4 should be multiplied by 2 in order
to obtain the total column density.
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individual clumps were assumed to be illuminated on one side
only. The value of Iy was again determined by requiring that
the model reproduce the H, column densities in the higher
J =3 to J =75 levels. The closest fit to the J=3 and J =5
data was obtained with Iyy = 1.3, which is somewhat smaller
than Iyy =3 found in our homogeneous model. Evidently,
breaking one big cloud into little clumps enhances the
pumping, since most of the excitation arises from the boundary
layers of a cloud or clump. This increase more than offsets the
more rapid decrease in each cloud caused by the lower velocity
dispersion. In model A, the size of the boundary layer is effec-
tively increased compared with model H because the clumps
are assumed not to shield each other. Thus a lower radiation
field can reproduce the observed amount of rotational excita-
tion. With Iyy = 1.3, the column density in J =4 is over-
produced by about 40%, and the best fit for that level was with
Iyy = 1.1. However, the overproduction in J = 4 is probably
just a consequence of the fact that the J = 2 population is too
high in the models as well, rather than an indication of a lower
incident flux (see also below).

As in model H, the density ny y, ~ 180 cm ™3 in the clumps
is constrained mostly by the observed ratio of atomic to molec-
ular hydrogen. If we require y, < 3, then 60 cm ™3 < ny < 150
cm 3. Varying the central density within this range does not
change the rotational populations by more than 10%. We
adopt ny = 100 cm 3. With Iyy and ny fixed, the total H,
column density in each clump was subsequently constrained to
reproduce exactly the relative fraction of H, in J = 3 derived
from observations.

The resulting column densities in model A are summarized
in Table 11 and are found to reproduce the observed abun-
dances moderately well. The largest discrepancy is found for
the J = 2 level, for which the model result is more than twice
that which is observed. Note, however, that the error in the
measured J = 2 column density is large because the central
portions of the lines are strongly saturated, even for the
weakest transitions that can be observed.

In order to investigate the sensitivity of the model results to
other parameters, we ran a series of additional models, which
are summarized in Table 12. It appears that the results for the
n Sco cloud are quite insensitive to the adopted collisional
rates, even though the H-H, rates are uncertain by an order of
magnitude. Only the J = 2 and J = 3 populations are affected,
by at most 20%. This is because at the densities and tem-
peratures in the 7 Sco cloud, the J = 0 and J = 1 populations
are completely thermalized, whereas the high J levels (J > 4)
are populated almost entirely by the ultraviolet pumping
process. It follows that J =2 and J = 3 are intermediate in
that their populations are governed by both collisional and
radiative processes, so they have a stronger dependence on
collisional rates.

Likewise, choosing a different H, formation model does not
affect our interpretations of the observations significantly, as
Table 12 shows. The formation model specifies how the 4.5 eV
energy, released when a H, molecule forms on the surface of a
grain, is distributed between the kinetic energy of the grain and
the molecule, and the various modes of internal vibration-
rotation energy of the molecule. The various models ¢ are
given explicitly by Black and van Dishoeck (1987). In model
@ = 1, one-third of the energy is deposited statistically as inter-
nal excitation of the newly formed molecule. In model ¢ = 2,
25% of the H, formsinv = 14,J = 0and 75% inv = 14,J = 1
(Leonas and Pjarnpuu 1981). Model ¢ = 3, suggested by
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TABLE 11
COMPARISON OF MODEL RESULTS WITH OBSERVATIONS?

Species Model A® Model B¢ Observed*?

H ... 20.32 20.31 20.30 + 0.15

H, ... 19.32 19.32 19.32 £ 0.13

H,J=0......... 19.00 19.01 19.00 + 0.2
J=1 ......... 19.04 19.03 19.04 + 0.2
J=2 ... 16.87 16.86 16.51 +0.29
J=3 ... 15.65 15.65 15.71 + 0.06
J=4 ......... 14.51 14.47 14.37 £ 0.03
J=5 ... 13.82 13.82 13.83 £ 0.10
J=6 ......... 12.86 12.84 <13.99
J=T ......... 12.20 12.22

HD ............... 13.29 13.11 13.13 £ 0.2¢

Coeiiiieiis 1291 12.94 1291 + 0.24f

CY o 16.02 16.31

CH ......o.oeeee. 11.16 11.23 <11.18¢8

CH" .............. 10.55 10.39 11.76"

Cy oo, 9.66 10.25

OH ............... 12.60 12.39 ...

CO .ot 11.29 11.89 11.95 + 0.3

NH ............... 9.37 9.06

CN ...l 9.36 9.24

Na .oooovviinnn.n. 11.70 11.68 11.723

Ca® ..ol 10.35 10.39 <10.50%

K o 10.20 10.10 <10.36'

? The table lists the logarithm of the column densities in cm ™2 for
each species.

® See Table 10 for the parameters of model A ; the chemistry calcu-
lations used {,=2.5x 1077 s7! §,=08, 5c =009, 5, =0.5,
Ona = 022,80, = 1.6 x 1074, and 6, = 0.17.

¢ See Table 14 for the parameters of model B; the chemistry calcu-
lations used {, =5 x 1077 s71, 5, = 1.0, 6c = 0.18, 5, = 0.5, dy, =
0.36,0c, = 3.2 x 10™%,and &, = 0.25.

4 See Table 9 for references to the H and H, observations.

¢ Spitzer, Cochran, and Hirshfeld 1974.

f Jenkins and Shaya 1979.

& de Vries 1988, private communication.

" Lambert and Danks 1986.

! Federman et al. 1980; see also textin § VI.

i Hobbs 1974.

¥ Marschall and Hobbs 1972.

! Hobbs 1976.

Duley and Williams (1986), assumes that all molecules initially
enter level v = 6 with a distribution over the rotational levels J
characterized by an effective formation temperature T, ~
Tirain = 15 K. Finally, in model ¢ = 4, we suppose that 25% of
the H, molecules originate in v = 3, J = 0 and 75% in v = 3,
J=1

Table 12 shows that the population distribution over the
lower levels J < S is quite insensitive to the choice of the for-
mation model. The largest differences are found for J = 6 and
J =7, which are populated up to 6 times more if model ¢ = 1
is adopted. Unfortunately, lines out of J = 6 and J = 7 were
too weak to be detected toward n Sco. In fact, lines originating
in J > 6 have so far been seen only toward a few stars, and are
not yet able to distinguish uniquely between the various forma-
tion models. In the particular case of = Sco, we find that model
@ = 1 consistently overproduces J = 5 relative to J = 3. Since
model ¢ = 4 resulted in the best agreement with the observed
J =3 to J = 5 ratio, we adopted this model in all subsequent
calculations. However, the existing data toward n Sco cannot
exclude any of the other H, formation models.

In Figure 9 the model profiles are compared with the
observed profiles. In this comparison, the model profiles were
constructed in such a way as to mimic the observational pro-
cedure as closely as possible. For each velocity component,
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TABLE 12
SENSITIVITY OF MODEL A RESULTS TO VARIOUS PARAMETERS®

EXAMPLE
PARAMETERS
AND SPECIES 1 2 3 4 S 6 OBSERVED
H-H,® ............ AD GT GT GT GT GT
H*-H,* .. BD G BD BD BD BD
H, model ¢ 4 4 4 1 2 3 e
H................. 2.06(20) 2.07(20) 2.08(20) 2.10(20) 2.08(20) 2.06(20) (2.0 + 0.7)20)
H, ......... 2.10(19) 2.10(19) 2.10(19) 2.10(19) 2.10(19) 2.10(19) (2.1 £ 0.7(19)
H,J=0... 1.00(19) 1.01(19) 1.00(19) 1.00(19) 1.00(19) 1.05(19) (1.0 £ 0.4)19)
J=1... 1.10(19) 1.09(19) 1.10(19) 1.10(19) 1.10(19) 1.05(19) (1.1 £ 0.4)19)
J=2.. 8.27(16) 7.47(16) 7.35(16) 7.42(16) 7.39(16) 9.19(16) (3.2 + 2.0(16)
J=3.. 3.75(15) 4.43(15) 4.47(15) 5.03(15) 4.56(15) 3.51(15) (5.1 £ 0.7)15)
J=4 ... 3.07(14) 3.25(14) 3.24(14) 3.65(14) 3.31(14) 4.28(14) (2.3 £ 0.3(14)
J=5 6.47(13) 6.57(13) 6.61(13) 1.13(14) 7.07(13) 5.28(13) (6.8 + 1.5)13)
J=6......... 7.10(12) 7.23(12) 7.20(12) 1.26(13) 7.73(12) 9.50(12) <1(14)
J=T7 ... 1.56(12) 1.57(12) 1.58(12) 8.72(12) 1.89(12) 1.30(12)
J=3/J=5...... 58.0 67.4 67.6 445 64.5 66.5 95.6

* The table lists the column densities in cm~2; see Table 9 for references to the observed values. Numbers in
parentheses are powers of 10.

® Adopted H-H, collisional rates. GT = Green and Truhlar 1979; AD = Allison and Dalgarno 1967.

¢ Adopted H*-H, collisional rates. BD = Black and Dalgarno 1977; G = Gerlich 1988, cited in Roueff 1988.

4 Adopted H, formation model ¢. See Black and van Dishoeck 1987 and the text in § V for details of the

models.
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FI1G. 9.—Comparison of observations shown in Fig. 8 (circles) against a reconstruction based on the results from Model A (solid line). This model assumes that all
of the H, clumps at different velocities are exposed to the same intensity of UV starlight which optically pumps the H, into high-J levels.
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absorption-line profiles for each level J were computed using
the column densities found in the models. The profiles were
then blended together with a Gaussian function having the
same width as the instrumental profile, and column densities as
functions of velocity were rederived from these profiles in the
same way that the column densities had been rederived from
the observed line profiles. Thus, the curves in Figure 9 do not
represent true column density but rather the column density
distribution that is obtained by the inferred optical depths per
unit velocity, which are not quite valid (see § IVd). Also, since
there exists the aforementioned disparity between the weak
and strong lines in J = 2 and J = 3, and since the observed line
profiles plotted in Figures 8 and 9 are a composite of only the
weaker lines, we also used only weak lines, in particular the
Lyman (0, 0) R(2) and R(3) lines, in our derivation of the model
curves. The model profiles have been shifted vertically (by no
more than 0.18 dex) to compensate for the fact that the model
does not reproduce total column densities exactly.

As Figure 9 shows, the J = 3 model profile fits the observed
points very well, as is to be expected, since this profile was a
constraint on the model. However, it is clear that the model
profile is too narrow for J = 2, and too wide for J = 4 and
J =5, as can be seen by comparing the curves in Figure 9 with
the error envelopes shown in Figure 8. It appears that the
column density at +5 and +7.5 km s~ ! needs to be increased
for the J = 2 level, and to be decreased at +2.5 and +5 km
s !for J =4 and J = 5. Table 13 shows the fractional contri-
bution of each component to each rotational level. It clearly
demonstrates that for model A the profiles become wider with
higher J. This results from the fact that the self-shielding in the
ultraviolet pumping lines is much larger in the low-velocity
clumps which have the largest H, column densities. This con-
clusion does not agree with the observation that the composite
line profiles appear to become narrower as J increases.

i) Models with Varying Radiation Fields and Densities

From model A, we concluded that in order to better fit the
profiles from J = 2, 4, and 5, the low-velocity components need
to contribute more to the populations of the higher J levels,
and the high-velocity components more to those of the lower J
levels. The only way to achieve this is to have more pumping in
the low-velocity components, and less in the high-velocity
ones. In other words, the clump with lowest velocity shift must
be closest to the outer edge of the cloud, and hence shields the
other clumps from the radiation, which is assumed to be inci-
dent from one side only. Some shielding of the high-velocity
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components by the zero-velocity one is not unlikely, since the
damping wings of lines out of J = 0 and J = 1 (through which
most of the pumping occurs) are so wide that the radiation
field is significantly reduced even far from the line center.

A proper model of the situation described above should not
only include the self-shielding in the ultraviolet absorption
lines in each clump but should also treat the partial shielding of
each line in each clump by the corresponding line(s) in the
zero-velocity clump. In addition, the various high-velocity
clumps may shield each other, depending on geometry. Since
our model assumes plane-parallel symmetry for each com-
ponent, and thus cannot realistically simulate the three-
dimensional distribution of the various clumps, such detailed
shielding calculations are beyond the scope of this paper; they
may, however, be presented in a future article. Instead, we take
here the highly simplified approach in which the shielding by
the low-velocity components is mimicked by an overall
reduction in the strength of the radiation field incident on the
high-velocity clumps.

We therefore developed a new model, model B, with the
same number of components as model A, but in which the
incident ultraviolet flux could vary from clump to clump.
Because of the sensitivity of the high-J populations to the
ultraviolet flux, the scaling factors Iy for each clump could be
constrained quite well. The best fit was obtained when the
clump at zero velocity shift had Iy & 3.6. Because the incident
radiation field is large in this case, both the ultraviolet
pumping and the photodissociation are very efficient. As a
result, the clump consists mostly of atomic hydrogen, and its
fraction of total H, column density is quite small as Table 14
shows—only 7%. Nevertheless, estimates of the amount of
shielding by the damping wings of lines out of J = 0and J = 1
suggest that the column density of H, in the zero-velocity
component is indeed sufficient to reduce the radiation field at
velocity shifts of 2.5 km s~! from line center to about 20% of
its original value. However, if Iy were increased from 4 to 10,
the H, column density in component 1 would be too small to
shield the other components by the required amounts. We
estimate that the radiation field incident on the zero-velocity
clump can be anywhere from 3 to 6 times the average inter-
stellar value for the model to be internally consistent. The
clumps at +5 and +7.5 km s~ can, of course, also be shielded
effectively by the large H, column densities in the +2.5kms ™!
components. We arrived at final incident fluxes of Iy ~ 1 for
the clumps at +2.5, and Iyy = 0.3 for the clumps at +5 and
+75kms 1.

TABLE 13
FracTiONAL CONTRIBUTION® FROM EACH CoMPONENT TO H, J COLUMN DENSITY

MobDeL A COMPONENT

MopeL B COMPONENT

1 2 3 4 1 2 3 4
J= 0.55 0.22 0.009 8.0(—7) 0.05 0.21 0.27 0.001
J= 0.55 0.22 0.003 1.(—95) 0.08 0.32 0.14 0.0008
J= 0.44 0.24 0.037 0.0004 0.27 0.31 0.052 0.0035
J= 0.40 0.26 0.035 0.0050 0.40 0.25 0.046 0.0063
J=<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>