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Introduction 

It is one principle in the Leiden manifesto for the professional application of bibliometrics to 

use field-normalized scores instead of simple citation counts (Hicks, Wouters, Waltman, de 

Rijcke, & Rafols, 2015). These scores reflect the impact of papers against the backdrop of 

their reference sets – papers published at the same time and in the same field. An important 

topic in the calculation of these scores is the definition of fields, which are used as reference 

sets (Wilsdon et al., 2015; Wouters et al., 2015). Three different approaches of field-

categorization are currently (mainly) used for normalizing impact without a clear preference 

for one alternative: (1) journal sets, (2) intellectual assignments, and (3) citation relations. 

In this study, we compare normalized citation scores, which have been calculated based on 

the three approaches to build reference sets. We are interested whether they lead to the same, 

similar, or different scores for the same papers – if the formula of calculating the scores is 

held constant. Since all approaches are in use for field-normalization in similar research 

evaluation contexts, we expect similar scores. Great differences would question the use of 

field-normalized scores in research evaluation, as long as no standard approach has been 

established. 

This study focusses on chemistry and related sciences, because we have access to a 

comprehensive dataset from Chemical Abstracts Service (CAS), a division of the American 

1 The bibliometric data used in this paper are from an in-house database developed and maintained by the Max 

Planck Digital Library (MPDL, Munich) and derived from the Science Citation Index Expanded (SCI-E), Social 

Sciences Citation Index (SSCI), Arts and Humanities Citation Index (AHCI) prepared by Clarivate Analytics, 

formerly the IP & Science business of Thomson Reuters (Philadelphia, Pennsylvania, USA). We would like to 

thank the Centre for Science and Technology Studies (CWTS) for making their ACCS assignments to Web of 

Science (WoS) UTs available. Parts of this work were performed during a research visit of one of the co-authors 

(RH) with the CAS Innovation Lab, Columbus, Ohio). RH thanks CAS for support during his stay. 

11



STI Conference 2018 · Leiden 

Chemical Society (ACS). CAS offers the largest database of the literature in these fields 

including intellectual assignments of fields to papers. 

Methods 

Approaches of field-classification 

This study compares the agreement of normalized citation scores for the same papers, which 

have been calculated based on the following three field-categorization approaches: 

(1) The most frequent approach in bibliometrics is to use subject categories that are defined

by Clarivate Analytics for Web of Science (WoS) or by Elsevier for Scopus to assign papers

to fields. The subject categories pool journals to sets, which publish papers in similar research

areas (e.g. biochemistry or economics). It is an advantage of journal sets that they define a

multidisciplinary classification system covering all research areas (Wang & Waltman, 2016).

It is a disadvantage of the sets that they stretch to their limits with multi-disciplinary journals

(e.g. Nature or Science) and journals covering many subfields (e.g. Physical Review Letters,

or The Lancet). These journals cannot be reliably and validly assigned to one field (Haddow

& Noyons, 2013) on the journal basis. However, the papers of multidisciplinary journals can

be reassigned on a paper-level (Evidence, 2009),

(2) To overcome the limitations of journal sets, Bornmann, Mutz, Neuhaus, and Daniel (2008)

propose to use mono-disciplinary classification systems (Waltman, 2016), e.g., Chemical

Abstracts
TM 

(CA) sections in chemistry and related areas (Bornmann & Daniel, 2008;

Bornmann, Schier, Marx, & Daniel, 2011), MeSH (Medical Subject Headings) terms in

biomedicine (Bornmann, et al., 2008; Leydesdorff & Opthof, 2013; Strotmann & Zhao,

2010), or PACS (Physics and Astronomy Classification Scheme) codes in physics and related

areas (Radicchi & Castellano, 2011). In these systems, experts in the field or the authors

themselves assign each specific paper to the corresponding subfield, highlighting the most

important aspects of the papers. It is an advantage of these systems that they have been

introduced to reflect the subfield patterns in specific fields. Their disadvantage is that they can

only be used for the normalization of papers from one discipline (and related areas).

(3) Waltman and van Eck (2012) introduced a multi-disciplinary classification system, which

is based on direct citation relations between papers. The algorithm for computing the

classification system needs three basic parameters as input in addition to the direct citation

network: (i) the number of levels of the system, (ii) the resolution parameter, and (iii) the

minimum number of papers per class (field). The approach is already in use in the Leiden

ranking (see http://www.leidenranking.com/) for the calculation of normalized impact scores.

The empirical results of Klavans and Boyack (2017) indicate that algorithmically constructed

classifications are more accurate than classifications based on journal sets. Similar positive

results have been published by Perianes-Rodriguez and Ruiz-Castillo (2016). Leydesdorff and

Milojević (2015) criticize the classification system as follows: “Because these ‘fields’ are

algorithmic artifacts, they cannot easily be named (as against numbered), and therefore cannot

be validated. Furthermore, a paper has to be cited or contain references in order to be

classified, since the approach is based on direct citation relations” (p. 201).
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Statistics 

 

The overview of Waltman (2016) demonstrates that several different approaches of 

calculating field-normalized scores have been developed. In this study, we use the normalized 

citation score (NCS) to compare normalized scores, since it is still the most frequently used 

approach. For the calculation of the NCS, each paper’s citation count is divided by the 

average citation count in a corresponding reference set. The reference sets are defined by the 

papers, which belong to the same field (as defined by the field categorization approach) and 

publication year as the focal paper. If, for example, the paper has 3 citations and the average 

in the field is 10.67, the NCS of the paper is 3/10.67=0.28. The NCS is formally defined as 

 

 
 

where ci is the citation count of a focal paper and ei is the corresponding citation rate in the 

field (Lundberg, 2007; Rehn, Kronman, & Wadskog, 2007; Waltman, van Eck, van Leeuwen, 

Visser, & van Raan, 2011). Since the number of citations received by a paper depends on the 

time since publication, the NCS is calculated for publications from the same year. Using the 

different approaches of field-categorization, we calculated three NCS for every paper: NCSJS 

(based on journal sets), NCSCA (based on CA sections), and NCSCR (based on citation 

relations). 

 

In this study, we are interested in the relationship between NCSJS, NCSCA, and NCSCR. To 

investigate the extent of agreement and disagreement between the different NCS, we group 

the papers in our dataset according to the Characteristics Scores and Scales (CSS) method. 

This method was proposed by Glänzel, Debackere, and Thijs (2016). For each NCS separately 

(NCSJS, NCSCA, and NCSCR), the normalized scores are obtained by (1) truncating the 

publications at their mean and (2) recalculating the mean of the truncated part. Performing 

this procedure three times leads to four impact classes. Following Glänzel, et al. (2016), we 

labeled the four classes with “poorly cited”, “fairly cited”, “remarkably cited”, and 

“outstandingly cited”. The poorly cited papers are below the average impact of all papers; the 

other three classes are above this average and further differentiate the papers in the high 

impact sectors. 

 

We undertook three pairwise comparisons to investigate the differences between the three 

NCS variants. Each pair is compared in a 4 x 4 contingency table. The cells in the diagonal of 

the table reveal the papers, which have been assigned to a CSS class in agreement of both 

NCS, and the share of papers assigned in agreement can be calculated. We further calculated 

the Kappa coefficient in this study, which is a robust alternative to the share of agreement, 

since the possibility of agreement occurring by chance is taken into consideration (Gwet, 

2014). A further advantage of using the Kappa coefficient is that guidelines by Landis and 

Koch (1977) are available for the proper interpretation of the level of agreement: <0.00 

“poor”, 0.00-0.20 “slight”, 0.21-0.40 “fair”, 0.41-0.60 “moderate”, 0.61-0.80 “substantial”, 

and 0.81-1.00 “almost perfect”. 

 

We additionally calculated concordance coefficients for continuous variables following Lin 

(1989, 2000) to measure the agreement between NCSJS, NCSCA, and NCSCR. We abstained 

from calculating correlation coefficients in this study, because we are interested in the 

agreement between two NCS (Lowenstein, Koziol-McLain, & Badgett, 1993). Correlation is 

a poor substitute for agreement. For example, systematic bias might be ignored. Suppose 
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NCSCA, and NCSJS have a perfect correlation, but the NCSCA consistently measures citation 

impact 0.5 levels lower than the NCSJS. 

Data sets used 

Database for calculating NCSJS: The WoS journal sets are available in our in-house database 

developed and maintained by the Max Planck Digital Library (MPDL, Munich) and derived 

from the Science Citation Index Expanded (SCI-E), Social Sciences Citation Index (SSCI), 

Arts and Humanities Citation Index (AHCI) provided by Clarivate Analytics (Philadelphia, 

Pennsylvania, USA). We calculated the NCSJS values by using the journal sets and the 

citation counts from the WoS in-house database. The journal set classification of the WoS, 

however, assigns multiple fields to many publications without any priority. Therefore, we 

calculated for every paper an average of the NCSJS values in each field to receive an overall 

score. 

Database for calculating NCSCA: The CAplus
SM

 database accessible to us contains 8,219,858

journal articles published between 2000 and 2014. CAS uses a three-level field classification 

scheme to assign the publications into five broad headings of chemical research (section 

headings), which are further separated into 80 subject areas named as Chemical Abstracts 

sections. Most publications are assigned to only one section based on the main subject field; 

some publications are also assigned to a secondary section. To avoid multiple classifications 

of publications in this study, only the primary section assignment is used following previous 

studies (Bornmann & Daniel, 2008; Bornmann, et al., 2011). Although the section 

assignments are intellectually made by CAS, the classification does not seem to be affected by 

the “indexer effect”: according to Braam and Bruil (1992), the indexer classification accords 

with author preferences for 80% of the publications. We calculated the NCSCA values using 

the CA sections and the citation counts from the CAplus database. 

Database for calculating NCSCR: The algorithmically constructed classifications by Waltman 

and van Eck (2012) have been made freely available. The field classifications are uniquely 

assigned to papers: each paper is assigned to only one field. We downloaded the 

classifications of the papers and the corresponding WoS UTs on November 7
th

, 2014 from 

http://www.ludowaltman.nl/classification_system. The CR classification is available on three 

different levels. We used the third level. The classifications were matched via the WoS UT to 

the data in our in-house database. The NCSCR values have been calculated by using these 

classifications and the citation counts from the WoS in-house database. 

Only journal articles were included in the calculations of NCSJS, NCSCA, and NCSCR. The 

NCSCA values for each paper where matched with the NCSJS and NCSCR values via the DOI. 

Only matched publications with DOI (n=2,690,143) have been used in the statistical analysis. 

Results 

The 4x4 contingency table for the comparison of NCSCA and NCSJS is shown in Table 1. The 

level of agreement between NCSCA and NCSJS is 82.2%. Lin’s concordance coefficient 

amounts to 0.67 [0.671, 0.672]; the Kappa coefficient is 0.61±0.001. According to the 

guidelines by Landis and Koch (1977) the Kappa coefficient indicates a substantial agreement 

between the two sets of normalized citation scores. 
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Table 1. 4x4 contingency table for NCSCA and NCSJS 

NCSJS 

poorly 
cited 

fairly 
cited 

remarkably 
cited 

outstandingly 
cited 

NCSCA poorly cited 1,722,880 167,075 21,135 5,350 

fairly cited 150,571 362,507 45,110 3,894 

remarkably cited 3,018 51,423 85,690 14,679 

outstandingly 

cited 

245 2,752 14,755 39,059 

Table 2 and Table 3 present the 4x4 contingency tables for NCSCA and NCSCR (see Table 2) 

and NCSJS and NCSCR (see Table 3). 

Table 2. 4x4 contingency table for NCSCA and NCSCR 

NCSCR 

poorly 
cited 

fairly 
cited 

remarkably 
cited 

outstandingly 
cited 

NCSCA poorly cited 1,576,980 282,501 45,383 11,576 

fairly cited 179,628 277,771 86,317 18,366 

remarkably cited 12,542 55,827 56,987 29,454 

outstandingly 

cited 
1,573 7,585 15,101 32,552 

Table 3. 4x4 contingency table for NCSJS and NCSCR 

NCSCR 

poorly 
cited 

fairly 
cited 

remarkably 
cited 

outstandingly 
cited 

NCSJS poorly cited 1,600,214 251,196 22,957 2,347 

fairly cited 158,190 307,911 98,972 18,684 

remarkably cited 10,942 56,936 65,190 33,622 

outstandingly 

cited 
1,377 7,641 16,669 37,295 

The level of agreement between NCSCA and NCSCR is 72.3% and between NCSJS and NCSCR 

74.7%. Lin’s concordance coefficients are 0.50 [0.502, 0.503] and 0.43 [0.428, 0.430]. The 

corresponding Kappa coefficients amount to 0.42±0.001 and 0.48±0.001. According to the 

guidelines by Landis and Koch (1977) the Kappa coefficients indicate a moderate agreement 

between the two sets of normalized citation scores. 

All three statistics – the level of agreement, the Kappa coefficients, and Lin’s concordance 

coefficients – order the normalized citation score pairs the same way: NCSCA and NCSJS > 

NCSJS and NCSCR > NCSCA and NCSCR (in the order of decreasing similarity). The results 

further reveal that NCSCA and NCSJS are more in agreement than NCSJS and NCSCR and 

NCSCA and NCSCR. 
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Discussion 

According to Ioannidis, Boyack, and Wouters (2016) “the basic premise of normalization is 

that not all citations are equal. Therefore, normalization can be seen as a process of 

benchmarking”. Although it is standard in bibliometrics to use field-normalized citation 

scores for cross-field comparisons (of universities, for example), different approaches exist of 

calculating these scores. The differences refer either to the method of calculating the scores 

(percentiles have been proposed as an alternative to scores based on average citations, 

Bornmann & Marx, 2015) or to the approach of field categorization which are used to build 

the reference set for each paper. In this study, we addressed the second aspect by comparing 

the normalized scores, which have been calculated based on three different approaches. 

The analysis of the scores basically reveals an agreement which is at least at the moderate 

level. Since we used the same method for calculating the scores based on the different 

approaches, the moderate level is lower than that level which we expected. The parallel use of 

the different approaches in the current research evaluation practice should have led to a 

generally higher level of agreement. However, our results also show that normalized scores 

based on intellectual field assignments are more in agreement with scores based on journal 

sets than with scores based on citation relations. Thus, one can expect more similar scores 

based on intellectual assignments and journal sets than on citation relations. The reason for 

the similarity might be that intellectual assignments and journals are better rooted in the 

disciplines than virtual constructs based on citation relations. CA sections, which are used by 

CAS indexers, have been developed by specialists in the discipline. According to Sugimoto 

and Weingart (2015), the establishment of new journals is a sign of emerging new disciplines. 

The results of this study should be interpreted against the backdrop that the study focusses on 

one discipline only: chemistry and related areas. Furthermore, other statistical analyses could 

be performed. It is not clear whether our results can be generalized. Thus, we encourage 

similar studies with data from other disciplines using different statistical methods and as 

many classification schemes as possible. 
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