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Introduction 

Since Price (1965) proposed using scientific methods to study science in 1965, research in 

scientometrics has developed techniques for analyzing research activities and measuring their 

relationships, and maps of science were constructed for understanding the structure and 

spread of science and the interconnection of disciplines. Science and technology enterprises 

can use the maps of science to anticipate changes, especially those initiated in their immediate 

vicinity. Research laboratories and universities that are organized according to the established 

standards of disciplinary departments can understand their environmental changes. 

Furthermore, the maps are important for policy analysts and funding agencies because 

research funding is based on quantitative and qualitative scientific metrics. 

However, as it is difficult to apply inter-citation and co-citation analysis to ongoing projects 

and recently-published papers that have inadequate citations and references, we developed a 

content-based map (Kawamura et al., 2017a, 2017b, 2018), which converts text information, 

such as funding project descriptions and paper abstracts, into multi-dimensional vectors and 

calculates content similarities, that is, distances between the vectors. However, comparing 

content-based maps in different languages remains problematic. Therefore, this paper 

proposes a method for locating multi-dimensional vectors from English and Japanese 

documents in the same space by converting sentences to graph structures representing 

semantic roles. 

The remainder of this paper is organized as follows. Section 2 discusses related work, and 

Section 3 describes our proposed method for creating multi-dimensional vectors from cross-

lingual documents. We then evaluate the matching result of the vectors using 1,000 bilingual 

IEEE papers. Section 4 introduces a map that is created from approximately 34,000 US and 

Japan funded projects of the National Science Foundation (NSF) and the Japan Society for the 

Promotion of Science (JSPS) between 2012 and 2015, and we present some findings 

regarding the national funding trends. Finally, Section 5 provides our conclusions and 

suggestions for future work. 

Related Work 

Compared with cross-lingual papers and projects, the simple approach is to use codes in a 

universal coding system or classes in ontology. However, as funding agencies and publishers 

generally use their own classification systems, no comprehensive scheme for characterizing 

projects or articles exists, thus making it difficult to make direct comparisons between 

different agencies or publishers. For example, comparing articles from the Association for 
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Computing Machinery classification (https://www.acm.org/publications/class-2012) with the 

Springer Nature classification requires taxonomy exchanges. Archambault et al. (2011) 

proposed the Open Scientific Journal Ontology for comparing multi-lingual papers, but it has 

not yet been widely used. 

Therefore, we considered calculating content similarities from text information and making 

clusters of similar documents. Since the meaning of a word is determined by its context (Firth, 

1957), document embedding (Le & Mikolov, 2014), which represents the features of words 

appearing around target words with the word orders, is considered to be more accurate than 

conventional bag-of-words approaches, such as co-occurrence word analysis and TFIDF. In 

fact, several studies have conducted bilingual distributed representations (Berard et al., 2016), 

(Luong et al., 2015), (Gouws et al., 2015). 

There are two main approaches to generating bilingual distributed representations. One trains 

both language models independently and then learns a mapping from one representation to the 

other, and the other performs the training jointly using a parallel corpus. An advantage of the 

former bilingual mapping, where vectors are first trained in each language independently and 

a mapping is learned to transform representations from one language into another, is the 

training speed, since no further training is required if monolingual vectors are given. In the 

latter approach, the bilingual training attempts to learn representations jointly from scratch to 

generate good vectors for both languages. For each pair of sentences in a parallel corpus, 

bilingual vectors attempt to predict words in the same sentence but they also use words in the 

source sentence to predict words in the target sentence (and vice versa) (Luong et al., 2015), 

(Berard et al., 2016). Thus, for each update, the vectors perform four updates: source to 

source, source to target, target to target, and target to source. 

While the accuracy of predicting similar words between different languages still remains less 

than 50%, converting bilingual word vectors to bilingual document vectors involves simple 

combinations. For example, document vectors are computed by doing a weighted sum of 

word vectors, according to the word frequencies. As the result, there is currently no standard 

method for constructing cross-lingual document vectors. 

Apart from word and document embedding techniques, a report of the semantic evaluation 

challenge (SemEval) (Cer et al., 2017) demonstrates a wide variety of methods for measuring 

multilingual textual similarity. In a task for semantic textual similarity for multilingual and 

cross-lingual focused evaluation, the gradation of meaning overlaps is measured between 

cross-lingual pairs of English with materials in Arabic, Spanish, and Turkish. Since there is 

no result between English and Japanese, the presented methods and results cannot be directly 

compared with our proposed method; however, the top four systems all used machine 

translation (MT) first and then extracted several features for machine learning, such as n-

grams, edit distance, and longest common substring. Since 2016, deep learning methods have 

also been combined with MT. Therefore, in the next section, we compare our cross-lingual 

document embedding technique from semantic role graphs with machine-translated 

monolingual document embedding and evaluate their matching accuracy. 

 

Cross-lingual document vectors from SR Graph 

This section proposes a method for generating multi-dimensional vectors from documents 

written in different languages. The simple way to generate cross-lingual vectors is to use MT, 

which translates one language into another and applies monolingual document embedding. 

However, this method depends heavily on the accuracy of an MT engine dedicated for each 

combination of source and target languages. Moreover, statistical MT engines such as Google 

Translate that are currently the mainstream often change the sentence structure, e.g., from 

active to passive, and amend phrases to make natural and fluent sentences. Thus, to avoid this 

influence of the MT engines, this paper first constructs semantic role (SR) graphs from 
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English and Japanese sentences, and then generates document vectors from both SR graphs, 

based on a triplification technique (Kawamura et al., 2016) that is often used for generating 

Resource Description Framework (RDF, https://www.w3.org/RDF/) data from natural 

sentences. The overall flow consists of the three steps described in the following sections. 

 

Converting to semantic role graph 

First, semantic role labeling (SRL) in natural language processing (NLP) converts sentences 

written in English and Japanese to SR graphs. SRL is one of the research topics aiming to 

raise the accuracy of NLP applications, such as MT and question answering, and to extract 

semantic relations between or among words in natural sentences, such as Who (Subject, 

Agent), What (Object), Whom (Patient), and How (Action, Predicate). In case grammar 

(Fillmore, 1968), a semantic structure of sentences is a set of “verb – deep case – noun” 

relations, and the relations extracted by the SRL correspond to the deep cases. However, the 

target relations to be extracted vary in research (Mooney , 2014), (Sammons, 2014a). 

In this paper, the relations to be extracted are limited to subjects, actions, and objects, 

according to Sammons (2014b). We also extracted complements as objects to incorporate 

them into graphs, and location and time. If there are multiple subjects and objects in a 

sentence, triples (sentence ID, property, and value) for each subject and object are generated. 

A complex sentence is converted to multiple triples with different IDs. A sentence with an 

adjectival verb, such as an attributive modification clause, is also divided into the main clause, 

and the subordinate clause and is converted to multiple triples. In this case, if the subordinate 

clause has both a subject and object, the triple has a different sentence ID. If the clause has 

either a subject or object, the triple has a link to the subject of the main clause and the same 

ID. We also generate triples with the passive verbs as values of action properties. 

In terms of restrictions, co-reference relations using indication words between sentences are 

not resolved. In a sentence, however, demonstrative pronouns are replaced with the preceding 

subjects or objects, although our survey showed that scientific documents contain few 

indication words. For the same reason, zero anaphoric relations between sentences, or rather, 

omissions of the corresponding cases, are not resolved. However, if there is a preceding 

subject in the same sentence, it replaces the omitted noun. As a result, the sentences become 

like the skeletons shown in Fig. 1. 

 

Figure 1: Semantic role graph and serialiazation. 

 
Unifying words to descriptors in the scientific thesaurus 

Next, after lemmatizing each term in the graph, if the terms are matched to synonyms and/or 

descriptors in the Japan Science and Technology Agency (JST) science and technology 
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thesaurus and large dictionary (hereafter, JST thesaurus) (Kimura et al., 2015), both English 

and Japanese terms are replaced with English descriptors in the JST thesaurus. For example, 

English synonyms for artificial intelligence, such as AI and computational intelligence, and 

Japanese ones, such as 人工知能 and 計算知能 are all replaced with the descriptor "artificial 

intelligence." 

The JST thesaurus primarily consists of keywords that have been frequently indexed in 36 

million articles accumulated by the JST since 1975. The thesaurus is updated quarterly and 

includes 276,179 terms in English and Japanese from 14 categories ranging from bioscience 

to computer science and civil engineering. Based on the World Wide Web Consortium Simple 

Knowledge Organization System (skos), the JST thesaurus exists in RDF format with 

relationships skos:broader, skos:narrower, and skos:related. A broader or narrower 

relationship essentially represents an is-a subsumption relationship but sometimes denotes a 

part-of relationship in geography, body organ terminology, and other academic disciplines. 

The JST thesaurus is publicly accessible from Web APIs on the J-GLOBAL website 

(http://jglobal.jst.go.jp/en/), along with the visualization tool Thesaurus Map (http://thesaurus-

map.jst.go.jp/jisho/fullIF/index.html). 

In this step, words that are not included in synonyms and descriptors are deleted as non-

technical terms, excluding named entities and numerical values. 

Generating document vectors 

Finally, the graphs are serialized with a simple nesting rule that iteratively lists the values in 

the same order as shown in Fig. 1. The document vectors are generated from the word 

sequences. 

A word vector is represented as a matrix whose elements are in principle the co-occurrence 

frequencies between a word w with a certain usage frequency in the corpus and words within 

a fixed window size c from w. A popular representation of word vectors is word2vec 

(Mikolov et al., 2013a, 2013b). Word2vec generates word vectors using a two-layered neural 

network obtained by a skip-gram (or, continuous bag of words) model. Specifically, word 

vectors are obtained by calculating the maximum likelihood of objective function L in Eq. (1), 

where T is the number of words with a certain usage frequency in the corpus. Word2vec 

clusters words with similar meanings in a vector space. 

(1) 

Additionally, Le & Mikolov (2014) proposed a document vector that learns fixed-length 

feature representations using a two-layered neural network from variable-length pieces of 

texts such as sentences, paragraphs, and documents. A document vector is considered another 

word in a document and is shared across all contexts generated from the same document but 

not across documents. The contexts are fixed length and sampled from a sliding window over 

the document. The document vectors are computed by fixing the word vectors and training the 

new document vector until convergence, as shown in Eq. (2). 

(2) 

where di is a vector for a document i that includes wt. Whereas word vectors are shared across 

documents, document vectors are unique among the documents and represent the topics of the 

documents. By considering word order, document vectors also address the weaknesses of the 

bag-of-words approaches and are therefore considered more accurate representations of the 

context of the content. 

We calculate the information entropy of each concept in the JST thesaurus from the dataset. 

Shannon’s entropy (1948) in information theory is an estimate of event informativeness. We 
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used this entropy to measure the semantic diversity of a concept in a vector space. After 

creating clusters according to the degree of entropy, we unified all word vectors in the same 

cluster to a cluster vector and constructed document vectors based on the cluster vectors. 

Using high-entropy concepts, which are significant in scientific and technological contexts as 

elements between paragraph vectors, the paragraph vectors can comprise meaningful clusters. 

Previous literature provides more details (Kawamura et al., 2017a, 2017b, 2018). 

 

Accuracy of cross-lingual document vectors 

The JST provides a bibliographic database, J-GLOBAL (http://jglobal.jst.go.jp/en/), in which 

titles and abstracts of papers in English are translated into Japanese. The translations are done 

by translators of scientific and technical literature, who have been involved in building 

bibliographic databases for many years. Thus, as an experimental dataset, we randomly 

selected 1,000 paper titles and abstracts in English and the corresponding 1,000 Japanese titles 

and abstracts from approximately 63,000 IEEE journal and conference papers published 

between 2012 and 2015. SR graphs were converted from 2,000 titles and abstracts in English 

and Japanese using TEXT2LOD (Kawamura et al., 2016) based on conditional random fields 

(Lafferty et al., 2001). The vector space was generated using the method presented in the 

previous section. Hereafter, paper abstracts refer to the titles and abstracts of papers, and 

project descriptions include their titles. We evaluated these cross-lingual document vectors 

based on the following two aspects: 

 

1. The similarity between a document vector vei  from an English abstract and a document 

vector vji  from a Japanese abstract translated by experts. 

2. The correlation of the similarity between vectors vei and vej  from two English abstracts 

and the similarity between vectors vji and vjj  from the corresponding two Japanese 

abstracts translated by experts. 

 

We implemented the document embedding technique using the Deep Learning Library for 

Java (https://deeplearning4j.org). Despite needing a more systematic method, the 

hyperparameters were set empirically as follows: 500 dimensions were established for words 

that appeared more than five times; the window size c was 10, and the learning rate and 

minimum learning rate were 0.025 and 0.0001, respectively, with an adaptive gradient 

algorithm. The learning model is a distributed memory model with hierarchical softmax. 

The similarity was measured using the cosine similarity of two vectors as well as the SemEval 

challenges. The baseline method to compare involved document embedding directly 

generated from English abstracts and those generated from English sentences translated from 

Japanese abstracts by Google Translate. 

 

1. Comparison of vectors from English and Japanese abstracts of the same document 

Table 1 shows the cosine similarities of the average, median, and standard deviation between 

vectors from the English and Japanese abstracts of the same papers. The comparative method 

1 involves adding unification to descriptors and document embedding with entropy clustering 

to the baseline, although word orders are decided by the MT engine as well as the baseline. 

The comparative method 2 involves subtracting the conversion to SR graphs from the 

proposed one so that word orders are the same as the original English and Japanese sentences. 
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Table 1. Cosine similarities of the average, median, and standard deviation. 

Consequently, the proposed method indicated the statistically significant difference from the 

baseline. By comparing the baseline with the comparative method 1, embedding from SR 

graphs is considered to increase the matching accuracy. This finding is also supported by 

comparisons with the proposed method and the comparative method 2. The difference 

between the proposed method and the comparative method 2 was relatively small because 

unification of words to descriptors shortens the sentence length. By contrast, unlike other 

methods that eliminate non-technical words and reduce notation variability by unifying words 

to descriptors in the thesaurus, the baseline showed the bad result since the English translation 

using the MT of Japanese translation by experts had little reversibility, and the non-technical 

words and alternative notations of the same meaning in abstracts affected the cosine similarity. 

In principle, the cosine similarity should be 1.0, but in this dataset, the Japanese translation is 

free instead of being word-for-word due to copyright issues. Thus, the similarity values were 

inevitably less than 1.0. Moreover, since a few Japanese abstracts were largely rewritten from 

the original English abstracts, the median presented the overview of the results well in the 

sense that it eliminated any outliers. Although the conversion accuracy of SR graphs depends 

on semantic roles, such as subjects and actions, and varies from 67% to 98%, the weighted 

average was 94% (Kawamura et al., 2016). 

2. Comparison of similarity between English abstracts and between Japanese abstracts

For all pairs of papers in the dataset, Fig. 2 shows the relationship between the similarity of

vectors vei and vei  from English abstracts and the similarity of vectors vji and vjj  from the

corresponding Japanese abstracts.

Consequently, the following correlation

(3) 

was 0.68 in all cosine ranges, as shown in Fig. 4. In practice, however, low similarities are 

ignored at the map layout phase and are not important; thus, if the similarities are limited to 

more than 0.5 then R became 0.77 and indicated a high correlation. By contrast, the baseline 

indicated R = 0.70. 
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Figure 2: Relationship between the similarity of vectors from English abstracts and the 

similarity of vectors from the corresponding Japanese abstracts. 

 
US-Japan Funded Projects Map 

On the maps shown in Fig. 3 and 4, the dataset contains titles and descriptions of 25,758 NSF 

projects (https://federalreporter.nih.gov/) from 2012 to 2015, including 524,509 sentences and 

those of 8,643 JSPS projects (https://kaken.nii.ac.jp/en/) for the same period, including 

101,784 sentences. NSF project domains are limited to Computer & Information Science & 

Engineering, Mathematical & Physical Sciences, and Engineering, and JSPS project domains 

are limited to Informatics and Engineering. 

Although there are differences between paper abstracts and project descriptions, e.g., 

descriptions are more formally written than abstracts, we found no critical difference that 

affects the presented method. We thus generated vectors from the above dataset using the 

presented method and calculated the cosine similarities of all pairs. We then performed the 

community detection optimizing modularity scores on edges that indicate more than 0.4 

cosine similarities. The threshold 0.4 was determined empirically through the experiments. 

This time there were 1,834 nodes (projects) that were out of any communities. We used the 

same tool presented in the previous literature (Kawamura et al., 2017a, 2017b, 2018) for 

displaying the map, in which distances between the nodes are proportional to the cosine 

similarities as much as possible. In addition, the map provides functions for searching titles 

and descriptions by keywords, showing the project details, including titles, descriptions, 

organizations, years, and budgets, displaying the cosine values on the edges, and querying the 

graph using W3C SPARQL. 

The followings are some findings obtained from the map. Figure 3 presents two communities 

for the wind-power generation, in which communities are clearly separated for the offshore 

power generation and controls with safety issues, while NSF and JSPS projects are mixed in 

both communities. Despite that the number of NSF projects is three times more than the 

number of JSPS projects, these are almost even in the communities; thus, we found that Japan 

is working hard on this topic. 
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Figure 3: Communities for the wind-power generation. 

 
 

Figure 4 presents a community for the Terahertz radiation, in which NSF projects and JSPS 

projects are separately located on the left and right sides. In this topic, Japan puts effort into 

the application to manufacturers, such as nondestructive inspection, and the US has many 

applications for wireless communications. Additionally, in a community of unmanned aerial 

vehicles, Japan seems to have many applications for resource mapping, while data collection 

when the forest fire happened is attracting attention in the US. 

 

Figure 4: Community for the Terahertz radiation. 

 
 

In terms of the current limitation, synonyms, such as CS for computer science, Cesium, and 

consumer satisfaction happen to increase the similarities of unrelated pairs. Due to the graph 

layout algorithm, when any pair of different topics becomes closer, the whole communities 

that correspond to these topics are also located close on the map. In future, we plan to replace 

acronyms with full words before making vectors. The maps will be publicly available at 

https://jipsti.jst.go.jp/foresight/content-based_map/. 

 

Conclusion and Future Work 

In an attempt to resolve the difficulty of a content-based map to compare documents in 

different languages, this paper proposed a method for generating multi-dimensional vectors in 

the same space from cross-lingual (English and Japanese) papers/projects. We confirmed a 

similarity of 0.76 for matching the bilingual contents of 1,000 IEEE papers. Finally, we 

constructed a map of 34,000 NSF and JSPS projects from 2012 to 2015. As described in the 

introduction, research evaluators, scientific policy-makers, and funding providers can 
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investigate this map for finding common or different points of interest and the weakness of a 

nation, comparing national funding trends. 

Our next step is to compare citation-based methods and incorporate patent information into 

the map. In addition, we aim to extract metrics from chronological changes of the network 

structure in the map. As the Foresight and Understand from Scientific Exposition (FUSE) 

program in Intelligence Advance Research Projects Activity (IAPRA) conducted a study to 

identify emerging research areas based on several metrics obtained from several maps of 

science from 2011 to 2015, we, the Japan Science and Technology Agency, will also apply 

these metrics to statistical analysis and machine learning techniques in an attempt to detect 

emerging research areas in their early stages. 
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